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ABSTRACT

AN INTER-ANNOTATOR AGREEMENT MEASUREMENT METHODOLOGY
FOR THE TURKISH DISCOURSE BANK (TDB

Yalginkaya, Saban Thsan
MS, Department of Cognitive Science

Supervisor: Prof. Dr. Deniz Zeyrek

September 2010, 128 pages

In the TDB!"-like corpora annotation efforts, which are constructed by the intuitions of
the annotators, the reliability of the corpus can only be determined via correct inter-
annotator agreement measurement methodology (Artstein, & Poesio, 2008). In this
thesis, a methodology was defined to measure the inter-annotator agreement among the

TDB annotators.

" Turkish Discourse Bank (TDB) is used to denote ODTU-MEDID (Orta Dogu Teknik Universitesi Metin
Diizeyinde Isaretlenmis Derlem), a project supported by TUBITAK.
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The statistical tests and the agreement coefficients that are widely used in scientific
communities, including Cochran’s Q test (1950), Fleiss’ Kappa (1971), and
Krippendorft’s Alpha (1995), were examined in detail. The inter-annotator agreement
measurement approaches of the various corpus annotation efforts were scrutinized in
terms of the reported statistical results. It was seen that none of the reported inter-
annotator agreement approaches were statistically appropriate for the TDB. Therefore, a
comprehensive inter-annotator agreement measurement methodology was designed from
scratch. A computer program, the Rater Agreement Tool (RAT), was developed in order
to perform statistical measurements on the TDB with different corpus parameters and

data handling approaches.

It was concluded that Krippendorff’s Alpha is the most appropriate statistical method for
the TDB. It was seen that the measurements are affected with data handling approach
preferences, as well as the used agreement statistic methods. It was also seen that there is
not only one correct approach but several approaches valid for different research
considerations. For the TDB, the major data handling suggestions that emerged are: (1)
considering the words as building blocks of the annotations and (2) using the interval
approach when it is preferred to weigh the partial disagreements, and using the

boundary approach when it is preferred to evaluate all disagreements in same way.

Keywords: Discourse, Discourse Bank, Inter-Annotator Agreement, Corpus Reliability,

Text Span Annotation, Agreement Coefficients



Oz

TURKCE SOYLEM BANKASI ICIN ISARETCILER ARASI
UYUM OLCUM METODOLOIJISI

Yalginkaya, Saban Thsan
Yiiksek Lisans, Bilissel Bilimler Boliimii

Tez Yoneticisi: Prof. Dr. Deniz Zeyrek

Eyliil 2010, 128 sayfa

TSB™ benzeri derlem isaretleme cabalari, isaretcilerin sezgileriyle insa edildiginden,
derlem giivenilirligi sadece dogru isaretciler arast uyum oOl¢iim yontemiyle Olciilebilir
(Artstein, & Poesio, 2008). Bu tezde, Tiirkce Soylem Bankasi (TSB) isaretcileri

arasindaki isaretciler arast uyumu hesaplamak i¢in bir yontem tanimlanmustir.

Bilimsel cevrelerde yaygin olarak kullanilan istatistiksel testler ve uyum katsayilari,

Cochran’in Q testi (1950), Fleiss’in Kappas1 (1971), ve Krippendorff’un Alphas1 (1995)

? Tiikge Soylem Bankasi (TSB), TUBITAK tarafindan desteklenen ODTU-MEDID (Orta Dogu Teknik
Universitesi Metin Diizeyinde Isaretlenmis Derlem) projesini ifade etmektedir.
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da dahil olmak iizere, detayli bir sekilde incelenmistir. Cesitli derlem isaretleme
cabalarinin isaretgiler arast uyum Olctim yaklagimlar istatistiksel acidan irdelenmistir.
Goriilmiistiir ki bu cabalarin bildirilmis hicbir isaret¢iler arasi uyum o6l¢iim yaklasimi
istatistiksel olarak TSB’ye uygun degildir. Bu nedenle, kapsamli bir isaretciler arasi
uyum Ol¢clim yOntemi bastan tasarlanmistir. Tasarlama siirecinde, TSB iizerinde
istatistiksel Olctimleri degisik derlem parametreleri ve veri isleme yaklagimlariyla
gerceklestirmek {izere, Derecelendirici Uyum Araci (DUA) adi verilen, bir bilgisayar

programi gelistirilmigtir.

TSB i¢in en uygun istatistiksel yontemin Krippendorff’un Alphasi oldugu sonucuna
varilmigtir. Goriilmiistiir ki ol¢iimler kullanilan uyum istatistiklerinden etkilendikleri
kadar veri isleme yaklagimi tercihlerinden de etkilenmektedirler. Yine goriilmiistiir ki
biitiin arasgtirma konular1 icin tek bir dogru yaklasim yoktur, ancak cesitli arastirma
konular i¢in degisik dogru yaklasimlar vardir. TSB icin, bu tezde ortaya cikan ana veri
isleme yaklasimlari: (1) kelimeleri isaretlemelerin yapi tasi olarak degerlendirmek ve (2)
aralik yaklagiminin kismi uyumsuzluklar: agirliklandirilmak istenildiginde kullanilmasi,
ve sinir yaklagiminin biitiin uyumsuzluklart ayn sekilde degerlendirmek istenildiginde

kullanilmasidir.

Anahtar kelimeler: Soylem, Soylem Bankasi, Isaretciler Arasi Uyum, Derlem

Giivenilirligi, Metin Kapsam Isaretlemesi, Uyum Katsayilart
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CHAPTER I

INTRODUCTION

Corpus linguistics is a data-centric linguistic research method where linguistic theories
are drawn from collected-data (McEnery, & Wilson, 2001). As Artstein, & Poesio
(2008) mentioned, since mid 1990s, the number of corpus-based linguistic efforts has
been increasing. Examples are the Brown Corpus (Francis, Kucera, & Mackie, 1982),
the Penn Treebank (Marcus, Santorini, & Marcinkiewicz, 1993), the British National
Corpus (Burnage, 1996), the Rhetorical Structure Theory (RST) based corpus (Lynn,
Marcu, Okurowski, 2003), the Penn Discourse Tree Bank (Miltsakaki, Prasad, &
Webber, 2004), the Chinese Discourse Tree Bank (Xue, 2005), the Turkish Discourse
Bank (Zeyrek, & Webber, 2008) the Hindi Discourse Relation Bank (Oza, Prasad,
Kolachina, Sharma, & Joshi, 2009b), and the Leeds Arabic Discourse Tree Bank (Al-
Saif, & Markert, 2010). The major reason for this increase is the development of
computer technology that makes processing, analyzing, storing, and distributing huge
amounts of data possible. However huge amount of data, in addition to several research
opportunities, bring some problems. The foremost problem is the reliability issue of the
collected data. A corpus study is considered to be suspicious when it is based on a

corpus whose reliability is arguable (Artstein, & Poesio, 2008).

The Turkish Discourse Bank (TDB) is a corpus annotation project that aims to reveal
Turkish discourse structures by annotating METU Turkish Corpus, which is a sentence-

level corpus that contains 2 million words from different genres (Say, Zeyrek, Oflazer,
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& Ozge, 2002; Zeyrek, Turan, Bozsahin, Cakici, Sevdik-Call1, Yalcinkaya, et al., 2009).
The data collection process of the TDB was performed by two or three annotators where
all the annotators performed annotations individually in the whole corpus. The
annotators performed text span annotations for explicit discourse connectives and their
two arguments in order to establish the semantic relations between them. As in other
corpus efforts, in the TDB project, the reliability of the collected (annotated) data needs
to be proved. The reliability of the collected data is measured by inter-annotator
agreement statistic methods, which rate the agreement of the annotators among the
corpus. The primary objective of this thesis is to determine appropriate inter-annotator

agreement statistics to measure the reliability of the TDB data, hence the TDB project.

In order to reach the objective of the thesis, first the agreement statistic methods were
discussed in detail. Then, the corpus annotation efforts, which either follow the same
principles with the TDB or which have used inter-annotator agreement measurement
approaches, were examined. As a result of the examinations, the positive and negative
statistical aspects of the corpus annotation efforts were determined. Also, it was seen
that none of the reported inter-annotator agreement measurement approaches were

adequate for the TDB.

As a result of the investigations, it was decided to design a comprehensive inter-
annotator agreement measurement methodology for the TDB. In order to design an
adequate inter-annotator agreement methodology, the annotation data must be fully
examined. Then, the TDB was examined in following headings:

e Annotation data type (text span annotations of Turkish explicit discourse

connectives)
® Annotation process
¢ Dependency analysis of annotations

¢ Annotation data handling challenges

2



o Huge amount of annotation data

o Possibility of corrupted annotations (annotation process problems and
annotation storage problems)

o Evaluating annotation together, which were performed at different times
by different annotators

o Converting text span annotations into discrete computational data units

o Computationally problematic dependencies

In the light of all these investigations, data handling approaches and the agreement
statistics, which can be used with these data handling approaches, were proposed. As a
result of these, several measurement combinations (data handling approaches X
agreement statistics) emerged. In order to perform inter-annotator agreement
measurements on this huge amount of data for various combinations, an original
computer program was developed. The computer program is capable of performing
measurements for different annotation categories (discourse connective, annotator
number annotation repository, data handling approaches, agreement statistics, etc.). The
measurement results produced by this computer program were analyzed and the most

appropriate inter-annotator agreement measurement combinations were decided.

As a result of the work carried out, it was seen that there is not one correct way to
measure the inter-annotator agreement of the TDB, but there are different ways for
different research aspects which can be produced with the inter-annotator agreement
measurement methodology, which is proposed in this thesis. Additionally, the inter-
annotator agreement methodology and the computer program, which are presented in
this thesis, are also important sources for the corpus annotation efforts other than the

TDB. It is planned to make this program available to community with a user manual.



This thesis is organized in the following order: In Chapter 2, three classes of statistic
methods that can be used to measure the inter-annotator (inter-rater) agreements will be
discussed in detail. First, Cochran’s Q Test (Cochran, 1950) will be elaborated, and then
the Benett's Sigma (Benett, Alpert, & Goldstein, 1954), the Scott's Pi (Scott, 1955), the
Cohen's Kappa (Cohen, 1960), and Fleiss’ Kappa (Fleiss, 1971) will be discussed as the
members of the Kappa family. Finally, Krippendorff’s Alpha (Krippendorff, 1995) will

be presented.

In Chapter 3, the inter-annotator agreement approaches of several discourse annotation
projects will be examined by using discussions in Chapter 2. In this section, the Penn
Discourse Tree Bank (PDTB), the Rhetorical Structure Theory (RST) based annotation
effort, the Hindi Discourse Relation Bank (HDRB), the Chinese Discourse Tree Bank
(CDTB), and the Leeds Arabic Discourse Tree Bank (LADTB) projects are covered.

In Chapter 4, the TDB project will be presented. In the light of Chapter 2 and 3, some
answers will be sought to the following questions: Which agreement statistics are
appropriate for the TDB, and how the annotation data of the TDB should be used in the
agreement statistics. Consequently, several agreement statistics and several data
handling methods will be determined, which can be used to measure the inter-annotator

agreement on the TDB.

In Chapter 5, the results of the TDB agreement measurements, which are calculated by a
computer program developed during this thesis, will be presented. Also, some data
handling methods will be eliminated upon the result analysis and, the usage areas of the
rest of the methods will be explicitly defined. Finally, the computer program and

possible future work opportunities are elaborated.



In Chapter 6, the most appropriate inter-annotator agreement methodologies based on

the findings in Chapter 5 will be presented for the TDB, with the future work plans.



CHAPTER 11

INTER-RATER AGREEMENT

Gwet (2001) defines inter-rater reliability as the amount of agreement between raters
(data generators). A rater is a classifier that classifies subject items into predefined

categories according to a particular classification rule set.

In general, inter-rater reliability coefficients are used as the statistical magnitudes to
measure the quality of rated data. In the literature, the term is named in various ways,
such as, inter-observer reliability (Hartmann, 1977), inter-coder reliability (Fleiss, 1971),
inter-judge reliability (Dillon, 1984) and so on, but all of them aim to measure the
quality of data collection process by measuring the agreement on the preferences (Gwet,
2001). In the scope of this thesis, the term inter-annotator agreement coefficient will be

used, as it will be more accurate.

However, it is seen that some research studies prefer to use the statistical tests instead of
agreement coefficients (Yondem-Turhan, 2001). Statistical tests differ from agreement
coefficients in that they are the methods that operate through the hypothesis to reject the
null hypothesis (Siegel, & Castellan, 1988).

In this chapter, in order to cover both of these points of view about the inter-annotator
agreement issue mentioned above, first Cochran’s Q test will be elaborated as it is a well

known and commonly used statistical test, also applicable to the TDB. Afterwards, a
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selection of agreement coefficients, including Fleiss’ Kappa and Krippendorff’s Alpha,

will be discussed in detail.

2.1 COCHRAN’S Q TEST

There are various statistical tests each of which operates correctly for particular
populations and data types. Deciding on an appropriate statistical test for the TDB was a
challenge. Therefore, first, the reasons for selecting Cochran’s Q test will be discussed,

and then the mathematical basis of the test will be presented.

There are two main classes of statistical tests: parametric and non-parametric tests. The
first challenge was deciding on the main class of the intended test. The parametric tests
require well designated populations and they are suitable for numerical data, whereas,
non-parametric tests do not need population assumptions and non-numerical data can be
evaluated by them (Siegel, 1957). So, it was seen that non-parametric tests are suitable
for corpus annotation efforts. The second challenge was deciding on the appropriate
measurement theory. As Siegel et al. (1988) mentioned there are four measurement
theories: nominal, ordinal, interval, and ratio scales. The TDB annotation process is a
classification process of the text spans, and there is no relation between the assigned
classes. This kind of data fits perfectly for the nominal scale definition. Then, as the
final two challenges, annotations are performed by two or three annotators, and they just
make dichotomous (binary) classifications (annotate or do not annotate). For that kind of

data analysis, Siegel (1988) suggests Cochran’s Q test.

This statistical test which aims to “test the significance of differences between ratios or
percentages in two or more independent samples” and which is based on x2 test was
presented by Cochran in 1950 (p. 256). This test is an extended version of Quin

McNemar’s (McNemar, 1949) test to handle more than two samples. Therefore,



investigating the McNemar test first will ease the discussion, and then the Cochran’s

addition to the McNemar test can be elaborated.

The McNemar (1949) test is designed for observations that aim to measure the changes
on two samples. An example research study is presented by McNemar, which was
conducted on USA soldiers at the time of World War II. Soldiers were asked “whether
they thought that the war against Japan would last more or less than a year”. Afterwards,
soldiers were lectured for the difficulties of the war against Japan and the same question
was asked again. The concern of the experiment was to determine if the lecture was
significant on changing the minds of the soldiers. An effective lecture would affect the
soldiers’ mind in the same direction, whereas the lecture that had no effect would not
affect the soldiers mind in the same direction, and changes would be randomly

distributed. McNemar used a 2x2 table to illustrate mind changes:

Table 1 2x2 table of McNemar

After lecture: After lecture:
Less More
Before lecture: Less A b
After Lecture: More C d

According to Table 1, b is the number of less than a year to more than a year changes,
and c is the number of more than a year to less than a year changes after the lecture.
McNemar used b and ¢ values to calculate y* as follows:

n = (b + c),with probablity% (Equation 2.1)

2 _ 0= | (c=gm® _ (b-0)?

1 1
on on b+c

(Equation 2.2 )



As McNemar did, Cochran presented his test with a sample experiment, a diphtheria
bacilli investigation that was conducted by the Communicable Disease Centre, U.S.
Public Health (Cochran, 1950). In the investigation, researchers aimed to determine the
different habitat effects on the growth of diphtheria bacilli. For this purpose, 69 samples
were collected from suspicious cases. Each sample was equally divided into habitat A,
B, C and D. Table 2 illustrates the investigation results. 1s represent growth, and Os

represent no growth in related habitats.

Table 2 The Cochran's Q test table for diphtheria bacilli experiment

Num. Of
A B C D Samples
I |11 ]1 4
I |1]0]1 2
o1 |1]1 3
O] 1]0]1 1
00| 0]O0 59
Totals(T)) | 6 10 7 10
Let,
¢ be the column number of the table
u; be the ith row total number of 1s
T; be the jth column total number of 1s
T be the average of 1s for each c (Total 1s/c)
df be the degree of freedom
Hy be the null hypothesis that the habitats has no effect on growth of diphtheria
bacilli

the significance level that is selected as 0.05



The null hypothesis of the test claimed that, the success probability of diphtheria bacilli

is same in all habitats. Mathematically that means, u; is distributed among ¢ columns in

c
(u-) ways (Cochran, 1950). Cochran formulated his claim as is Equation 2.3 below:
l

c(c—1) X(Tj-T)?

Q= Fw-cud

(Equation 2.3)

Siegel (1988, p. 174) explains how to evaluate the value found in Equation 2.3: “Q is
distributed approximately as y? with df = c-1. If the probability associated with the
occurrence of when Hy is true of a value as large as the observed value of Q is equal to

or less than a, reject Hy”.

It will be accurate to statistically analyze the above investigation in order to make the

Cochran’s test clearer. Analysis of the investigation is,

c=4

(6+10+7+10)
4

Y ,(Tj — T)? = (6 — 8.25)2 + (10 — 8.25)2 + (7 — 8.25)% + (10 — 8.25)2 =12.75

T = 8.25

Zui=4+4+4+4+3+3+3+3+3+2=33

2
Zul?:42+42+42+42+32+32+32+32+32+22=113
i
4)(3)(12.75
0= (4 B)( ) _gos
(4)(33) — (113)

According to Appendix A, Table 21, Q>8.05 has probability of occurrence when Hj is
true of p-value <0.05 when df is 3=4-1. If the significance level is selected as 0.05, Hy is

rejected.
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Finally, the issue of the power of test should be investigated. According to Cohen “The
power of a statistical test of a null hypothesis (Hp) is the probability that the Hy will be
rejected when it is false, that is, the probability of obtaining a statistically significant
result” (1992, p. 98). In this respect, for Cochran’s Q test, calculating the power of test is
not necessary when the sample size is greater than 4 and the product of the sample size
and the category size is greater than 24, because the exact distribution of Q is perfectly
approximated by the y? distribution. In the example above, the sample size is 69, and
thus there is no need to calculate the power of test. Also, the TDB contains tens of
annotations; therefore Cochran’s Q Test can be applied and evaluated without the power

of test notion. (See Appendix B for the java implementation of Cochran’s Q Test.)

2.2. AGREEMENT COEFFICIENTS

Gwet (2001) defines agreement coefficients as the methods that are used to estimate the
reliability of the rated data. These methods are used when rated data are qualitative, and
true classification is hard to determine. Several agreement coefficients are used in the
literature to calculate inter-annotator agreement, which all claim to eliminate agreements
by chance and which all have different approaches to agreement issue. In this thesis,
several well-known agreement coefficients will be investigated. In order to ease the
understanding of the statistical concepts of these agreement coefficients, a set of terms

and agreement coefficient basis will be presented in the below section.

2.2.1 A SET OF COMMON TERMS AND AGREEMENT COEFFICIENT BASIS
In this thesis, the definitions of Artstein & Poesio (2008) will be followed in principle,

but their terms will be used with some fine-tuning. There are two reasons for this: First,
the terminology does not fully cover the needs of all discussed agreement coefficients,
so some definitions from Krippendorff (1995 and 2004b) will be added for full
coverage. Secondly, it is preferred to use terms specific to an annotation study. The list

of the agreement terms and abbreviations which are used in this thesis as follows:
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* Annotating designates coding/rating

¢ Annotator number is always referred to as I

e (Category number is always referred to as K

* Annotation number is always referred to as H

¢ Individual annotator is always referred to as i or |

¢ Each annotator may perform annotation to category c or k

e  When annotations are performed on discrete data

o

Annotated items are referred to as g or h

¢  When annotations are performed on continuous data;

o

)

Units and gaps are represented by their beginning (b) and length (1)

Units and gaps are referred as g or h

As an attribute of continuum data, v is used to define gaps and units. v
represents a unit when its value is 1, and a gap when its value is 0

6czig jn represents the difference function between unit g that is annotated

by annotator i, and unit h, that is annotated by annotator j, for category c.

e Agreement and disagreement will be shown as follows;

o

o

Agry, indicates the agreement on item h
Expected (chance) agreement: Ae
Expected (chance) disagreement: De
Observed agreement: Ao

Observed disagreement: Do

Basically, agreement on an annotation can be determined by means of the percentage of

agreed annotations. Percent agreement can be found for a particular annotation by giving

the value 1 to annotation when all of the annotators agree (Agr,=1) and by giving the

value 0 to annotation when at least one of the annotators does not agree with the rest. To
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find the agreement for an annotation effort the following Equation 2.4 formula can be

used (Artstein, & Poesio, 2008):

A, = %Z hen Agry,  (Equation 2.4)

This method is not wrong, but it is statistically weak and misleading. First of all,
agreement by chance among annotators is not considered. The chance factor is a variable
that affects the results unpredictably for different annotations, annotators, moments, and
situations. Therefore, agreements cannot be comparable among different studies without
removing the chance factor (Scott, 1955). Secondly, some annotation categories may be
likely to be chosen more than others by their nature. In other words, determined
categories do not have to be evenly distributed. As Hsu & Field (2003) indicated, in an
artificial annotation effort where two annotators perform annotations for two categories
and categorize 95% of annotations under the first category and the rest under the second
category, a randomly picked first category choice shall be correct for 90.25%
(0.95x0.95), and the second category choice 0.25% (0.05x0.05). In the example above,
an agreement below 90.25% would not be reliable because it may have occurred by
chance. Consequently, a reliability determination methodology without chance-
correction would be unreliable and incomparable. Furthermore, percentage agreement
only offers exact match evaluation. Exact match is inadequate when there are three or

more annotators.

For these reasons, agreement coefficients are necessary. However, the starting points
and the considerations of these coefficients vary. Therefore in the agreement
measurements, appropriate agreement coefficient for the rating paradigm of the research
and data handling mechanisms should be used. Therefore, in the subsequent sections, the
most popular and well based agreement coefficients i.e., the Kappa family and

Krippendorff’s Alpha will be discussed and their characteristics will be explained.
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2.2.2 KAPPA AND SIMILAR AGREEMENT COEFFICIENTS

The Kappa agreement coefficient was presented to computational linguists and cognitive
scientist who study discourse by Jean Carletta in 1996. However, the first kappa

implementation was introduced by Cohen (1960), long before Carletta (1996).

Cohen’s Kappa (1960) can be used to measure the degree of agreement, by correcting
the agreement by chance between two annotators, where each annotator annotates
subjects on a nominal scale (Fleiss, 1971). Another version of kappa by Cohen is
Cohen’s Weighted Kappa (1968), which is very similar to the normal kappa, but
additionally weights the different disagreement types.

Cohen’s Kappa is a member of a chance-corrected agreement measurement family that
measures agreement between two annotators, which were mostly introduced in the
1950s and 60s. The most known three examples are ¢ (Benett, 1954), mt (Scott, 1955),
and k (Cohen, 1960) (Artstein, & Poesio 2008). All of them have the following formula:

A
GMK= ——

1-Ag (Equation 2.5)

Where, A; = AT = A% = Yyex P(kliy) P(k|iz)

The difference between ¢, w, and « lies in the calculation of P(k|i), where P(k|i) is the
probability that annotator i will assign an arbitrary item to category k (Zwick, 1988;
Hsu, & Field, 2003; Artstein, & Poesio 2008). If annotators had made random picks:
e . Assumes uniform distribution. For any two annotator iy, i, and any two
categories k;, ki, P(kj|im) = P(k;li,)
¢ 1 Assumes same distribution for each annotator. For any two annotators iy, ip,
and any category k, P(kl|i,,) = P(kli,)

e «: Assumes separate distribution for each annotator.
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The above statements lead to the following chance agreement formulas (Artstein, &

Poesio 2008):

1 1
A = Ykekz = 3 (Equation2.6)

2
— Ny _ 1 2 .
Ag - ZkeK (_) = am2 ZkeK ng (Equation 2.7)

2H
Ni gk M 1
K — i1k iok .
Ae = ZkeK H ' H EZI{EK Ny kNik (Equation 2.8)

AT > A} and AT > AX correlations are extracted from the above formulas, and the
relation of A; and AX cannot be exactly extracted. In order to stay on the safe side, the
coefficients which tend to produce higher chance agreement (A.) values shall be
selected. m remains as the safest agreement measurement coefficient between two

annotators.

Some TDB annotations are performed by three annotators. An agreement coefficient that
handles three annotators is needed. Therefore, Fleiss® Kappa, which is an extended
version of 7 for three or more coders and “defines the amount of agreement on a
particular item as the proportion of agreeing judgment pairs out of the total number of
judgment pairs for that item” (Artstein, & Poesio, 2008 p. 562), is more suitable for the

TDB needs. Fleiss” Kappa is formulated as follows:

l

2) be the total

Let, npk be the number that the sample h is assigned to category k, and (

Npk
2

would give the agreement on the item h. The total observed agreement is the arithmetic

number of judgment pairs per item. The division of ( ) totals of all categories by (;)

average of the agreements on the all samples (Artstein, & Poesio, 2008). Then the
observed agreement can be given as:

agr, = ﬁZkEK (ngk) (Equation 2.9)
2
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1 1
Ao =7 Xnen a9Tn = o= Lnen Zkex Mk (M — 1) (Equation 2.10)

According to Fleiss (1971), expected agreement shall be calculated by considering all
coder judgments together by assuming the same distribution for each coder, just like
Scott (1955). Therefore, the expected agreement formula of Fleiss is very similar to

Scott’s (Artstein, & Poesio, 2008):
P(k) = %nk (Equation 2.11)

1

~ 2 1 2
Ae = Tkex(P(0)” = Tker (;;7) =gz Tkek ™t (Bquation 212

Fleiss (1971) presents his claim with a diagnosis experiment, that 6 psychiatrists
diagnose 30 subjects into 5 categories. The psychiatrists assign numbers from 1 to 5 for
their diagnosis, which indicate depression, personality disorder, schizophrenia, neurosis,
and other, respectively. Fleiss constructs the following agreement table (Di Eugenio, &

Glass, 2004) in order to arrange the data:
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Table 3 Agreement table of Fleiss’ (1971) diagnosis experiment

Category
Subject 1 2 3 5 agri
1 6 1.000
2 3 3 0.400
3 1 4 1 0.400
4 6 1.000
5 3 3 0.400
6 2 4 0.467
7 4 2 0.467
8 2 3 1 0.267
9 2 0.467
10 6 1.000
11 1 5 0.667
12 1 1 4 0.400
13 3 3 0.400
14 1 5 0.667
15 2 3 1 0.267
16 5 0.667
17 3 1 2 0.267
18 5 1 0.667
19 2 4 0.467
20 1 2 3 0.267
21 6 1.000
22 1 5 0.667
23 2 1 3 0.267
24 2 4 0.467
25 1 4 1 0.400
26 5 1 0.667
27 4 2 0.467
28 2 4 0.467
29 1 5 0.667
30 6 1.000
Total 26 26 30 55 43
Pk 0.144 0.144 0.167 0.306 0.239

An agreement table is a table in which rows represent the samples (subjects) and

columns represent the number of annotators who assigned the category to the samples.

For example, subject 26 is categorized to category 2 (personality disorder) by 5

psychiatrists, and to category 4 (neurosis) by 1 psychiatrist.

The solution of the example is:
_1.000 +0.400 + 0.400 +--- + 0.467 + 0.667 + 1.00  16.667

= 0.556

(o]

30

30

A, = (0.144)?% + (0.144)* + (0.167)* + (0.306)% + (0.239)% = 0.220
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_ 0556 — 0.220

= 1000 = 0220 _ 2430

Fleiss’ Kappa’s sampling distribution is approximately normally distributed for large
sample numbers. However, the significance of the result should be tested when the
sample size is not large enough. When it is concluded that the test is not significant, it
will mean that a positive value is, nevertheless, as a result of random coding (Artstein, &

Poesio, 2008). The significance of the result is tested as below.

The mean approximates to O and variance approximates to the following formula
(Siegel, & Castellan, 1988):

2 Ae—(2M-3)A%+2M(M~-2) Y. p}
HM(M-1) (1-4¢)?

var(k) ~ (Equation 2.13)

Z statistic can be used to test the hypothesis of absence of agreement against hypothesis

of existence of agreement.

K

z= Jvar(k)

(Equation 2.14)

For the above example, z value is,

2 p? =(0.144)3 + (0.144)3 + (0.167)% + (0.306)3 + (0.239)3 = 0.048

2 0.220 — [(2)(6) — 3](0.2202) + (2)(6 — 2)(0.048)
(40)(6)(5) (1—0.220)2

2 0.1684

~ 1200 0.6084

var(x) =

= 0.00046

0.430 20.02
z =——==20.
1/0.00046
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According to Appendix E, Table 22, the resulting z value exceeds the significance level
(0.05 where z = 1.64). It is concluded that this test is statistically significant. Because the
number of annotations in the TDB is large enough for normal distribution, there will be
no need to measure the significance of result for the TDB annotations. (See Appendix C

for the java implementation of the Fleiss Kappa.)

2.2.3 KRIPPENDORFF’S ALPHA

Krippendorff (1995) presents several chance-corrected agreement measurement
methodologies, which constitute Krippendorff’s Alpha agreement coefficient family.
The Alpha family and the Kappa family have very similar claims, just like Fleiss’
Kappa, Alpha agreement coefficients “are calculated by looking at the overall
distribution of judgments without regard to which coders produced these judgments”

(Artstein, 2008, p. 564).

Unlike Kappa, Krippendorff does not consider observed and expected agreements but
considers observed and expected disagreements (Krippendorff, 1995). a = 1.0

represents exact agreement, a = 0.0 represents exact disagreement:

D
a=1- D_O (Equation 2.15)

e

However, the distinguishing difference is that Krippendorff’s Alpha family enables
several agreement measurement approaches by taking into account researcher
considerations. The diversity is obtained via several disagreement weighting functions,

such as interval, ordinal, ratio, and unit (Krippendorff, 2004a & Krippendorff, 2004c).

The last one of these disagreement weighting functions, Krippendorff’s Alpha for
unitization is the appropriate agreement coefficient for corpus annotation efforts like
TDB in which, annotators perform text span annotations without any previously defined

structure (Krippendorff, 2004b; Artstein, & Poesio, 2008). In alpha for unitization, the
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concern is restricted “to one dimensionally extending continua and assume that
agreements are functions of the intersection of these units and that disagreements are a
function of the differences between them, all measured by their length” (Krippendorff,
1995, p. 49). Alpha for unitization can be used to measure the following annotation
agreement/disagreements: (Diamonds represent annotated segments and regular lines
represent gaps. Note that filled diamonds and empty diamonds are just used to

differentiate consecutive annotation units.)

123456789012345678901234

Annotator 1:=————=000000000000
Annotator 2 :=————m—m—=900000000
Annotator 1: 0000000000 ¢—————
Annotator 2 :=————m—m——=000000

Annotator 1: 00000000000
Annotator 2: 0000000
Annotator 1 :=————=00000000000
Annotator 2:=——=00000000¢¢46000006——

Figure 1 Sample annotation representations that Krippendorff’s Alpha can be used

The weight (distance) between two annotators is calculated with the following function

(Krippendorff, 2004b):

0i ti ig)i
_ { if f section {(cig) is gap (Equation 2.16)

Veig =1 4 . . A i
g 1iff section (cig) is unit
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62

cigjh
2 2,
{(bcig + bcjh) + (bcig + lcig - bcjh - lcjh) lff VUcig = Vcjh = land — lcig < bcig - bcjh < lcjh
= lcz'ig iff Veig = 1, Vejn = 0 and lcjh - lcig = bcig - bcjh =0
lcz.]h lff Ucig = O'U(,‘jh =1and lcjh - lcig < bcig - bcjh <0
t0 otherwise

(Equation 2.17)

And the weight function for unitization is used as following:
D = Tho1 Xg Xy fjeiZn 82igin
oc 1(1-1)1?

(Equation 2.18)

D,c
_ % £=1 Zg 17cig [NC3_1(Zlgig - 3l?ig + lcig) + l?ig Zﬁ‘:l Zh(l - vcjh)(lcjh - lcig + 1) lff lcjh = lcig]

B ILUL — 1) X1y Xy Veigleig (leig — 1)
(Equation 2.19)

*N, =31, Y.gVeig = the total number of units of category c identified by all I annotators
(Equation 2.20)

Above defined Doc and Dec are the observed and expected disagreements for a
particular category. In order to calculate the overall Alpha, the sum of each category’s

Doc and Dec shall be used:

_ ZCDOC

a= 1 ZCDEC

(Equation 2.21)

In the following examples (Krippendorff, 1995), two representative annotation efforts
are discussed. Sample texts are digitized into 24 representative segments. Note that the
segments shall be the smallest identifiable item. For text span annotation, segments may
be characters or words and for audio and video context annotations segments may be
seconds. In the first annotation example, Ashley performed one annotation that spans
over 18 segments and Arvin performed 7 annotations, where the lengths of annotations
are 2, 1, 1, 1, 3, and 1, respectively. Then, in the second annotation example, Bertha
performed 4 annotations, where the lengths of annotations are 10, 4, 6, and 4,
respectively and Bill performed 5 annotations, where the lengths of annotations are 4, 4,

7,2 and 7.
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123456789012345678901234
Ashley: 00000000000000000 00—
Arvin: OXOX TOX TOX X X X

Bertha: 0000000000 44440000004eee
Bill: 000044440000000440000000

Figure 2 Two representative annotations for Krippendorff’s Alpha

Units and gaps are digitized according to rule of v, as follows. Underlining is used in

order to make explicit the beginning and ending of each annotation:

123456789012345678901234
Ashley: 111111111111111111000000
Arvin: 111111111100000000000000
Bertha: 111111111111111111111111
Bill: 111111111111111111111111

Figure 3 Digitized version of the annotations in Figure 2

Alpha agreement coefficient for Ashley-Arvin example is as follows:

D - 2612.0 2267
° 11520
%25390.0
D, = o0 -~ 1.089
_q 2.267 1081
= " 1089
Alpha agreement coefficient for Bertha-Bill example is as follows:
_ 5100 0.442
° 11520
%9264.0 0386
¢ 20020
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Both a are negative, which indicate systematic disagreement, which exceeds chance by
disagreement (Krippendorf, 1995). On the other hand, the Fleiss Kappa coefficients of
the same examples just indicate a disagreement for the Ashley-Arvin example and
indicates an exact agreement for the Bertha-Bill example; ka = 0.314 and kg = 1.000.
The main reason for the differences is that the o coefficient considers unitization by
using distance function but k does not have such considerations. Note that the difference
between o and k coefficients does not always change dramatically and they tend to
produce similar results when there are no predominantly unitization problems in

annotations.

As the last step of inter-annotator agreement measurement, significance of the test can
be measured by Z test or an appropriate bootstrapping algorithm can be applied to find
the confidence interval (Hayes, & Krippendorff, 2007). But such a measurement is not
necessary for the TDB annotations, because of the large number of annotations/samples,
as mentioned in § 2.2.2 z value calculation. (See Appendix D for the java

implementation of the Krippendorff Alpha for unitization.)
To conclude, the significant properties of the statistical methods, introduced in this

Chapter, namely Cochran’s Q Test (Q), Fleiss’ Kappa (K), and Krippendorff’s Alpha

(A), are summarized in Table 4:
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Table 4 Summary of the statistical methods

Yes No
Agreement coefficient K, A Q
Statistical test Q K, A
Chance-corrected QK A |-
More than two raters QK A |-
Nominal scale Q.K A |-
Only binary data Q K, A
Assumes same distribution for K, A Q
each annotator
Disagreement weighting function | A Q, K
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CHAPTER III

INTER-ANNOTATOR AGREEMENT APPROACHES
OF OTHER CORPUS STUDIES

In this Chapter, five discourse annotation efforts will be elaborated to accurately
determine the basis of the inter-annotator agreement approach of a TDB-like text span
annotation based discourse corpus that will be devised as the end-product of this study.
The following is a list of these five annotation efforts with brief reasons for inclusion in
this thesis:
e The Penn Discourse Tree Bank (PDTB):
o The TDB follows the principles of the PDTB, like annotation efforts from
Hindi, Arabic, and Chinese languages.
o It has a means of inter-annotator agreement measurement method, yet it
is deficient.
e The Rhetorical Structure Theory (RST) based annotation effort:
o Itis an effort which commits to inter-annotator agreement issue.
o It shows the measurement methods can be and should be tailored
according to the needs of the specific task.
o It brings some phenomena which are vital to cross-linguistic studies such

as reproducibility and reliability
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e The Hindi Discourse Relation Bank (HDRB) and the Chinese Discourse Tree
Bank (CDTB):

o They follow the PDTB, and they both have some diversifications from
the PDTB. These differences point out that a cross-linguistic inter-
annotator agreement approach shall be able to handle minor aspect
changes.

e The Leeds Arabic Discourse Tree Bank (LADTB):
o It follows the PDTB, with minor language specific differences.
o The LADTB project group has reported some incomplete and case

specific agreement statistics.

The PDTB, the HDRB, the LADTB, and the CDTB, each of a resource for which is
different languages sharing the same main principles with the TDB as they all follow the
PDTB. Therefore, a common comprehensive inter-annotator agreement measurement
approach, which will be clear with the outputs of this thesis, would open cross-linguistic

research areas among these efforts.

In the following sections, the PDTB, the RST, the HDRB, the LADTB, and the CDTB

will be explained to clarify the inter-annotator agreement approaches.

3.1 THE PENN DISCOURSE TREE BANK (PDTB)

The Penn Discourse Tree Bank (PDTB) is the largest annotated discourse corpus
(Prasad, Dinesh, Lee, Joshi, & Webber, 2008a) and the TDB follows the PDTB
principles (Zeyrek, & Webber, 2008). Therefore, the PDTB is an essential source for this
thesis. In this section, the PDTB will be introduced, discourse annotations will be
explained, reported annotation efforts of the PDTB will be discussed, the inter-annotator

agreement results and the agreement calculation methodology of the PDTB will be
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elaborated according to statistical elaborations in Chapter 2, and finally a sound inter-

annotator agreement coefficient will be proposed for the PDTB.

3.1.1 INTRODUCTION

The PDTB corpus is the collection of more than 1 million words of Wall Street Journal.

This corpus has the sentence-level syntactic annotations of the Penn Tree Bank (Marcus

et al., 1993) and the predicate-argument annotations of the Prop-bank (Palmer, Guildea,

& Kingsbury, 2005). Hence, the PDTB corpus allows syntactic, semantic and discourse

studies by using a single source.

In the PDTB, three discourse aspects are annotated:

1-

The discourse relation annotations are the annotations that aim to reveal the
discourse relations of English. According to the PDTB, discourse relations are
aggregation of discourse connective and its two arguments (Argl and Arg2),
where a discourse connective is a predicate of the relations that establish
association between its two arguments. The discourse annotations are performed
without commitment to any high-level theory. Thus, the discourse annotations of
the PDTB can be used for extensive studies (Prasad et al., 2008a).

The sense annotations are the annotations that are performed according to a pre-
defined hierarchical classification schema, in order to enable sense
disambiguation studies.

The attribution annotations are the annotations that state the relation between
discourse elements (discourse connectives and discourse arguments) and the
agent (the writer or some other individual). These annotations are used to show
discourse level and sentence level correlation (Dinesh, Alan, Miltsakaki, Prasad,
Joshi, & Webber, 2005) and to establish subject-related analysis (Prasad, Dinesh,
Lee, Joshi, & Webber, 2006).
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The main concern of this thesis is measuring agreement on Argl and Arg2 (discourse
relation annotations). Therefore, the discussions about the PDTB will be limited to these

categories.

3.1.2 ANNOTATIONS OF THE DISCOURSE RELATIONS: ARGIAND ARG2

There are two kinds of realization of the discourse relations in the PDTB. The first type
is realized by explicit connectives which are lexically identifiable (Webber, Joshi,
Miltsakaki, Prasad, Dinesh, Lee, et al., 2006; Prasad, et al., 2008a). Explicit connectives
are classified into three syntactical classes: subordinating conjunctions (e.g., when,
because, although, so that, if, etc.), coordinating conjunctions (e.g., and, but, or, etc.),
and discourse adverbials (e.g., however, for example, then, otherwise, etc.). All explicit
connectives bound two arguments which are labeled as Argl and Arg2. There is no
limitation for the location and span length of the Argl and Arg2, and thus, they can be
anywhere in the text and they can be single or multiple sentences or clauses. Identifying
the Arg2 is relatively easier than identifying Argl because Arg2 is mostly adjacent to
the discourse connective. Additionally, annotation of the arguments is restricted bys the
Minimality principle. The Minimality principle imposes the annotation to be as short as

possible to define the discourse relation adequately.

The second type of discourse relations is realized by implicit connectives. Implicit
connectives are not identifiable by an overt lexical item such as a discourse connective.
These relations are inferred relations between adjacent sentences. The annotation of
implicit connectives is performed by selecting the explicit connective that best
illuminates the discourse relation. The TDB project group did not annotate implicit

relations.
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3.1.3 ANNOTATION GUIDELINES AND THE CURRENT VERSION OF THE PDTB
As Webber et al. (2006) mentioned, the PDTB puts forth important assets. For instance,

discourse structure definitions of the PDTB are comprehensive and traceable. Also, the
PDTB corpus enables syntactic, semantic and discourse level studies at the same time,
which let researchers to conceive the relation between these levels. In addition to these,
challenging NLP questions can be investigated by the PDTB. Finally, automatic
discourse structure identifications can be performed via the PDTB. Undoubtedly, a
corpus which has these important claims shall be reliable. Reliability of a corpus is
measured by the quality of its annotations. The annotation quality is directly related with
the annotation guidelines, which should be understandable, sound, and well-formed for

conscientious annotations.

To ensure high quality annotation, the PDTB presented two annotation guideline
versions which annotators followed during their annotations. The first annotation
guideline was presented in 2006 by the PDTB research group. The second version
(PDTB Manual 2.0) was presented in 2008 and is still in use. In the current annotation
guideline, the background theory, the annotation style, the explicit connectives and their
arguments, the implicit connectives and their arguments, sense annotation, attribution
annotation, and representation format of the PDTB are explained in detail. The PDTB
2.0 was annotated according to the PDTB Manual 2.0. In this latest version of the
PDTB, of the 40600 relations annotated; 18459 are explicit connective annotations and

16224 are implicit connective annotations (Prasad et al., 2008a).

Annotations of the PDTB-2.0 were performed in two stages. At the first stage, discourse
relations and their arguments were annotated by two annotators. As a result of the first
stage, 40600 relations were defined in the entire corpus. At the second stage, annotations
that the two annotators did not match were re-annotated by a team. The team consisted

of four experts (Prasad et al., 2008a).
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3.1.4 REPORTED INTER-ANNOTATOR AGREEMENT MEASUREMENT

To the best of knowledge, there is only one inter-annotator agreement measurement
reported for the PDTB which is Miltsakaki et al. (2004), where the agreement is

measured for a subset of corpus.

The sub corpus mentioned in § 3.1.3 contains 2717 explicit connective annotations and
368 implicit connective annotations. Each connective was annotated by two individual
annotators. Then, the inter-annotator agreement was measured by exact match criterion,
according to which, 1 was assigned for the annotations that two annotators exactly agree
and 0 was assigned for the annotations that the annotators partially or totally disagree.
The percentage of assigned 1s to total annotations was used to measure the agreement.
The PDTB project group had, first, decided to use the kappa agreement coefficient
(Siegel, & Castellan, 1988), because of the chance-correction property of the kappa.
However, then, they decided that the discourse annotations were not suitable for the
kappa. This decision will be discussed in detail in § 3.1.5, but first the annotations and

inter-annotator agreement measurements of Miltsakaki et al. (2004) will be presented.

There are different aspects of explicit and implicit connectives, and thus different inter-
annotator agreement measurements. The annotation styles of explicit and implicit
connectives are also different. In the sub corpus, 10 kinds of explicit connectives were
annotated from two classes; subordinating conjunctions and adverbials. The annotated
subordinating conjunctions are when, because, even, though, and so that. From the
adverbial class, nevertheless, otherwise, instead, therefore, and as a result are annotated.
There were two types of inter-annotator agreement measurement methods applied to
these explicit connectives. In the first method, agreement was calculated separately for
the Argl and Arg2 annotations, and in the second method agreement is calculated by
counting the Argl and Arg2 together. By the first method, the overall agreement was

measured as 90.2%, where subordinating conjunction agreement was 92.4% and
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adverbial agreement was 71.8%. The agreement measurements of the second method

were 82.8% for overall, 86.0% for subordinating conjunctions and 57.0% for adverbials.

The inter-annotator agreement among annotators for implicit connectives was measured
a little differently from explicit connectives. The argument annotations were measured
by the first method of explicit connectives and Argl and Arg2 annotations were counted
separately. Additionally, 5 groups of explicit connectives were provided to classify
implicit connectives into. There were 85.1% agreement measured for the argument
annotations, and 72.0% agreement measured for the classification of implicit

connectives.

All the presented agreement measurements, except for the adverbial annotation
agreements, seemed convincing enough. Moreover, the majority of disagreements (79%)
were determined as a result of partial overlap, which was treated as total disagreement
according to exact match criteria. In addition, disagreement rate for the adverbials were
explained as arguments of adverbials have greater tendency to be non-adjacent to the
connective. These claims were used to point out the reliability and plausibility of the

PDTB annotations.

3.1.5 A CRITICAL EVALUATION OF THE REPORTED INTER-ANNOTATOR
AGREEMENT APPROACH

The PDTB’s inter-annotator agreement approach can be evaluated for both its positive
and negative aspects, however, eventually, the essential point is whether any

improvements can be suggested.

As for the positive side, first of all, the PDTB’s inter-annotator agreement was measured
on a corpus that was annotated according to an annotation guideline. Without a proper

annotation guideline it is infeasible to reproduce the same annotations with different
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individuals and even with same individuals within different times (Hayes, &
Krippendorff, 2007). This is a plus to the reliability tally sheet of inter-annotator
agreement measurement approach of the PDTB. Annotator number is also a plus; the
annotations were not performed by only one annotator but they were performed by two
individual annotators separately. Also, after the annotations, four experts worked over
for disagreeing annotations. Finally, the inter-annotator agreement results and

methodology were clearly described, which makes their findings re-analyzable.

However, there are some possible negative sides of this approach. First, the exact match
criterion is not a chance-corrected agreement method, thus the agreement by chance was
not discarded in the PDTB’s results. This is the most important question on the
soundness of the methodology. The specified reasons of not using the kappa agreement
statistic are that the annotated data are not categorized, the text span sizes of the
annotations are undetermined for argument annotations, and there are unrestricted

expression options for implicit connectives (Miltsakaki et al., 2004).

In fact, categorization is not a problem for argument annotations. All argument
annotations are categorized into two categories for both explicit and implicit
connectives: the text spans that are arguments and that are not arguments. Here the
problem is not categorization but unitization; categories are explicit but it is not clear

how to handle and measure the data that are categorized.

Certainly, the kappa statistic (Carletta, 1996) has no solution to offer for this unitization
problem. On the other hand, Krippendorff (1995) suggests a chance-corrected agreement
coefficient which is based on using the smallest identifiable units to measure inter-
annotator agreement when the annotations are performed by selecting text spans. As

comprehensively mentioned in § 2.2.3, Krippendorff’s Alpha for unitization takes
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unlimited text spans as the series of characters and measures agreement among these

series by using a distance function.

The third drawback of the PDTB’s approach to inter-annotator agreement is about the
implicit connective annotations. Miltsakaki et al. (2004) indicate that the expression
classes that are used to replace implicit connectives are open-ended, thus, these
annotations are not suitable for the kappa statistic. On the other hand, in the same paper
of Miltsakaki et al. (2004), it is stated that the expressions are restricted to five classes,
while analyzing the annotations: additional information, cause-effect relations, temporal
relations, contrastive relations, and restatement or summarization. Basically the
expression set may seem unlimited for annotators, but eventually the annotations are
categorized into just five categories. Therefore, inter-annotator agreement of implicit
connective annotations can be measured by the kappa statistic or by another chance-

corrected agreement coefficient such as Krippendorft’s Alpha.

That is to say, with some tailoring, the chance-corrected agreement coefficients can be
used to measure the agreement on the explicit and implicit connective annotations:
1- Krippendorff’s Alpha for unitization is appropriate for evaluating text span
annotations.
2- Fleiss’ Kappa or Krippendorff’s Alpha can be used for the evaluation of implicit

connective replacements.

A final comment on the PDTB’s approach to inter-annotator agreement is about the
future studies. The annotations of only two annotators’ agreement can be measured by
the PDTB’s current approach. A corpus annotation effort performed by three or more
annotators cannot be measured by the exact match criterion. Certainly, another
measurement method can be used to measure agreement among three or more

annotators, but these results cannot be compared with the results obtained from two
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annotators. Moreover, the PDTB’s leading position for discourse corpus studies is
indisputable as there are many followers of the PDTB, like the TDB (Zeyrek et al.,
2009), the Hindi Discourse Tree Bank (Oza et al., 2009), the Leeds Arabic Tree Bank
(Al-Saif, & Markert, 2010), and like the Chinese Discourse Tree Bank (Xue, 2005).
These research groups may want to compare their agreement measurement among each
other to universally test their theories. Using the same chance-corrected agreement

coefficient allows comparison among such corpora.

In conclusion, there are important properties of the PDTB as reported in Miltsakaki et al.
(2004): it is annotated by two annotators according to an annotation guideline, the final
check of the PDTB annotations is performed via four experts, and the inter-annotator
agreement methodologies and the measurements are described clearly. On the other
hand, the reported agreement method is not chance-corrected and the used methodology
limits the annotator number to two. In the light of the observed positive and negative
properties, it can be stated that the PDTB’s reported inter-annotator agreement

measurement methodology may be improved.

3.2 AN ANNOTATION WORK IN THE FRAMEWORK OF RHETORICAL
STRUCTURE THEORY (RST)

The RST is a comprehensive discourse theory that describes discourse relations in a
hierarchical structure which was firstly proposed and studied in 80s (Taboada, & Mann,
2006). As Mann & Thompson (1987, 1988) mentioned, the RST framework was

successfully used to study several linguistic contentions.
However, beside the place of the RST in discourse linguistics, the main reason for the

RST to be discussed in this thesis is the study of Lynn et al. (2003) that emphasize the

reliability of corpus annotations. For this thesis, the most important property of the
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aforementioned corpus is the concern about the reliability. In their work, it was declared

that one of the prior concerns is the annotation reliability of the corpus.

Before elaborating on the reliability issues of the corpus, it will be appropriate to
introduce the RST, and the annotation process of Lynn et al.’s corpus. Afterwards, Lynn
et al.’s agreement measurement methodologies and the measurement results will be
elaborated. Finally, the positive and negative sides of this reliability approach will be

discussed.

3.2.1 INTRODUCTION

Lynn et al. (2003) summarizes the features of the RST tree format (discourse structure)
as follows:
e Text spans, which are the leaves of the tree, shall be minimum blocks and the
tree leaves are called elementary discourse units.
¢ Internal nodes of the tree shall constitute continuous text spans.
e There are two categories defined to designate the informative degree of the
nodes. A more informative node shall be labeled as nucleus, and an ancillary
node shall be labeled as satellite.

e Nodes shall be connected to each other via a relation.

It is relatively easier to perform corpus annotations with the guidance of such a well
defined framework. In fact, the framework itself automatically defines the borders of the
annotation process. In this manner, first, the annotators shall determine the elementary
discourse units, and finally relations and nuclearity of elementary discourse units shall

be determined accordingly.
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3.2.2 ANNOTATION PROCESS
Before Lynn et al. (2003), Marcu, Amorrortu, & Romera (1999) performed a RST

corpus annotation which led to the development of an annotation protocol that Lynn et

al. (2003) followed. First this work will be summarized.

3.2.2.1 Annotation Protocol of Marcu et al. (1999)
In their protocol, Marcu et al. (1999) mentioned three constituents of a RST corpus

annotation, which they also performed a small size corpus annotation of 90 texts from

various sources.

First of all, they suggested using clauses as elementary discourse units. Secondly, they
defined 70 rhetoric relations to link elementary discourse units. In some cases, more than
one relation may be plausible to annotators. In order to solve these confusions, relations
were grouped by considering their meanings, and the relation groups were rated
according to their specificity. The annotators were directed to use less specific relations
when they hesitated to select the correct relation. Finally, Marcu et al. (1999) proposed a
training session apart from the final annotations. In their work, each annotator
individually performed the annotation of a same small portion of the target corpus to
build experimental discourse structures, as the first stage of the training season. As the
second stage, they considered again the elementary discourse structure definition, some

rhetorical relations definitions, and the ratings of the relation groups.

3.2.2.2 Annotation Process of Lynn et al. (2003)
In the study of Lynn et al. (2003), annotators were trained before the final annotation

work, and performed final annotations with respect to Marcu et al.’s (1999) study. The
annotators were linguists who had annotation experiences in different branches of
linguistics to increase the success of trainings. During the trainings, the annotators were
familiarized with the annotation tool, and they performed individual annotations

according to a draft annotation rule set. After the individual work, the annotations were
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compared. As a result, some examples for elementary discourse unit segmentation,

nuclearity determination, and relation selection issues were gathered to guide annotators.

The whole annotation work was performed in about ten months. The 25% (100/385) of
corpus annotations were performed in four months according to the training phase
examples. After four months, annotation consistency was measured. The measurement
results led to some rule enhancements and an annotation approach change. Lynn et al.
(2003) decided to reconsider the elementary discourse unit annotations and to pre-
segment elementary discourse units by two annotators prior to annotations. In the
remaining six months, annotators re-annotated the first portion of the corpus including
the remaining of corpus. During this last phase, nucleartiy and relation annotations were
performed by using pre-segmented elementary discourse units. Only one illustrative
annotation study for 5 documents was performed without any pre-segmented elementary

discourse units.

3.2.3 INTER-ANNOTATOR AGREEMENT ON ANNOTATION EFFORT OF LYNN ET AL.
(2003)
Lynn et al. (2003) used Marcu et al.’s (1999) kappa statistic methodologies to measure

various aspects of the inter-annotator agreement on their RST based corpus. Five topics
were presented to fully cover the typical agreement issue of those kinds of corpora. The
first topic deals with unit segmentation and the rest of them suggest methodologies for
the issues emerging with the hierarchical structure of the corpora. Essentially, in all the
methodologies for hierarchical aspects, hierarchical structure was flattened to a linear
table by considering each possible segment pairs as units which constitute the source
data to compute the kappa statistic. The following is a suitable example, which is a
modified portion of a sample annotation from the study of Marcu et al. (1999), to clarify
the claim above. In Figure 4, there are two nuclearity segmentation examples for two

levels that represent two hierarchical discourse structures of the same text:

37



Segmentation 1

N
N S
0 1 2
N S
N S

Segmentation 2

Figure 4 Two sample hierarchical RST discourse structures for the same text. (N=Nucleus, S=Satellite)

As a result of flattening, the following data table is constructed from the discourse

structure above:

Table 5 Data table of Figure 4

Segment | Segmentation 1 | Segmentation 2
[0,0] none N
[0,1] N N
[0,2] N None
[1,1] none S
[1,2] none None
[2,2] S S

The constructed agreement table is used as the input to the kappa statistic. For this
sample the attributes of the kappa statistic are 2 annotators (Segmentation 1,

Segmentation 2), 3 categories (N, S, none), and 9 samples (segment pairs).

In the light of this explanation, five inter-annotator agreement aspects are as follows:
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1. Unit Level (ky, and k,): Marcu et al. (1999) present two kinds of kappa
statistics to measure agreement on elementary discourse units which are
calculated considering two different approaches. In the first case (ky), it is
assumed that the unit boundaries can be the end of any word. The second case
(ky) suggests taking the unit boundaries as the locations that at least one
annotator annotated as boundary. The two approaches have different chance
factors because units and unit numbers those are included in measurement
changes. The change of chance factor directly affects the results. In Marcu et
al.’s (1999) sample corpus, measurements of k, are around 0.90 while k,
measurements are around 0.75. This is a nice example that illustrates that the
results depend on not only on the selected statistical methodologies but also on
their application manner.

2. Spans Level (k;): This statistic suggests measuring the hierarchical discourse
segment annotations.

3. Nuclearity Level (k,): This statistic suggests measuring the hierarchical
nuclearity annotations.

4. Relation Level (k;): This statistic suggests measuring the hierarchical
rhetorical relation annotations.

5. Group of Relations Level (k,): This statistic suggests measuring the
hierarchical rhetorical relation annotations when the relations are grouped

according to their rhetorical similarity.

Lynn et al. (2003) presented agreement results for all of Marcu et al.’s (1999) inter-

annotator agreement statistics. There were two kinds of results: in the first result set, the

evolution of agreement among raters by time was illustrated, and in the second result set,

the final annotation agreements in various corpus subset annotations that were

performed by different annotator pairs were presented. Both of the results were the

agreements among two to three annotators for about 30 documents. As mentioned
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before, Lyn et al. (2003) preferred to use pre-segmented elementary discourse units
during their final annotation, except the training session annotations and the illustrative
final annotation. They presented agreement results for unit levels (for pre-segmented and
not pre-segmented elementary discourse units). However, they did not indicate whether
they had used ky, or k, to calculate. For the spans level, nuclearity level, relation level

and group of relations level they closely followed Marcu et al. (1999).

In Lynn et al’s (2003) measurements, the inter-annotator agreement that changed among
time indicates that there were 0.10 to 0.15 increase during the annotation for all levels.
Unit level agreement results that were performed on not pre-segmented text increased
from 0.87 to 0.97. For pre-segmented data, unit level agreement was expected 1.00, but
the measurements are between 0.95 and 1.00. The reason of the lesser agreement than
expected agreement was explained as the annotators’ misusing of the annotation tool. As
seen, exterior or human factors may change the reliability of annotated corpus even if
the task was clearly defined. At the spans level, agreement increased from 0.77 to 0.89.
At the nuclearity level, agreement increased from 0.70 to 0.85. At the relation level,
agreement increased from 0.60 to 0.75. Finally, agreement increased from 0.64 to 0.78 at
the group of relations level. These results indicate that the reliability of this corpus can
be sustained for all levels (unit, spans, nuclearity, relation, and group of relations) by
training annotators. Another important inference from the results is that annotating
grouped relations or annotating individual relations does not significantly affect the

reliability of the annotations.

The inter-annotator agreements of the final annotations were measured by the various
subsets of the corpus. In these subsets, there were 6 annotation sessions which were
performed by two annotators. During each annotation session, 4 to 7 distinct texts were

annotated. The average kappa value of each level was as follows:
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Table 6 Summary of Lynn et al.'s (2003) agreement measurements

Level Average Kappa
Unit 0.97
Spans 0.86
Nuclearity 0.80
Relation 0.72
Group of Relations 0.75

These results point out that the reliability of this corpus is repeatable under varying
settings. Again, these results show that there is no significant difference between

annotating relations by grouping them or not.

After this comprehensive review of the properties of Lynn et al.’s (2003) corpus, the
positive and negative aspects of Lynn et al.’s (2003) inter-annotator agreement approach

can be examined.

3.2.4 A CRITICAL EVALUATION OF THE LYNN ET AL.’S (2003 ) INTER-ANNOTATOR
AGREEMENT APPROACH
There are lots of properties that make Lynn et al’s (2003) approach re-usable. Firstly,

their approach is supported with well-developed annotation guidelines which are based
on a well-defined discourse theory. The annotation guidelines are brought to maturity by
the training sessions. The training sessions not only advanced the annotation guidelines
but also the annotators. Therefore, including training sessions in the annotation protocol
is a double win. As another note worthy aspect, Lynn et al. (2003) conducted all their
annotations with at least two individual annotators in order to apply chance-corrected

inter-annotator agreement measurement methodologies. They presented adjusted
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chance-corrected statistic (the kappa statistic) according to the needs of their theoretical
framework. The kappa statistic is implemented in four different ways to meet the needs
of the RST-based hierarchical discourse structure. Moreover, they explicitly presented
the results and the corresponding methodologies with the negligible exception that they
did not mention the exact kappa statistic used to measure the unit level agreement.
Finally, they presented two sets of results, one of which is useful to monitor the effect of
trainings, and the other is useful to monitor the repeatability of the annotations among

different texts and annotators.

Besides such important suggestions and implementations, Lynn et al’s approach is not
flawless. The problems can be classified into two groups: which are inherited from
Marcu et al.’s (1999) study, and those which emerged in the study of Lynn et al. (2003).
The problems inherited from Marcu et al. (1999) are also discussed in the study of
Marcu et al. (1999). All the problems raised by Marcu et al. (1999) will not be presented
here, only the problems that will contribute to the ultimate goal of this thesis will be
presented. The most noticeable problem is that the agreement levels (units, spans,
nuclearity, relation, and group of relations) are independent from each other. With this
approach, it is impossible to assign the source level of disagreement. For instance,
wrong unit segmentation may lead to false nuclearity annotations, but may not affect the
other levels’ annotation. On the other hand, in another wrong unit segmentation case, all
levels’ annotation may be affected. Secondly, because of the hierarchical nature of the
annotations, there exist lots of none annotations where in fact annotators do not perform
annotations. As Marcu et al. (1999) explained, for a hierarchical discourse tree with n
leaves, there will be n(n+1)/2 nodes, and 2n-1 of these nodes will be different than none.
Such a big amount can artificially affect the agreement in the positive manner. The final
problem which is inherited form Marc et al.”’s (1999) study is that all annotations in all

levels of the tree equally affect the agreement results.

42



The second group of problems in the study of Lynn et al. (2003) may be summarized as
follows. First, segmentation is not considered as an annotation problem so some
disagreement types that can occur during segmentation are suppressed. Second, pre-

segmentation of the text may affect the annotators’ decision.

In conclusion, Lynn et al.’s approach is not flawless but it is obvious that they present a
well defined inter-annotator agreement measurement approach with different

measurement approaches for different annotation issues.

3.3 THE HINDI DISCOURSE RELATION BANK

In this section, the current and projected HDRB corpus will be described, the differences
of the HDRB and the PDTB, and how the HDRB can be used for cross-linguistic
comparisons will be discussed. Afterwards, the reason of the need for a common inter-
annotator agreement approach in all these efforts will be mentioned. Finally, the effects
of the diversity between the HDTB and the PDTB on the possible inter-annotator

agreement approach will be discussed.

The Hindi Discourse Relation Bank (HDRB) project group is one of the followers of the
PDTB. The HDRB project group aims to develop a large discourse corpus which is
based on the PDTB’s lexical approach (Oza, Prasad, Kolachina, Meena, Sharma, &
Joshi 2009a; Oza et al. 2009b; Prasad, Husain, Sharma, & Joshi, 2008b).

The HDRB is a 200K word corpus where the texts are taken from 400K word Hindi
dependency corpus. The texts of the corpus belong to the newspaper articles from
several genres such as: politics, sports, films, and so on. As the future goal, the group
aims to extent the HDRB to the whole 400K corpus in order to conduct cross level

(discourse-syntactic) research (Begum, Husain, Dhwaj, Sharma, Bai, & Sangal, 2008).
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Currently, the HDRB has annotations of explicit and implicit connectives with their
arguments, and sense of discourse relations. They have several differences from the
PDTB. For explicit connectives, the HDRB uses sentential relative, subordinator, and
particle grammatical classes in addition to subordinating conjunction, coordinating
conjunction, and adverbial grammatical classes of the PDTB. As another difference,
implicit relation annotations are paragraph internal in the PDTB, however in the HDRB
there is no such a restriction. The sense classes also differ. The difference is not at the
top level of sense classes but at the second and third levels. The HDRB project group
preferred to re-organize the lower level sense classes in order to capture senses more
accurately. Except for these mentioned divergences, the HDRB completely follows the

PDTB’s discourse approach and the PDTB’s annotation guidelines (Begum et al., 2008).

Such parallel discourse implementations of different languages provide important
opportunities for cross-linguistic discourse research. The HDRB project group declares
that their work will contribute to this research area. Currently, they have two cross-
linguistic claims which are exhibited as a result of an initial annotation experiment. In
the annotation experiment, a sub-corpus, which has 35 texts from the HDRB corpus, is
annotated where only explicit connective annotations are performed. The experiment
shows that there are no significant differences between the HDRB and the PDTB
annotations in the distribution of the discourse relations and sense annotations. In their
first claim, they argue that the morphological properties of a language do not affect the
connective usage. In contrast to English, Hindi language is a morphologically affluent
language. However, the distribution of discourse relations (explicit, implicit, AltLex,
EntRel, and NoRel relations) among the total annotations in the HDRB is very similar to
the PDTB annotations. Secondly, the HDBR’s sense distributions are very similar to the

PDTB’s sense distributions at the top level sense classes as mentioned above.
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One would also want to conduct cross-linguistic research not only in the light of
annotation distributions among classes but also in the light of inter-annotator agreement
measurement results. First of all, without the reliability analysis of a corpus, a
comparison of any corpus data, as the presented distribution data, is dubious.
Furthermore, cross-linguistic research can be diversified and refined with a shared inter-
annotator agreement approach. A shared approach would serve to analyze the
agreement/disagreement characteristics among Hindi and English languages which can

lead to comprehensive super-language theorizations.

On the other hand, the annotation decisions in different corpus annotation efforts are not
exactly identical, e.g. due to linguistic properties of different languages. Thus, the inter-
annotator agreement results cannot exactly be the same, even with a shared approach
because the annotation process and annotations themselves are directly affected by
annotation guidelines and annotators educated for the purpose. It is obvious that these
will limit the comparability of the results, but it is also obvious that this will not
completely remove comparability of results. With a shared agreement measurement
approach, there would still be a wide area to conduct research, because the different

annotation decisions are not major distinctions but minor adjustment decisions.

The HDRB and the PDTB can enable wide ranged cross-linguistic research on discourse
when they are supported by shared inter-annotator agreement aspects. However,

currently the HDRB has no reported inter-annotator agreement measurement approach.

3.4 THE LEEDS ARABIC DISCOURSE TREE BANK (LADTB)

The Leeds Arabic Discourse Tree Bank (LADTB) is the first effort which aims to
produce an annotated discourse level Arabic corpus. Like the HDRB (see § 3.4.), the
LADTB follows the principles of the PDTB (see § 3.3.) with some language specific
modifications to the discourse approach of the PDTB. Different from the HDRB, the
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LADTB presents some agreement results and methods to measure agreement. That is to
say, the LADTB is discussed in this thesis for two reasons, first it follows the principles
of the PDTB, and so its discourse considerations are almost same with the TDB’s
considerations. Secondly, the LADTB project group addresses inter-annotator agreement

as a research issue (Al-Saif, & Markert, 2010).

In this section, the LADTB will be introduced, the annotation methodology of the
LADTB will be presented, and the inter-annotator agreement measurement methodology
will be discussed, respectively. Finally, the future work plan of the LADTB will be
presented with some comments on the proposed inter-annotator agreement

measurements.

The LADTB is a corpus which is built on Arabic Penn Tree Bank v.2 (Maamouri, &
Bies, 2004). Currently, The LADTB contains a portion of Arabic Penn Tree Bank texts
(537 news texts) which enable cross-level (syntactic-discourse level) research. In the
LADTB, explicit connectives were annotated with their arguments. Also, the senses of
discourse relations were annotated for these connectives. However, the LADTB does not

contain any implicit discourse relation nor attribution annotations.

As mentioned before, there are several different annotation decisions from the PDTB as
a result of language specific properties. First of all, Arabic is a morphologically
abundant language where morphemes can function like words (clitics). Therefore, some
clitics are needed to be considered as discourse connectives in the LADTB. Secondly,
the LADTB project group prefers to re-organize the lower classes of discourse sense
relations as the HDRB does. They do not change the first level classes (Expansion,
Contingency, Temporal, and, Comparison) but they shrink the lower level classes and
add two new lower level classes (Similarity, and Background) according to needs of

current version of corpus.
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The LADTB annotations were performed according to the PDTB’s annotation guideline.
The annotations were performed by two independent trained native speaker annotators,
who were not involved in any other preparation work of the corpus. The LADTB group
developed an annotation tool to perform annotations and to handle their work specific
requirements, such as right to left writing order and clitics annotations. The annotation

tool also serves to collect research specific inter-annotator agreement data.

There are two presented inter-annotator agreement in the LADTB. First concern is
mostly Arabic specific; the agreement on assigning clitics to discourse connective labels
is measured. Secondly, agreement on the sense annotations of the discourse relations is
measured. The kappa results are available for both measurements. The kappa results
show that annotations are very reliable (0.88) and almost reliable (0.57) for the first and
the second concerns, respectively. Additionally, Al-Saif and Markert (2010) present
Krippendorft’s Alpha (0.58) for the second concern. It is mentioned that a variation of

Krippendorff’s Alpha which enables partial agreement on annotations of sets is used.

Finally, the LADTB project group declares that they are planning to measure inter-
annotator agreement among the connective arguments. Yet, there is no proposed

agreement statistic supporting for this intention.

As seen, the LADTB project is a potential cross-linguistic source because it shares same
principle with discourse studies from various languages (the PDTB-like efforts). The
LADTB’s agreement approach is very positive. First of all, the LADTB project group
present chance-corrected inter-annotator agreement results for two goal specific
concerns where the annotations are performed by two independent individual annotators
according to a guideline. However, the mentioned methodologies to measure agreement

are not clear to re-perform measurements. In addition to this, so far there is no proposed
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method to measure agreement on argument location and span annotations, which is the

most challenging agreement issue of the PDTB-like efforts.

3.5 THE CHINESE DISCOURSE TREE BANK (CDTB)
In 2005, Xue introduced Chinese Discourse Tree Bank (CDTB) project. The CDTB is an

explicit discourse annotation project which follows the PDTB’s principles. Yet, the
CDTB project is not completed. The study of Xue (2005) is a prelude which emerges as

a response to the challenge of argument annotation in Chinese.

As most other discourse annotation efforts, the CDTB aims to add a discourse
annotation level to already the syntactically annotated corpus (Xue, Xia, Chiou, &
Palmer, 2005). The CDTB promises cross-linguistic research opportunities. The CDTB
follows the PDTB’s broadly accepted principles. Inevitably, there are some minor
language specific differences from the PDTB. The most striking difference is in the
realization of the subordinating conjunctions. In Chinese, subordinating conjunctions

can be conjoined, where there are two instances of a subordinating conjunction:

[conn & & ] [argl & &84 22 +JL F KAk DULE T 1. [conn
although Huang Chunming already over 10 year not publish novel series AS .

B 1[arg2 A (AT % £ )3 (EZu ), ¥H B T =tk + 1,
although from ™ city boys miss bus ™ to ™ ticket box 7 . middle span AS thirty seven year .

[comn 42 ][arg2 & & # LF AL, A AW TR MEAEE RHERE ]
but Huang Chunming DE literary theme . some thing surprisingly ever have not change

The CDTB project group has an annotation guideline which is mostly the same as the
PDTB’s and also they discuss preliminary decisions, for example, the list of discourse
connectives in scope, distribution of the discourse connectives in Chinese and sense
disambiguation. The CDTB is a potential well-formed discourse study; however there is

no reported methodology to measure inter-annotator agreement.
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CHAPTER IV

THE TURKISH DISCOURSE BANK

The Turkish Discourse Bank (TDB) is a discourse annotation project which follows the
PDTB’s (Prasad, Dinesh, Lee, Joshi, & Webber, 2007) principles. The TDB aims to
expand the METU Turkish Corpus to discourse level. In the beginning, 500k words sub-
corpus of the METU Turkish corpus will be annotated, which is a sub-corpus with texts
in various genres such as, fiction, interview, memories, and news articles (Zeyrek et al.,
2009). The discourse annotations will include annotations of discourse connectives with
their two arguments, modifiers, and supplementary text spans when the TDB is released
by the end of 2010. Like the PDTB, the TDB takes discourse connectives as the
discourse level predicates that relate two arguments, Argl and Arg2. Currently, 60
discourse connective types are annotated with approximately 7000 argument annotations
(Zeyrek, Demirsahin, Sevdik-Calli, Ogel—Balaban, Yal¢inkaya, & Turan, 2010). Such an
annotation effort that is performed according to a nonrestrictive discourse theory brings
about reliability issues, because of the annotated data amount, annotator number, and

text span annotations.
In this Chapter, the TDB and its reliability issue will be elaborated in depth as follows.

1- The types of Turkish discourse connectives, which are annotated in the TDB,

will be presented.
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2- The annotation process of the TDB will be examined along with the annotation
guidelines and the annotation tool.

3- The dependency analysis of the TDB annotations will be presented.

4- The data representation of the TDB annotations will be explained.

5- The challenges in handling the TDB annotation data will be elaborated on.

6- The ideas to handle data challenges will be discussed in detail, where the ideas
are adapted from context analysis (Krippendorff, 2004a) to the TDB during the
study of this thesis.

7- How to convert annotation data as input to the inter-annotator agreement
methods that was mentioned in Chapter 2 will be described, with the help of

presented data handling ideas.

8- Finally, already reported agreement results on the TDB will be discussed.

4.1 TURKISH DISCOURSE CONNECTIVES

The TDB takes discourse connectives as discourse level predicates that relate two
arguments, Argl and Arg2, just like the PDTB. In the TDB, there are two kinds of
discourse connective realizations: explicit and implicit connectives. Explicit connectives
are lexically identifiable discourse items. On the other hand, implicit connectives can
only be identified via the arguments that they relate. In the current scope of the TDB
project, explicit connectives are annotated with their arguments, and the implicit
connectives are left for subsequent studies (Zeyrek et al., 2010). In this section, the
Turkish discourse connective classes will be briefly introduced with sample annotations.
(In the samples, discourse connective annotations are illustrated via underlining the
items, Argl annotations are illustrated via italicizing the items, and Arg2 annotations are

illustrated via bolding the items.)

In the PDTB, explicit discourse connectives are grouped as coordinating conjunctions,

subordinating conjunctions, and discourse adverbials. These classes are not completely
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covering syntactic aspects of the Turkish discourse connectives. Therefore, Zeyrek and
Webber (2008) classified Turkish discourse connectives into five groups by considering
the Turkish morpho-syntactic properties:
(1) Simple Coordinating Conjunctions: They relate the arguments which belong to
the same syntactic type. (¢linkii ‘because’, ve ‘and’, ya da ‘or’, ama ‘but’).
Ex.: Yapilarini kerpicten yapryorlar, ama sonra tasi kullanmay: ogreniyorlar.
Mimarlik acisindan ¢ok onemli, ¢linkii bu yap1 malzemesini baska bir
malzemeyle beraber kullanmayi, ilk defa burada goriiyoruz.
‘They constructed their buildings first from mud bricks but then they learnt to use

the stone. Architecturally, this is very important because we see the use of this

construction material with another one at this site for the first time.’

(2) Paired Coordinating Conjunctions: They are the discourse connectives which
constitute two lexical items. (ya ... ya ‘either ... or’, hem ... hem ‘both ... and’,
gerek ... gerek(se) ‘either ... or’).

Ex.: Birilerinin ya isi vardir, aceleyle yiiriirler, ya kosarlar.

‘Some people are either busy and walk hurriedly, or they run.’

(3) Simplex Subordinators: They are in the form of suffixes, and they take place at
the end of main verbs. (-yArAk, ‘by means of’, -Ip ‘and’, -kEn ‘while,
wherease”’).

Ex.: Elektrik enerjisi iiretiminde komiir kullanimi Yunanistan'da yiizde 71
iken, Tiirkiye'de yiizde 29.
‘Use of coal in electricity generation is 29 percent in Turkey, while 71 percent in

Greece.’

(4) Complex Subordinators: They are combination of a lexical item, and a suffix
which conjoin the preceding verb. (-dIgl icin ‘since’, -dAn once ‘before’, -Ir gibi
‘as if, as though’).
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Ex.: Herkes coktan pazara ik TIGI icin kentin o dar, egri biigrii arka
sokaklarint bosalmus ve sessiz bulurduk.
Since everyone has gone to the bazaar long time ago, we would find the

narrow and curved back streets of the town empty and quiet.’

(5) Anaphoric Connectives (Discourse Adverbials): They are mostly misinterpreted
as clausal adverbials; however in addition to matrix sentence anaphoric
connectives they also need abstract object to relate with matrix sentence. (sonug
olarak ‘consequently’, aksine ‘on the contrary’, mesela ‘for example’).

Ex.: Ali hi¢ spor yapmaz. Sonug olarak ¢ok istedigi halde kilo veremiyor.
‘Ali never exercises. Consequently, he can’t lose weight although he wants to

very much.’

As another difference from the PDTB, the TDB project group annotates non-finite
clauses as arguments, because in Turkish, all non-finite clauses are related with an

abstract object via suffixes.

In Turkish, connectives can be sentence-medial, sentence-initial, and sentence-final
while in English connectives are sentence-initial or sentence-medial. For instance
coordinating conjunctions may appear sentence-initially or sentence finally, whereas
subordinators are always at the end of its Arg2 but the position of the Arg2 in a sentence
can change. Therefore, subordinators may be sentence-medial or sentence-final. No
doubt, this property of Turkish makes annotation process more challenging than English

(Zeyrek et al., 2008; Zeyrek et al., 2009).

4.2 ANNOTATION CYCLE

All annotations in the TDB are performed according to an annotation guideline, which is

a vital instrument for a reliable annotation effort (TDB-Group, 2010). Also, all
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annotators used an annotation tool (Aktas, Bozsahin, & Zeyrek 2010) which enables
utilities, such as browsing prior annotations and searching connectives with regular
expressions. The following section introduces the annotation cycle of the TDB by

detailing the above issues.

4.2.1 ANNOTATION GUIDELINES

The current revised version of the annotation guidelines of the TDB was distributed to
the project members in March 2010. In the guidelines, general annotation principles, and
exceptional annotation issues are described mostly following the PDTB annotation

guidelines (PDTB-Group, 2006 & 2008).

Major principles include what Turkish discourse connectives are, and where the
arguments (ARGl and ARG?2) shall be searched. Annotation issues concerning the
following exceptional cases of the TDB are also described in the annotation guidelines
(TDB-Group, 2010):
e Minimality principle (annotations shall contain minimum text spans enough to
fully cover the discourse)
¢ Annotation connectives with a listing function
e Annotation of texts whose sentences/clauses are interrupted by punctuation
marks
¢ Annotation of shared arguments
e Structures that shall not be annotated because of the absence of abstract object

interpretation

In brief, the TDB annotation guidelines form a sound basis for annotation efforts.
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4.2.2 ANNOTATION TOOL

The TDB annotations are performed by a computer program which is named as DATT

(Discourse Annotation Tool for Turkish). The DATT is a XML based stand-off

annotation tool (Aktas et al., 2010), which eases the work of researchers both at the

annotation phase and at the post annotation research with the following properties:

Unlike in-line annotation tools, the DATT enables the annotation of shared,
nested, and crossing arguments (see § 4.3).

The annotations are kept in XML files which enable distribution of annotations
without the source text files. XML files are also handy files for post annotation
research, such as inter-annotator agreement measurements.

The Stand-off annotation is useful to investigate annotations layer by layer
(Zeyrek et al., 2009).

The DATT is a user friendly tool which provides regular expression searches and
traceability of annotations. These properties also increase the quality of the

annotation process.

4.2.3 ANNOTATION PROCESS

Prior to the annotation process, the annotators were trained with the annotation

guideline. The pursued annotation process of the TDB can be explained in the following

four steps (Zeyrek et al., 2009):

1-

Annotations were performed for a particular connective by three or two
annotators. The annotators performed a particular discourse connective and its
arguments’ annotations file by file for the whole corpus files. In this step each
annotator worked individually.

Afterwards, individual annotations were compared. Then, the disagreements
found were discussed, and solved by the project group.

Annotation guideline was revised according to the discussions.
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4- The agreed annotations were checked if they completely obey the annotation

guideline.

The above annotation process was cycled for all discourse connectives. However, in
later phases of the annotation effort, the TDB group decided that the inter-annotator
reliability has stabilized, and they switched to a more rapid annotation strategy. In the
new strategy, the TDB group kept the annotation processes same, except the annotators.
According to the new strategy, a pair of annotators and an individual annotator
(practically two annotator teams) performed the annotations (Demirsahin, Yal¢inkaya, &

Zeyrek, 2010).

In the process defined above, the inter-annotator reliability shall be measured right after
the first step because by the second step, annotator’s individual decisions are judged and
corrected. Thanks to the version control software that the TDB group uses, the
annotation data, which were produced at each step of the annotation process, can be

retrieved easily.

4.3 DEPENDENCY ANALYSIS OF DISCOURSE RELATIONS
Various annotation cases, such as overlapping and nested arguments, can occur in the
TDB. Aktas et al. (2010) introduced the configurations that seen in the TDB by using
terminology of Lee, Prasad, Joshi, Dinesh, & Webber (2006):

¢ Independent Relations: The discourse connectives and their arguments are

unrelated:

Arg1 Connt Conn1 Arngonm Arg1 Conn2 Conn2 ArngonnZ

Figure 5 Independent relation case of Turkish discourse structure
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e Full Embedding: A discourse structure constitutes argument of an another

discourse structure (relation):

Arg1 Conn2 Conn2 ArngonnZ

Arg1coms Connt Arg2.qmn1

Figure 6 Full embedding case of Turkish discourse structure

e Shared Argument: Two different discourse structures can share the same

argument:

Arg1conns Conn1 Arg Conn2 Arg2:,..

Figure 7 Shared argument case of Turkish discourse structure

e Properly Contained Argument: The argument of a discourse structure can include

the argument of another discourse structure with extra text:

ArgZConm

Arg1comi Connf abe Arg T come Conn2 Arg2.,nn2

Figure 8 Properly contained argument case of Turkish discourse structure

e Properly Contained Relation: The argument of a discourse structure can include
another discourse structure with extra text: (This discourse structure realization is

special to Turkish.)
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ArgZConm

abc| Arglcome ‘ Conn2 Arg2connz

Arg1Conn1 Conni ‘ ‘ ‘

Figure 9 Properly contained relation case of Turkish discourse structure

e Nested Relations: A discourse structure can be embedded into another discourse

structure: (This discourse structure realization is special to Turkish.)

Arglcon Conn1 Arg2¢onn
s Arg1 Conn2 Conn2 Arg2Conn2 s

Figure 10 Nested relation case of Turkish discourse structure

® Pure Crossing: A discourse structure can cross over with another discourse

structure:

Arg1 Connt Arg1 Conn2 Conn1 Arngonm Conn2 ArgzoonHZ

Figure 11 Pure crossing case of Turkish discourse structure

Not considering the cases above shall lead to a misinterpretation of the annotation data.
Therefore, while measuring the inter-annotator agreement on the TDB, one should

consider the data handling challenges due to the above cases.

4.4 DATA REPRESENTATION

As mentioned in § 4.2.2, the TDB annotations are performed via the DATT, where

annotations are stored as stand-off XML files. Each stored annotation file (XML file),
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contains one annotator’s annotations for a particular connective. For an example corpus,
where there are 5 source text files, and where 4 types of connectives are annotated by 3

annotators, there would be 60 (5x4x3) annotation files.

As seen in example above, the annotation file number can grow in three dimensions:
annotator number, connective number, and source file number of the corpus. Such an
expansion tendency necessitates well defined annotation files for inter-annotator
agreement measurements. Parallel to this need, the DATT produces well formed and
easily usable XML files. In the produced annotation files, each annotation is kept in a
record where the discourse elements are delineated by the character offsets from the
beginning of the source files (Aktas et al., 2010). The annotation record that is created
for the following sample annotation will be used to explain the data representation in the
TDB:

Akintiya kapilip umulmadik bir geceyi boliistii benimle ve bu kadarla kalsin istedi
belki.

‘She was drifted with a current and shared an unexpected night with me and perhaps

she wanted to keep it this much only.’

The following annotation record is produced in the corresponding annotation file (In the
record, the <Conn> tag identifies the connective, and <Argl> and <Arg2> tags identify
the arguments. The <Span> tag represents each selected text span for a discourse
element. More than one <Span> tag can be inserted to represent the cases which are
mentioned in § 4.3. In each <Span> tag, annotated text (<Text>), and its beginning and
end offsets (<BeginOffset>, <EndOffset>) are presented. All these tags are enclosed by

the <Relation> tag which also identifies the type of relation.):

<Relation type="EXPLICIT">
<Conn>
<Span>
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<Text>ve</Text>
<BeginOffset>260</BeginOffset>
<EndOffset>262</EndOffset>
</Span>
</Conn>
<Argl>
<Span>
<Text>
Akintiya kapilip umulmadik bir geceyi boliistli benimle
</Text>
<BeginOffset>206</BeginOffset>
<EndOffset>259</EndOffset>
</Span>
</Argl>
<Arg2>
<Span>
<Text>
bu kadarla kalsin istedi belki
</Text>
<BeginOffset>263</BeginOffset>
<EndOffset>293</EndOffset>
</Span>
</Arg2>
</Relation>

In addition to the XML attributes above, there are several attributes that contribute to
complete the definition of the annotations, such as <Supl>, <Sup2>, <Mod>, and
<Shared> tags (Zeyrek et al., 2010). The information represented with these tags is out

of the scope of this thesis.

4.5 DATA HANDLING CHALLENGES

The TDB project group currently aims to annotate 197 source files with at least 2
annotators for about 60 discourse connectives. When it is assumed that each connective
was annotated 4 times on average in a source file by 2 annotators, there would be about
100k Argl annotations and 100k Arg2 annotations. The biggest data handling challenge
in the TDB is the amount of the data. However, this is not the only challenge. The
following is the list of data handling challenges concerning inter-annotator agreement
measurement:

Challenge 1: The annotation data are too much to handle manually.
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Challenge 2: There maybe data corruptions because of the annotation process or
the annotation data storage process, such as missing files and missing connective
annotations.

Challenge 3: One file is produced for each annotator’s each connective
annotation, which means annotations span over many files. In order to measure
the inter-annotator agreement among all annotations, these files must be
combined by a computationally valid way.

Challenge 4: The annotation data of the TDB are text spans. In order to measure
inter-annotator agreement, these text spans must be transformed into discrete
computational data units.

Challenge 5: The dependencies in the annotations (see § 4.3) may be

computationally problematic for inter-annotator agreement measurement.

All of the above challenges are handled in different stages of this thesis, and the solution

approaches of these challenges are discussed in different sections, as shown below:

Challenge 1, 2, & 3: The inter-annotator agreement measurements in this thesis
are performed via a computer program, which is an original final product of this
thesis. The computer program is capable of performing automated measurements
by combining annotation files. Also, it is capable to take preventive actions for
data corruptions, which means the program performs a validation procedure
before including an annotation file in the measurement. The details of the
computer program are presented in § 5.4

Challenge 4: The data unitization issue for the TDB is elaborated in § 4.6 in
detail.

Challenge 5: The computational problems, which occur as a result of discourse
dependencies, are handled after unitization of the annotation data. How this

challenge is handled is in § 4.7.
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4.6 DATA UNITIZATION

The collected data shall be represented in purpose-specific qualitative or quantitative
units to enable computational analyses and inter-annotator agreement measurement. The
TDB is a corpus which is a collection of annotated written texts. Therefore, data units
shall be the elements of written texts. Besides, the following questions arise: which
elements shall be used, how they should be represented, and where they should start and
end. These are indirectly answered by Krippendorff (2004a, Chapter 5) in a content

analysis perspective.

The content analysis is a form of textual analysis which aims to reveal the lingual
patterns. Just like discourse analysis, it is based on corpus annotation. However, content
annotation efforts differ from discourse annotation efforts in two main ways. First of all,
in content annotation efforts, there are deliberate content variable units (lingual
patterns), which the annotators are supposed to annotate. In contrast, in discourse
annotation efforts, like the TDB, the content variable units (annotation subjects) are not
previously determined, but they are determined as a result of the annotation process,
which is performed by annotators who act according to an annotation guideline and the
opinions of the annotators are still decisive. Secondly, in the content annotation efforts,
the units are limited by the structure definitions of the patterns. However, in discourse
annotation efforts, units are not limited, and they can span from utterances to the whole
text (Truex, 2006). On the other hand, both content and discourse annotation efforts use
units as research handles. Therefore, at first, both need to define types of units and ways
of defining units. Afterwards, context annotation efforts use these definitions to find
patterns, and the other discourse annotation efforts use the definitions to guide and train

the annotators.

In brief, with minor approach differences, Krippendorff’s (2004a, Chapter 5)

elaborations on data unitization perfectly fit into discourse annotation efforts, and thus
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into the TDB. Krippendorff classifies units that are used in content annotation efforts
into three types:
1- Sampling Units: An object-specific subset of units that are selected to represent
the whole.
2- Coding Units: The smallest units that are enough to define all the information
needed in content analysis.
3- Context Units: The units that limit the text contextually. Context units use

coding units to specify their spans.

According to Krippendorff, the types of units are defined by using one or more of the
following five distinction criteria:

1- Physical Distinctions: In content annotation efforts, physical distinctions are
performed according to physical quantities such as time, length or volume.
Generally, physical distinctions do not directly provide information for content
analysis.

2- Syntactical Distinctions: These distinctions are based on syntactic definitions
such as, sentences, paragraphs, chapters or journal articles.

3- Categorical Distinctions: These distinctions are performed according to
membership in a class or category.

4- Propositional Distinctions: The proposed structures are used for distinctions. For
example, proposing clauses as units.

5- Thematic Distinctions: These are motif-based distinctions that enable narrative

comparability.
When the above classifications are applied according to the mentioned distinction

criteria to the TDB, fundamental data unitization problems of the TDB are solved. In the

following sections, unit types of the TDB will be discussed with their distinction criteria.
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4.6.1 TYPES OF UNITS IN THE TDB
Krippendorff (2004a, Chapter 5) defines three types of units for content annotation

efforts: sampling, coding, and context units. In this section, the adaptation of the content
annotation unit types to the TDB will be elaborated. In the elaborations, the coding and
context units will be covered in more detail because the sampling units are not directly
used in the inter-annotator agreement measurements. Therefore, this unit type is out of
the scope of this thesis. On the other hand, the coding and context unit type decisions

directly affect the result of inter-annotator agreement measurements.

4.6.1.1 Sampling Units
In the TDB, the discourse connective types can be named as sampling units because five

discourse connective types, namely simple coordinating conjunctions, paired
coordinating conjunctions, simplex subordinators, complex subordinators, and discourse
adverbials are used to classify the entire discourse connectives. In the TDB, sampling
units can be used to investigate annotations according to a particular syntactic or
categorical property of the discourse connectives. In other words, sampling data
unitization is not related to the inter-annotator agreement measurement process,

therefore this kind of data unitization is out of scope of this thesis.

4.6.1.2 Coding Units
The coding units are the atomic units which are used to define the smallest element of

the annotation efforts. This element should be defined by both using the distinction
criteria, which are defined by Krippendorff (2004a, Chapter 5), and the theory behind

the annotation effort.

In the TDB, the theory of annotation does not sanction any coding unit directly, because
it is a low-level theory which does not limit the annotators by unit or structure

definitions. Therefore, the criteria, which are used while determining the coding unit,
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should also not commit themselves to any high-level proposal. Therefore, the coding
unit of the TDB should be the smallest piece of text. When all these are considered,
there are two strong candidates; one of them is selecting characters as coding units as a
result of a physical distinction criteria evaluation, and the other is selecting words as

coding unit as a result of syntactical distinction.

As mentioned before, the TDB annotations are performed by using a computer program
which is called as the DATT (Aktas et al., 2010). In the DATT, the annotations are
performed by selecting text spans character by character. Also, the annotated text spans
are represented by character offsets relative to the starting character of the text. The
offsets of starting and ending characters are held for each discourse element (Argl,
Arg2, and Conn) annotation. That is to say those, characters are physical distinctions
that are automatically generated by the TDB annotation effort. When it is considered
from the statistical perspective, a character is an atomic unit for texts that cannot be split
up any into smaller pieces, which is an important property that is necessary to sustain the

statistical representation capability of the unit.

However, one would assume that in the TDB annotations, annotators do not decide to
include or exclude a character into a discourse element, but they decide if they should
annotate a word or not. An annotation, which a part of word is included into the
annotation and the other part is not, is mis-annotation except the subordinator connective
annotations. A part or whole of the subordinator can be morphologically embedded into
the last word of the Arg2, i.e., the verb. Yet, this is not a serious obstacle for taking
words as coding units as this situation can be handled with a preprocess phase prior to
agreement measurement. For the statistical perspective using words as coding units are
also plausible since a word is an obvious syntactic element of a discourse structure
which has enough granularities to represent annotations without over-generalization. On

the other hand, taking sentences as coding units would be an over-generalization because
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when the TDB is investigated, it is seen that there are lots of agreed annotations which
are not complete sentences (e.g., clauses and elliptic structures):
Ex.: Elektrik enerjisi tiretiminde komiir kullanimi Yunanistan'da yiizde 71
iken, Tiirkiye'de yiizde 29.
‘Use of coal in electricity generation is 29 percent in Turkey, while 71 percent in

Greece.’

In brief, there are two candidates to take as coding units; characters (physical
distinction), and words (physical and syntactic distinction) as there are several
convincing proposals behind both of them. Therefore, in this thesis, agreement results
will be presented for both coding unit candidates. A proposal for the TDB’ coding unit

will be made after the analysis of the measurements.

4.6.1.2 Context Units
In the TDB each discourse structure annotation corresponds to a context unit. Unlike

content analysis, in discourse analysis, there are no predefined structures. The annotation
process is a context unit determination process itself and inter-annotator agreement
measurements are conducted to be sure that the context unitization is performed
successfully. Hence, context unitization, and in general data unitization is vital for the

reliability of annotation process.

As mentioned before, context units use coding units as building structures to indicate
their limits. For the TDB, there are two possible usages of coding units to indicate
context units:
1- Taking the starting and ending of the annotated text as context unit (the
boundaries)
2- Taking all the coding units that span between the starting and ending of the

annotations (the interval)
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In the rest of this thesis, the first approach will be named as the boundary approach,

and the second approach will be named as the interval approach.

Both the boundary and the interval approaches have advantages, depending on one’s
purpose. In the boundary approach, annotations that exactly match produce higher
agreement results than the interval approach because, in the boundary approach only
start and end offsets are considered while calculating the agreement. However, in the
interval approach spans are used to calculate agreement, which makes the method more
prone to produce positive agreement results. For not exactly matching but overlapping
annotations, the boundary approach is more suitable. Therefore, one would select the

appropriate context unitization approach according to one’s research of interest.

As Krippendorff stated, context units can intersect with each other. Parallel to
Krippendorff’s statement, there are intersection cases of the discourse structures in the

TDB, which are elaborated in § 4.3.

4.6.2 REALIZATION OF DATA UNITIZATION

In the previous sections (§ 4.6.1 and its sub-sections), three unit types for the TDB are
elaborated according to Krippendorff’s (2004a, Chapter 5) proposal for context
annotation efforts: sampling, coding and context units. Except the first unitization type,
the realizations of these definitions directly affect the inter-annotator agreement
measurements on the TDB, because the coding unit type and context unit approach
determines the digitized version of the annotations, and with different unitization
preferences, the same annotations’ digitized versions can be computationally very
different. Therefore, it can be said that the data unitization preferences are the second

important factor which affects the inter-annotator agreement measurement results.
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In order to show the change of the digitized data according to the data unitization
preferences, a sample annotation, which is also presented in the data representation
section (§ 4.4), will be used in this section:

Akintrya kapilip umulmadik bir geceyi boliistii benimle ve bu kadarla kalsin istedi
belki.

‘She was drifted with a current and shared an unexpected night with me and perhaps

she wanted to keep it this much only.’

If an annotated discourse structure is named as a context unit, then the Argl and Arg2
would be named as mutually exclusive sub-context units that constitute the context unit
with the discourse connective (Conn). (In the TDB, Argl and Arg2 are considered as
annotation elements, however the Conn is not considered as an annotation element.
Therefore, in the following illustrations only the digitized versions of the Argl and Arg2

annotations will be presented.)

In the following table relative character offsets of the discourse elements and the
numeric values that represent the annotation of each discourse element is presented (see

§ 4.4 for the Xml version):

Table 7 Relative character offsets of a sample annotation’s discourse elements

Begin End Number that

Offset Offset Represents Annotation
Conn 260 262 0 (none)
Argl 206 259 1
Arg2 263 293 2

These four illustrations show all realizations for all coding preferences:
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Relative 6 — — — - — — — — — 758 263 — — — — - z93
Char. Offzets

Mumeric

Representation 1111111111111111111111111113111111111111111111111 O00REZ2E22 22222 2202822222 2222222

Realized
Indexes

Figure 12 Taking characters as coding units, and using the interval approach to define context units

Relative 206 258 263 293
Char. Dffsets

MNumeric

Representation 00000000000000000000000000000000000000000000000000(1P000RpO0000000000000000000000000
Realized

Indexes a] 52 57 a7

Figure 13 Taking character as coding unit, and using boundary approach to define context units
Relative 2 — - — — — — — — — 258 2R3 — — — — - z83
Char. Offsets

Mumeric
Fepresentation

Realized
Indexes i - - - - - — 6 8 — — — — - 1I

Figure 14 Taking words as coding units, and using the interval approach to define context units

Felative 206 258 263 293
Char. Offsets

Murneric
Representation

Realized
Indexes o & 8 12

Figure 15 Taking words as coding units, and using the boundary approach to define context units
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4.7 AGREEMENT MEASUREMENT METHODS

The agreement statistics that will be used in this thesis to measure the inter-annotator
agreement among the annotators (namely Cochran’s Q Test, Fleiss’ Kappa, and
Krippendorft’s Alpha) have been comprehensively discussed in Chapter 2 and, in § 4.6,
the ways of unitizing annotation data as inputs to the above mentioned agreement
statistics have been presented. In this section, first, how to remove the computational
problems, which occur in the annotation because of dependencies among discourse
structures, will be illustrated with a sample annotation. Then, the usage of digitized
annotations in the agreement statistics, which are mentioned in Chapter 2, will be

explained.

Figure 16 is a schematic illustration of a sample annotation where two discourse
structure annotations are performed by two annotators on the same text span. 1s
represent coding units of Argl, 2s represent coding units of Arg2, 3s represent shared

argument (see § 4.3), and Os represent not annotated text spans or the discourse

connectives:
Annotator 1
Structure 1 Structure 2
‘ Argl Arg2 ‘ Argl Arg?
11111100002222221111100002220
gliliioon IZI|33 333333333|D 0002222
BrgT | Arg ArgZ |
Structure 1 " Biructore 2
Annotator 2

Figure 16 A schematic illustration of a sample annotation where two discourse structure annotations are
performed by two annotators

69



This sample is a problem-ridden illustration which contains the following computation
problems:
1. There is partial disagreement on Argl and Arg2 annotations among two
annotators for both structures.
2. The second annotator’s Arg2 annotation of the first structure and Argl
annotation of the second structure is a shared argument case (see § 4.3).
3. There are two problems which are results of relative char offset approach:

a. Arg2 annotation in the first structure of the second annotator
encompasses both Arg2 annotation in the first structure of the first
annotator and Argl annotation in the second structure of the first
annotator.

b. Argl annotation in the second structure of the second annotator
encompasses both Arg2 annotation in the first structure of the first
annotator and Argl annotation in the second structure of the first
annotator.

The above mentioned partial disagreement case (1) is a pure agreement/disagreement
determination problem which will be graded by the inter-annotator agreement
measurement methods. However, case (2) and (3) are not such kind of problems. They
are annotation approach-specific data representation problems. Therefore, these cases
shall be handled after data unitization, and prior to the agreement calculation. First, the
problem that occurs with case (2) shall be removed, and then the problem that occurs
with case (3). Both removals shall be performed by replacing problematic annotation

part with a computationally equivalent annotation.

In order to solve case (2), Argl and Arg2 annotations shall be handled separately. In
fact, this is compulsory, because Argl and Arg2 annotations are semantically and
syntactically separate annotations. As a result, separating Argl and Arg2 makes

agreement measurements more valid and solves the problems that occur by the
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intersection or crossover of arguments of different discourse structures. The following
figures (Figure 17 & Figure 18) are the illustrations of separated Argl and Arg2

annotations:

Arg1

Annotator 1
Structure 1 Structure 2

11111100000000001111100000000
01111100001112111111100000000

Structure 1 " Structure 2

Annotatar 2

Figure 17 The illustration of separated Argl annotations

Arg2

Annotator 1
Structure 1 Structure 2

Oo000000002222220000000002220
O000000000Z2222222222200002222

Structure 1 " Structure 2

Annotator 2

Figure 18 The illustration of separated Arg2 annotations

In order to solve case (3), both Argl and Arg2 annotations shall be extended till the
structures do not intersect. Also, this approach handles discontinuous annotations. The

following figures (Figure 19 & Figure 20) are the illustrations of extended versions of
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Argl and Arg2 annotations (In order to make extensions distinguishable, * is used

instead of 0):

Arg1

Annotator 1
Structure 1 Structure 2

1111110000000000*F*x*x*+x%xx+++]17711100000000
0111110000#F*x*x*x*#*+%x%x%x++7771111111100000000

Structure 1 Structure 2
Figure 19 The illustrations of the extended versions of Argl annotations

Annotator 2

Arg2

Annotator 1
Structure 1 Structure 2

0000000000222 2a* *#*#*xx+x*x*x*x Q000000002220
D000000000E2222 22222 22% FFFFxxxFXXN0D02222

Structure 1 Structure 2

Annotator 2

Figure 20 The illustrations of the extended versions of Arg2 annotations

Now the sample annotations are ready to be given as input to the inter-annotator
agreement calculations. In the following sub-sections, the unitized and processed version
of the sample annotation above will be placed into agreement tables of each method in

order to clarify how the processed data are used in the agreement statistics.
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4.7.1 COCHRAN’S Q TEST

Cochran’s Q test is a statistical test that can be used to evaluate the difference of the
annotations of the two or more annotators. Here, the key point is that Cochran’s Q test
operates on dichotomous data. Thanks to the proposed data unitization and handling
methods, the annotations are converted to binary arrays where each element represents
annotated or not annotated units. As a result, there are two individual tables for each

Argl and Arg2 annotations.

In Tables 7 & 8, 1s represent annotated coding units and Os represent not annotated
coding units.

Table 8 The agreement table of Cochran’s Q test for Argl

Num. Of
Annotator I  Annotator 2 Samples
1 1 10
1 0 1
0 1 6
0 0 23
Totals | 11 16

Table 9 The agreement table of Cochran’s Q test for Arg2

Num. Of
Annotator 1  Annotator 2 Samples
1 1 9
1 0 0
0 1 6
0 0 25
Totals | 6 10
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(How an agreement table is used to calculate agreement by using Cochran’s Q test is

described in § 2.1.)

4.7.2 FLEISS’ KAPPA

The representation of sample annotation in the agreement table of Fleiss’ Kappa is as

follows:
Table 10 The agreement table of Fleiss’ Kappa for Argl
Category :
Subject 0 1 agrh !
1 1 0.000 21 2 1.000
2 2 1.000 22 1 1 0.000
3 2 1.000 23 1 1 0.000
4 2 1.000 24 1 1 0.000
5 2 1.000 25 1 1 0.000
6 2 1.000 26 1 1 0.000
7 2 1.000 27 1 1 0.000
8 2 1.000 28 2 1.000
9 2 1.000 29 2 1.000
10 2 1.000 30 2 1.000
11 2 1.000 31 2 1.000
12 2 1.000 32 2 1.000
13 2 1.000 33 2 1.000
14 2 1.000 34 2 1.000
15 2 1.000 35 2 1.000
16 2 1.000 36 2 1.000
17 2 1.000 37 2 1.000
18 2 1.000 38 2 1.000
19 2 1.000 39 2 1.000
20 2 1.000 40 2 1.000
| Total 53 27
i Pk 0.6625 0.3375

74



Table 11 The agreement table of Fleiss’ Kappa for Arg2

Category :
Subject 0 1 agrh !
1 2 1.000 21 1 1 0.000
2 2 1.000 22 2 1.000
3 2 1.000 23 2 1.000
4 2 1.000 24 2 1.000
5 2 1.000 25 2 1.000
6 2 1.000 26 2 1.000
7 2 1.000 27 2 1.000
8 2 1.000 28 2 1.000
9 2 1.000 29 2 1.000
10 2 1.000 30 2 1.000
11 2 1.000 31 2 1.000
12 2 1.000 32 2 1.000
13 2 1.000 33 2 1.000
14 2 1.000 34 2 1.000
15 2 1.000 35 2 1.000
16 2 1.000 36 2 1.000
17 1 1 0.000 37 2 1.000
18 1 1 0.000 38 2 1.000
19 1 1 0.000 39 2 1.000
20 1 1 0.000 40 1 1 0.000
I Total 56 24
: Pk 0.7 0.3

(How an agreement table is used to calculate agreement by using Fleiss’ Kappa is

described in § 2.2.2.)

4.7.3 KRIPPENDORFF’S ALPHA

Unlike Cochran’s Q Test and Fleiss® Kappa, no agreement table is used in
Krippendorff’s Alpha. Yet, the unitized data shall be converted to a binary array where

I's represent annotated units and Os represent not annotated units.

Argl arrays of the annotators for the sample annotation effort are as follows:
Annotatorl, =[1111110000000000000000000001111100000000]
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Annotator2,, =[0111110000000000000001111111111100000000]

Arg?2 arrays of the annotators for the sample annotation effort are as follows:
Annotatorl e, =[0000000000111111000000000000000000001110]
Annotator2,,,», =[0000000000111111111110000000000000001111]

(How these presented arrays can be used to calculate agreement by using Krippendorff’s

Alpha is comprehensively described in § 2.2.3.)

4.8 AGREEMENT RESULTS

Currently, two academic works were presented that discuss inter-annotator agreement
among the TDB (Zeyrek et al., 2009; Zeyrek et al., 2010). In this section, these works
will be briefly mentioned along with the calculation parameters of the agreement

statistics.

In the first work, Zeyrek et al. (2009) presented inter-annotator agreement for three
subordinator annotations, namely ragmen ‘despite’, karsin ‘although’, and halde
‘despite, along with’. The calculations were performed according to the following

parameters:

Table 12 Agreement measurement parameters of Zeyrek et al., 2009

Agreement Statistic...: Cochran’s Q Test
Data Handling Method..: Interval Approach
Coding Unit...........: Character
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In the second work, Zeyrek et al. (2010) presented agreement results for 22 discourse
connectives. At the time of the work, there were 60 annotated connectives in the TDB,
but in order to increase the validity of measurements they preferred to examine 22
connectives which have 10 or more annotations. The calculations were performed

according to the following parameters:

Table 13 Agreement measurement parameters of Zeyrek et al., 2010

Agreement Statistic...: Fleiss’ Kappa
Data Handling Method..: Boundary Approach
Coding Unit...........: Character

The main concern of Zeyrek et al. (2010) was the sources of disagreements. Thus, they

paid special interest to 8 connectives that have Kappa values less than 0.8.

Both of the above mentioned works are important efforts to mature the inter-annotator
agreement measurement approach of the TDB. The questions and the problems that rose
during these works contributed much to the agreement statistics, the data handling

methods, and the data unitization processes that were presented in this thesis.

77



CHAPTER V

INTER-ANNOTATOR AGREEMENT
MEASUREMENTS ON THE TDB

In this chapter, the inter-annotator agreement measurements on the TDB will be
presented by using the set of agreement statistics and the data unitization approaches that
are mentioned in Chapter 4. Whether these statistics and approaches are adequate for the
TDB will be evaluated. Then, the measurement results will be used in some preliminary
analysis. Finally, the features of the agreement measurement computer program

developed during this thesis will be presented.

All these discussions will be conducted on 22 connective annotations of the TDB which
encompass all types of Turkish discourse connectives (§ 4.1), and which were analyzed
by Zeyrek et al. (2010). There are 9144 (3*2*%1524) annotation tokens for these 22
connectives as all the annotations were performed by three annotators, and 1232

annotations for each argl and arg2 arguments.

5.1 AGREEMENT RESULTS ON THE TDB

As the agreement statistics, Cochran’s Q Test (Q), Fleiss’ Kappa (K), and
Krippendorff’s Alpha (A) will be used. For each statistic, the calculations will be

performed by taking characters (C) and words (W) as coding units separately. Moreover,
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boundary (B) and interval (I) approaches will be used separately with each agreement
statistic — coding unit pairs. Therefore, 12 agreement results will be discussed in the sub-

sections.

The following table shows the list of the agreement result types with their abbreviations.
These abbreviations will be used to define the agreement measurement statistics and the

data unitization combinations:

Table 14 The TDB’s agreement measurement statistics and data unitization combinations

Agreement Statistics | Coding Unit | Context Unit Abbreviation
Type Approach
1 Cochran’s Q Test Character Boundary QCB
2 Cochran’s Q Test Character Interval QC1
3 Cochran’s Q Test Word Boundary QWB
4 Cochran’s Q Test Word Interval QWI
5 Fleiss” Kappa Character Boundary KCB
6 Fleiss” Kappa Character Interval KCI
7 Fleiss’ Kappa Word Boundary KWB
8 Fleiss” Kappa Word Interval KWI
9 Krippendorff’s Alpha | Character Boundary ACB
10 | Krippendorff’s Alpha | Character Interval ACI
11 | Krippendorff’s Alpha | Word Boundary AWB
12 | Krippendorff’s Alpha | Word Interval AWI

5.1.1 COCHRAN’S Q TEST
In this section, QCB, QCI, QWB, and QWI results will be presented for Argl and Arg2

separately. Also, the reasons of the unsuitability of Cochran’s Q test for the TDB will be

discussed.
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In the following tables, presented agreement results are p-values which indicate
acceptable agreement among annotators when their value are greater than 0.05,

otherwise they indicate disagreement.

Table 15 Cochran’s Q test p-value results of the TDB for Argl for 22 connectives

Connectiv AnnotatotFile # Annotation #:QCB_Argl :QCl Argl :QWEB Argl :QWIl_Argl
ama 3 9 61 0.000 1.000 0.019 1.000
amacla 3 11 11 0.000 1.000 0.000 0.594
amaciyla 3 47 o4 0.000 1.000 0.009 0.919
ayrica 3 55 a4 0.000 1.000 0.000 1.000
clnkd 3 124 292 0.000 1.000 0.000 0.999
dahasi 3 a8 11 0.000 1.000 0.000 1.000
dolay 3 12 16 0.000 1.000 0.133 0.856
dolayisiylz 3 45 63 0.000 1.000 0.000 1.000
fakat 3 37 55 0.000 1.000 0.000 1.000
hem ... he 3 44 62 0.000 1.000 0.000 1.000
icin 3 59 263 0.000 1.000 0.009 1.000
kargin 3 27 32 0.000 1.000 0.000 1.000
ne...ne 3 35 40 0.000 0.000 0.000 0.000
oysa 3 61 100 0.000 1.000 0.000 1.000
drnegin 3 37 56 0.000 1.000 0.000 1.000
ragmen 3 a7 71 0.000 1.000 0.008 1.000
tersine 3 9 10 0.000 1.000 0.000 0.996
ve 3 a8 71 0.000 1.000 0.000 0.990
veya 3 25 36 0.000 1.000 0.000 1.000
yada 3 22 27 0.000 1.000 0.000 0.978
yandan 3 45 60 0.000 1.000 0.000 1.000
yoksa 3 31 39 0.000 1.000 0.000 1.000
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Table 16 Cochran’s Q test p-value results of the TDB for Arg2 for 22 connectives

Connective {Annotator # |File # | Annotation # QCB_Arg2 :QCI Arg2 .QWEB Arg2 QWI Arg2
ama 3 9 61 0.000 1.000 0.000 1.000
amagla 3 11 11 0.000 1.000 0.000 1.000
amacryla 3 a7 64 0.000 1.000 0.000 1.000
ayrica 3 55 84 0.000 1.000 0.000 1.000
clnk 3 124 292 0.000 1.000 0.000 1.000
dahasi 3 8 11 0.000 1.000 0.000 1.000
dolay 3 12 16 0.000 0.973 0.000 0.283
dolayisiyla 3 45 63 0.000 1.000 0.000 1.000
fakat 3 37 55 0.000 1.000 0.000 1.000
hem ... hem 3 44 62 0.000 1.000 0.000 0.920
icin 3 59 263 0.000 1.000 0.000 1.000
karsin 3 27 32 0.000 1.000 0.000 1.000
ne...ne 3 35 40 0.000 1.000 0.000 0.736
oysa 3 61 100 0.000 1.000 0.000 1.000
drnegin 3 37 56 0.000 1.000 0.000 1.000
ragmen 3 47 71 0.000 1.000 0.000 0.997
tersine 3 9 10 0.000 0.000 0.000 0.000
Ve 3 8 71 0.000 1.000 0.055 0.996
veys 3 25 36 0.000 1.000 0.000 0.982
ya da 3 22 27 0.000 1.000 0.000 0.998
yandan 3 46 60 0.000 0.116 0.034 0.073
yoksa 3 a1 39 0.000 1.000 0.000 1.000

When both tables are examined, the most explicit inference is that the results, which are
calculated by the boundary approach, are always O or very close to 0. As indicated
before, p-value that is below 0.05 means disagreement. However, when the results that
are calculated via other agreement statistics (see § 5.1.2 and 5.1.3), and even when the
annotation data files themselves are analyzed manually, it is seen that there is no definite
disagreement for all of the connective annotations. The reason of such disagreement
results is easily understood when the formula of Cochran’s Q Test is re-considered. In

Cochran’s Q test, when all of the annotators perform the same number of annotations, in
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other words, when the summation of 1s in each column of the agreement table of
Cochran’s Q test is equal, the dividend of the Q formula always becomes 0. Therefore,
p-value becomes always 0 regardless of the inter-annotator agreement. In the TDB, in
principle, all annotators perform the same number of argument annotations, and thus the
same numbers of boundary data are produced. Therefore, all Cochran’s Q test results
with the boundary approach are always supposed to be 0. However, it is seen that some
boundary values are very close to 0 but not 0. In some annotations, the beginning and
end of annotations are the same coding units (word or character). For this reason, two
boundaries are represented by one value in the agreement table of Cochran’s Q test.
Thus, the column totals become different when one or two annotators performed an
annotation that begins and ends in the same coding unit, and the rest of the annotators
performed an annotation that begins and ends in a different coding unit for the same
discourse connective. With different column totals, the p values are calculated as bigger

than O but still very close to 0.

As another striking feature of the tables, the results which are calculated according to the
interval approach are mostly 1 or very close to 1, with a few exceptions. In this
approach, the results are not always 0 because, as a result of several differences among
the annotators, the column totals in Cochran’s Q table become different from each other.
However, the results of the interval approach are not satisfactory either. The values are
always 1 or very close to 1, which does not tell more than that all connective annotations
of the TDB are not random annotations. However, with such a method, one cannot
observe the progress or recession in the annotations by time, by training, by annotator,

and so on. Also, one cannot compare the agreement results of the different connectives.

As aresult, Cochran’s Q test produces absolute agreement or disagreement results for all
observed settings. When the aim is to measure the amount of the inter-annotator

agreement, Cochran’s Q test cannot be used as the agreement measurement method.
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5.1.2 FLEISS’ KAPPA
In this section, KCB, KCI, KWB, and KWI results will be presented for Argl and Arg2

separately. The result differences that occur with the data unitization preferences

(interval-boundary and word-character) will also be discussed.

In the literature, the results of kappa-like agreement measurements are mostly
interpreted in six categories (Landis, & Koch, 1971; Artstein, & Poesio, 2008):

1- Measurement > 0.8: Perfect agreement

2- 0.8 > Measurement > 0.6: Substantial agreement

3- 0.6 > Measurement > 0.4: Moderate agreement

4- 0.4 > Measurement > (.2: Fair agreement

5- 0.2 > Measurement > 0.0: Slight agreement

6- 0.0 > Measurement: Poor agreement

Table 17 and 18 present the results of Fleiss’ Kappa for each connective, considering

coding units (character - word) and interval approaches (interval - boundary):
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Table 17 Fleiss’ Kappa results of the TDB for Argl for 22 connectives

Connective {Annotator # File #!Annotation # :KCB_Argl KCl Argl :KWB Argl:KWI Argl
ama 3 9 61 0.836 0.835 0.852 0.349
amacla 3 11 11 0.788 0.894 0.833 0.900
amaciyla 3 a7y 64 0.709 0.765 0.720 0.778
ayrica 3 55 84 0.550 0.704 0.630 0.706
clinki 3t 124 292 0.890 0.916 0.908 0.922
dahasi 3 8 11 0.788 0.847 0.787 0.850
dolay 3 12 16 0.896 0.955 0.926 0.948
dolayisiyla 3 45 63 0.763 0.825 0.782 0.829
fakat 3 37 55 0.725 0.883 0.815 0.883
hem ... hem 3 44 62 0.825 0.869 0.830 0.863
icin 3 59 263 0.782 0.778 0.798 0.789
karsin 3 27 32 0.828 0.928 0.833 0.933
ne...ne 3 35 40 1.000 1.000 1.000 1.000
oysa 3 61 100 0.771 0.861 0.793 0.863
drnegin 3 37 56 0.872 0.923 0.884 0.923
ragmen 3 a7y 71 0.694 0.675 0.711 0.695
tersine 3 9 10 0.750 0.898 0.750 0.896
Ve 3 a8 71 0.695 0.843 0.694 0.544
veya 3 25 36 0.944 0.953 0.954 0.953
yada 3 22 27 0.852 0.873 0.852 0.887
yandan 3 45 60 0.528 0.617 0.574 0.627
yoksa 3 31 39 0.842 0.880 0.919 0.902
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Table 18 Fleiss’ Kappa results of the TDB for Arg2 for 22 connectives

Connective !Annotator # File #:Annotation # {KCB_Arg2 :KCl Arg2 \KWB_ Arg2 :KWI Arg2
ama 3 9 61 0.905 0.898 0.915 0.909
amacla 3 11 11 0.879 0.874 0.939 0.891
amaciyla 3 a7y 64 0.914 0.953 0.914 0.957
ayrica 3 55 84 0.763 0.917 0.829 0.917
clinki 3 124 292 0.942 0.945 0.950 0.949
dahasi 3 8 11 0.909 0.840 0.909 0.853
dolay 3 12 16 0.958 0.991 0.958 0.991
dolayisiyla 3 45 63 0.932 0.969 0.963 0.969
fakat 3 37 55 0.858 0.908 0.906 0.915
hem ... hem 3 a4 62 0.933 0.971 0.943 0.971
icin 3 59 263 0.918 0.929 0.926 0.934
karsin 3 27 32 0.896 0.943 0.596 0.936
ne...ne 3 35 40 0.984 0.964 0.983 0.970
oysa 3 61 100 0.916 0.945 0.925 0.945
drnegin 3 37 56 0.899 0.925 0.898 0.931
ragmen 3 a7y 71 0.747 0.713 0.750 0.742
tersine 3 9 10 1.000 1.000 1.000 1.000
ve 3 a8 71 0.794 0.885 0.830 0.384
veya 3 25 36 0.981 0.993 0.981 0.992
yada 3 22 27 0.975 0.981 0.975 0.981
yandan 3 45 60 0.650 0.873 0.675 0.857
yoksa 3 31 39 0.940 0.972 0.983 0.974

Unlike Cochran’s Q test results, there is no systematic problem among Fleiss’ Kappa

results. The changes among the results are because of data unitization preferences. The

following two box-and-whisker diagrams visualize the Argl and Arg2 measurements

and show the data unitization effects. In the four columns (KCB_ArgX, KCI_ArgX,
KWB_ArgX, and KWI_ArgX) of the diagrams, the five-number summaries and

whiskers are depicted according to Tukey (1977).

The five-number summaries include the following information:
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e Second Quartile (Q2): The median

e Third Quartile (Q3): The median of highest 25 of data

e Max Outlier: The largest measurement that falls outside of the boxes and
whiskers

e Min Outlier: The smallest measurement that falls outside of the boxes and

whiskers

The whiskers are used to depict the tails of distribution. There are different ways of
determining the whiskers, but in this thesis the most common way, which operates
through Q3 and Q1 is used:

e The largest end of whiskers: Q3+1.5%(Q3-Q1)

e The smallest end of whiskers: Q1-1.5%(Q3-Q1)

(In the following diagrams, the results of the annotations that have the exact agreement

(1.0) values are not depicted in order to make more explicit the behaviors of each

measurement.)
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As seen from the above diagrams, Arg2 results are higher and closer to each other than
Argl results, therefore using Argl while making inferences is more correct. Figure 21
shows that the KCB and KWB results are closer than the KCI and KWI results for both
boxes and whiskers. Also, it is seen that the interval approach is more prone to produce
higher agreement results than the boundary approach. There are two reasons behind
these result variations:

(1) The results do not change much by taking characters or words as coding units
because the numbers of both units are satisfactory to perform statistically reliable
agreement measurements.

(2) The interval approach is more prone to produce higher results because most of
the disagreement cases contain partial-overlap among the annotations. (Because
of its data producing approach, the boundary approach has lesser capacity to

identify the differences between partial-overlap and total disagreement cases.)

Additionally, the presented Arg2 measurements are mostly (for 92% of measurements)
greater than Argl measurements, which is because Arg2s are syntactically anchoring the

discourse connective (Zeyrek et al. 2009).

Finally, there is no significant systematic problem and the result variations can be
explained reasonably. Fleiss’ Kappa can be used to measure the reliability of the TDB
with correct research considerations. The evaluation of the methods according to

research considerations will be performed in § 5.2.

5.1.3 KRIPPENDORFF’S ALPHA
In this section, ACB, ACI, AWB, and AWI results will be presented for Argl and Arg2

separately. The result differences that occur with the data unitization preferences

(interval-boundary and word-character) will be discussed.
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Table 19 and 20 present the results of Krippendorff’s Alpha for each connective,
considering coding units (character - word) and interval approaches (interval -

boundary):

Table 19 Krippendorff’s Alpha results of the TDB for Argl for 22 connectives

Connective :Annotator # iFile # {Annotation # (:ACB_Argl :ACI Argl :AWEB Argl :AWI Argl
ama 3 9 61 0.835 0.834 0.854 0.847
amacla 3 11 11 0.778 0.935 0.806 0.939
amaciyla 3 47 64 0.707 0.800 0.722 0.831
ayrica 3 55 a4 0.549 0.726 0.631 0.723
clnkd 3 124 292 0.890 0.911 0.910 0.915
dahasi 3 & 11 0.778 0.869 0.777 0.853
dolay 3 12 16 0.904 0.978 0.935 0.970
dolayisiyla 3 45 63 0.760 0.851 0.781 0.851
fakat 3 37 55 0.722 0.923 0.813 0.920
hem ... hem 3 44 62 0.824 0.874 0.833 0.870
icin 3 59 263 0.785 0.6E89 0.802 0.671
karsin 3 27 32 0.825 0.963 0.827 0.969
ne...ne 3 35 40 1.000 1.000 1.000 1.000
oysa 3 61 100 0.771 0.879 0.803 0.888
grnegin 3 37 56 0.873 0.954 0.885 0.951
ragmen 3 47 71 0.691 0.621 0.713 0.642
tersine 3 9 10 0.737 0.937 0.730 0.932
ve 3 & 71 0.692 0.363 0.6594 0.854
veya 3 25 36 0.944 0.954 0.963 0.942
yada 3 22 27 0.849 0.899 0.837 0.913
yandan 3 46 60 0.528 0.625 0.573 0.644
yoksa 3 31 39 0.845 0.801 0.918 0.832
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Table 20 Krippendorff’s Alpha results of the TDB for Arg2 for 22 connectives

Connective :Annotator # File # Annotation # {ACE_Arg2 :ACI Arg2 AWEB Arg2 AWI Arg2
ama 3 | 61 0.903 0.2846 0.915 0.871
amacgla 3 11 11 0.873 0.804 0.944 0.841
amacryla 3 47 64 0.913 0.975 0.914 0.978
ayrica 3 55 84 0.763 0.948 0.813 0.950
clnkd 3 124 292 0.942 0.934 0.951 0.938
dahasi 3 8 11 0.905 0.671 0.905 0.706
dolay 3 12 16 0.957 0.998 0.957 0.998
dolayisiyla 3 45 63 0.931 0.984 0.963 0.983
fakat 3 37 55 0.860 0.269 0.913 0.884
hem ... hem 3 44 62 0.932 0.981 0.953 0.982
icin 3 59 263 0.918 0.910 0.926 0.919
karsin 3 27 32 0.894 0.962 0.58594 0.952
ne...neg 3 35 40 0.983 0.949 0.987 0.956
oysa 3 61 100 0.915 0.956 0.925 0.957
grnegin 3 37 56 0.898 0.944 0.898 0.953
ragmen 3 47 7l 0.748 0.584 0.755 0.651
tersine 3 9 10 1.000 1.000 1.000 1.000
ve 3 8 7l 0.792 0.902 0.832 0.8958
veya 3 25 36 0.981 0.998 0.985 0.998
yada 3 22 27 0.975 0.989 0.977 0.9858
yandan 3 46 60 0.647 0.957 0.669 0.941
yoksa 3 31 39 0.939 0.9658 0.983 0.972

Like Fleiss’ Kappa results, there is no systematic problem among the results. The

changes in the results can be explained by the data unitization preferences. The

following two box-and-whisker diagrams visualize the Argl and Arg2 measurements

and show the data unitization effects. In the four columns (KCB_ArgX, KCI_ArgX,
KWB_ArgX, and KWI_ArgX) of the diagrams, the five-number summaries and

whiskers are depicted according to Tukey (1977).
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(In the following diagrams, the results of the annotations that have the exact agreement

(1.0) values are not depicted in order to make more explicit the behaviors of each
measurement.)
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Figure 23 The box-and-whisker representation of Krippendorff’s Alpha results of the TDB for Argl
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Figure 24 The box-and-whisker representation of Krippendorff’s Alpha results of the TDB for Arg2

As seen from the above diagrams, Arg2 results are higher and closer than Argl results,
therefore using Argl while making inferences is more correct. Figure 23 shows that the
ACB and AWB results are closer than the ACI and AWI results for both boxes and
whiskers. Also, it is seen that the interval approach is more prone to produce higher
agreement results than the boundary approach:
(1) Like Fleiss’ Kappa, there is no significant difference between taking characters
or words as coding units.
(2) Like Fleiss” Kappa, the interval approach is more prone to produce higher results
because most of the disagreement cases contain partial-overlap which the

interval approach considers but the boundary approach does not.
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Again, like Fleiss’ Kappa results, about 83% of Arg2 measurements are greater than
Argl. Arg2 is syntactically anchored to the discourse connective (Zeyrek et al., 2009),
which is also supported by Krippendorff’s Alpha results.

Finally, Krippendorff’s Alpha and Fleiss’ Kappa results have similar consistency with
different results. By correct research aspects, Krippendorff’s Alpha is a promising inter-
annotator agreement measurement method for the TDB. After the evaluation of the

methods in § 5.2, the role of Krippendorff’s Alpha will become clearer.

5.2 EVALUATION OF METHODS

In the previous section (§ 5.1), the inter-annotator agreement measurements, which are
calculated by Cochran’s Q test, Fleiss’ Kappa, and Krippendorff’s Alpha, were
presented, and some interim conclusions were drawn. In this section, the methods will
be evaluated by comparing them to each other. As a result of the evaluations, the
appropriate inter-annotator agreement measurement method and the data unitization

approaches for the TDB will be determined.

As mentioned in § 5.1.1, Cochran’s Q test always produces values around O with the
boundary approach and always produces values around 1 with the interval approach. The
method cannot perform correctly with the boundary approach because of formulation
problems. On the other hand, the method works correctly with the interval approach but
the results are still not satisfactory for this thesis, which aims to measure the amount of
agreement/disagreement among annotators. As a consequence, Cochran’s Q test is
appropriate for determining whether annotations are random or not random, but it cannot
be used to measure the degree of agreement on the TDB annotations. Therefore,

Cochran’s Q test is not a suitable method for the TDB.
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Now that there are two candidate methods left, when elaborating on these methods, the
effects of the data unitization preferences shall also be discussed since the results of both
Fleiss’ Kappa and Krippendorff’s Alpha change similarly according to the data
unitization preferences. First of all, recall that there are two kinds of data unitization
issues: (1) determination of the coding unit type (character or word), and (2)
determination of the context unit approach (interval or boundary approach), and these
shall be examined separately:

(1) The Coding Unit: § 5.1.2 and § 5.1.3 showed that there is no significant
difference between selecting characters or words as coding units. On the other
hand, taking words as the coding unit is more plausible because annotators
annotate discourse relations by considering words (smallest meaningful syntactic
units), not characters (smallest physical units). In other words, when an
annotation does not end at the boundaries of a word, it has two meanings either
the discourse connective is morphologically adjusted to the word or the annotator
has made a mistake. In both cases, extending the annotations to word boundaries
does not cause a problem. For the first case, there is no problem because
annotations of all annotators are extended, thus the agreement measurement is
not affected. For the second case, such an extension will remove the erroneous
annotation by considering that the annotator aimed to annotate the whole word.
As a result, using words as coding units is more advantageous than using
characters as coding units. Therefore, in the rest of the thesis, the result that took
words as coding units will be taken into consideration.

(2) The Context Unit Approach: In § 4.6.1.2, it is mentioned that discourse relation
annotation itself is a context unit determination process. On the other hand, there
are two ways to determine the context units: interval and boundary approaches.
Table 21, 22, 23 and 24 show that in both Fleiss’ Kappa and Krippendorft’s

Alpha results, the differences between the boundary and interval approaches are
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considerably large. The followings are the examination of these two approaches
to identify the appropriate research aspects for each:

a. The Boundary Approach: This approach only considers if the beginnings
and ends of the argument annotations agree or not. Therefore, one would
use this method when one wants to measure agreement by considering the
partial-overlap disagreements as total disagreements. Krippendorff’s
Alpha seems as a weak candidate for that kind of aim. However,
Krippendorff’s Alpha gets closer to Fleiss’ Kappa when unit lengths get
shorter (Krippendorff, 2004c Chapter5). Therefore, these two agreement
statistics can be used interchangeably with the boundary approach.

b. The Interval Approach: Contrary to the boundary approach, the interval
approach considers annotations as a whole. Therefore, one would use this
method when one wants to measure agreement by considering partial-
overlap disagreements separately from total disagreements. The best way
to perform such an analysis is rating partial-overlaps according to the
overlapping amount of text spans. As Krippendorff’s Alpha has such a
weighing approach, and Fleiss’ Kappa does not, the appropriate method
is Krippendorff’s Alpha. The difference between Krippendorff’s Alpha
and Fleiss’ Kappa can be monitored via the following box-and-whisker
diagram (Figure 25). The diagram shows that, when the other settings
except the agreement statistic are kept same, Krippendorff’s Alpha results
are more prone to oscillate than Fleiss’ Kappa results. This shows that
Krippendorff’s Alpha is more selective on the partial-overlap

disagreements:

(In the following diagram, the results of the annotations that have the exact agreement
(1.0) values are not depicted in order to make more explicit the behaviors of each

measurement.)
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Figure 25 The box-and-whisker comparison of Interval Approach Results of Fleiss’ Kappa and Krippendorff’s
Alpha

According to the mathematical summary above, the difference between the two methods
is obvious. Also, with the support of theoretical discussions that are presented in Chapter
4, it is concluded that Krippendorff’s Alpha is the most appropriate method to be used

with the interval approach.

In brief, in the agreement measurements of the TDB, words should be used as coding
units, and by considering research aspects, both the interval and the boundary approach
can be used as context unit approaches. When the boundary approach is preferred, both
Fleiss’ Kappa and Krippendorff’s Alpha can be used to measure agreement. However,
when the interval approach is preferred, only Krippendorff’s Alpha can be used to
measure the agreement. In order to decrease the number of methods used, one should
use Krippendorff’s Alpha for both the boundary and interval approaches. With these
statements, the twelve combinations of agreement statistics and their data unitization

preferences (see Table 13 in § 5.1) are decreased to two (AWB and AWI).
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5.3 FUTURE DISCOURSE ANALYSIS

So far, the only published TDB paper has been Zeyrek et al (2009), which evaluates
annotations quantitatively. In this paper, Zeyrek et al. (2009) elaborate on two
discontinuous Turkish discourse connectives (hem ... hem ‘neither ... nor’, ne ... ne
‘both ... and’). They state that the inter-annotator agreements on these two
discontinuous connectives are higher than the anaphoric connectives. In the
discontinuous connective annotations, the boundary of arguments are determined by the
connective itself and according to Zeyrek et al. (2009) this is the sole reason of the

higher agreement.

Surely, with this thesis, the number of quantitative annotation evaluations will increase.
Because this thesis reveals research opportunities on qualitative annotation evaluation by
both clarifying the usage of the statistical measurements on the TDB and presenting a
handy software tool for these statistical measurements (see § 5.4). In this section,
possible research directions will be grouped and discussed in two classes in order to
reveal some future research directions: (1) directly using the measurements in
evaluations, and (2) comparing the measurements that are collected with different data

unitization approaches on the same discourse connective annotations.

The following is a brief discussion of some examples with respect to the mentioned
research directions:

1- In addition to rating the reliability of connective annotations, inter-annotator
agreement measurements can be used to evaluate linguistic aspects of different
connectives. As Zeyrek et al. (2009) conducted, connectives or connective types
can be compared with each other, and the variation can be used to support or
contradict a linguistic proposal. For example, current measurements can be used
to support the following proposal: Annotating the Argl of anaphoric connectives

is cognitively harder than annotating the Argl of other types of connectives
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because Argl of anaphoric connectives can be away from its connective a few
sentences or even paragraphs. According to the current (AWI) measurements,
Argl measurements exhibit the perfect agreement (0.8) limit: yandan ‘on the one
hand’ (0.638), ragmen ‘despite’ (0.642), icin ‘because’ (0.671), ayrica ‘in
addition’ (0.719). Even with a superficial look at the Argl measurements, it is
seen that the lowest two agreement values are produced by the annotations of
discourse connectives which seem like subordinators, but also contain anaphoric
forms (e.g., buna ragmen ‘despite this’, bunu i¢in ‘because of this’, etc.).
Additionally, by performing the measurements at different stages of the
annotation effort, the change in the inter-annotator agreement by time can be
observed to determine the effect of gaining annotation experience.

2- As discussed in the preceding section, there are two proposed measurement ways
(AWB and AWI), which are sound and suitable for the TDB. Unlike the AWB
method, the AWI method makes a distinction between total disagreement and
partial disagreement by weighing the overlapping annotation spans. One can
make various inferences by using these two methods with the same connective
annotations. When such research is conducted, there will occur three results to
interpret:

a. Higher AWB result: In general, the overlapping parts of the annotations
are shorter than the non-overlapping parts.

b. Higher AWI result: In general, the overlapping parts of the annotations
are longer than the non-overlapping parts.

c. Equal results: Total agreement or disagreement.

The two research approaches above can be diversified into aim-specific subgroups with

more fine-tuned research questions.
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5.4 THE RATER AGREEMENT ToOL (RAT)

During the study of this thesis, an original computer program has been developed to

perform inter-annotator agreement measurements on the TDB. The program is called

Rater Agreement Tool (RAT). As the name indicates, the program is designed to

perform inter-rater agreement measurement not only for the TDB but also for any other

rating-based efforts.

The RAT works with an input configuration file which is supposed to feed the program

for the aimed measurement (See Appendix F for a sample configuration file). In the

configuration file, the following input is expected from the user:

The path of the annotation files, and original texts (workspace).

The list of connectives for which the inter-annotator agreement will be
measured.

The list of annotators among which the inter-annotator agreement will be
measured.

The path of the output files.

The setting of the measurements: (1) the agreement statistic, (2) the coding
unit (character or word), and (3) the context unit approach (interval or
boundary). These setting options totally cover the combinations those are

presented in this thesis (see Table 13 in § 5.1).

The work flow of the RAT is described in the following flow charts. In the first part of

the flow chart, the data internalization and data handling mechanisms of the RAT are

described:
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Figure 26 The flow chart of RAT - Part I

In the second part of the flow chart, agreement measurement and output mechanisms are

described:
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Figure 27 The flow chart of RAT - Part I1

The RAT needs a valid configuration file in order to measure the inter-annotator
agreement. After validating the configuration file, the program reads all annotation data
files. The reading process is followed by a validation step. In the validation step, it is
checked whether:

(1) The annotation files have their raw texts in the workspace. This step is performed to
be sure that the annotation file is deliberately in the workspace (when the raw texts are

not available this step can be canceled).
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(2) The number of annotations in an annotation file that are annotated by an annotator is
the same with the rest of the annotators. In the scope of this thesis, the connectives are
not accepted as annotation elements. Therefore, it is expected that all annotators have the

same number of connective annotations for the same source file.

When one of the above validation steps fails, the erroneous annotation file is excluded

from the inter-annotator agreement measurements.

After internalizing the annotation data, the data handling stage begins. In this stage, the
RAT digitizes the annotations according to the configuration file preference by
following the methodology that is described in the sections 4.6 and 4.7. Afterwards, the
digitized data is used to calculate the inter-annotator agreement results by Cochran’s Q
test, Fleiss’ Kappa, or Krippendorff’s Alpha according to the settings in the
configuration file. In the cases where more than one connective or more than one setting
is given as input, the RAT repeats data handling and agreement measurement methods.
When the agreement results for all the given connectives and settings are calculated, the
RAT produces three output files:
1- Results Summary: One results summary file that contains the following
information is produced:
a. Names of connectives
b. Annotator number for each connective annotations
c. Raw text file number for each connective annotation
d. Annotated discourse relation number for each connective
e. Argl and Arg2 results for each setting for each connective annotation
(See Table 14, 15, 16, 17, 18, and 19 for result summary)
2- Results: For each connective, one result file is produced. Each result file contains
the following information for each setting:

a. Context unit approach (boundary - interval)
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Coding unit (character - word)

Annotator number

e

i

Name of the agreement statistic

Raw text file number
f. Annotated discourse structure number
g. Argl and Arg2 results with some intermediate results
h. Paths of the annotation files that is used in calculations
(See Appendix G for a sample result file)

3- Binary Format of Annotations: One result file is produced for each setting of
each connective. Each file contains binary formatted and space delimited,
digitized annotations. The format of these files enables the usage of third party
agreement statistics tools. As a result, the user can verify the results that are

found by the RAT via the third party tools.

The RAT is currently only available to the TDB project group and it is not open for the
community usage. Despite the generic design of its agreement measurement part, the
other parts of the RAT are still TDB-specific. As future works, the RAT shall be revised
and documented, prior to its presentation to the community usage. In addition to these
two future works, the RAT shall also be updated to handle discontinuous argument

annotations (§ 4.5). Currently, the RAT discards discontinuous annotations.

The RAT is an original, steady and stand-alone computer program that can perform and
report inter-annotator agreement measurements on the TDB. It is developed completely
during the study of this thesis in Java programming language. The sources of algorithms
and code parts that are used in RAT are as follows:

- The Java class that calculates Cochran’s Q test is developed according to

Cochran (1950).
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The code part which is used to calculate p-value of Cochran’s Q test is taken
from http://www.alglib.net/specialfunctions/distributions/chisquare.php

(Bochkanov & Bystritsky, 2010).

The Java class that calculates Krippendorff’s Alpha is developed according
to Krippendorff (1995 & 2004b).
The code part that calculates Fleiss’ Kappa is taken from

http://en.wikibooks.org/wiki/Algorithm implementation/Statistics/Fleiss %27

kappa (Anonymous, 2010)

Instead of using a third party agreement statistics tool, the RAT is developed to handle

the agreement statistics that are discussed in this thesis, and to enable a comprehensive

inter-rater agreement measurement tool to the community.
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CHAPTER VI

SUMMARY AND CONCLUSION

In this thesis, firstly Cochran’s Q test (1950) and a selection of agreement coefficients
were discussed in detail. The agreement coefficients were elaborated under two main
headings: the Kappa family, and Krippendorff’s Alpha (1995). In the Kappa family,
Benett's Sigma (1954), Scott's Pi (1955), Cohen's Kappa (1960), and Fleiss’ Kappa
(1971) were compared. According to the theoretical proposals and the statistical
capabilities of the methods, Cochran’s Q test, Fleiss’ Kappa and Krippendorff’s Alpha
were selected as the candidate agreement statistics for the reliability measurements of

the TDB.

Afterwards, the PDTB, the PDTB-like annotation efforts (the HDRB, the LADTB, and
the CDTB), and an annotation effort which is based on the RST framework were
examined. During the examinations, the annotation effort itself and the statistical
methods that are used to measure the inter-annotator reliability were analyzed. In order
to improve the reliability approach of the TDB, some lessons are drawn from the

reported statistical methods of these efforts.

After the statistic method discussions, and the examination of the annotation efforts, the

TDB was presented in detail by elaborating on the following issues:
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- The Turkish connectives that are defined in the TDB, the annotation cycle of
the TDB,

- The dependency analysis of the Turkish discourse structures that are
encountered in the TDB,

- The annotation representation/storage of the TDB.

Subsequently, the data handling challenges of the TDB were defined and discussed.
There were two main challenges: the unitization of annotations and the removal of the
computational complexities. For the unitization of annotations, two unitization
approaches were suggested:

1- Using characters or words as coding unit

2- Using the boundary or the interval approach as context unit approach

Then, solutions were suggested to remove the computational complexity in the
annotations, i.e., to find computationally simpler equivalents of the annotations. All the

suggestions and solutions for the challenges are original proposals of this thesis.

According to the discussed data handling challenges, inter-annotator agreement
measurements of the TDB was performed by using Cochran’s Q test, Fleiss’ Kappa, and
Krippendorff’s Alpha with the combinations of character and word as coding units, and
the boundary and the interval approach as context unit approaches. The measurements
were performed by a computer program (RAT), which is originally developed as an end-

product of this thesis.

As a result, two statistical methods were defined as valid and sound for the TDB inter-

annotator agreement measurements. A summary is presented in Table 21.
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Table 21 The valid statistical methods for the TDB

Useful for Statistical Coding | Context
Method Unit Unit
Approach
Weighting the partial-overlap Krippendorff’s | Word Interval
disagreements Alpha
Treating all disagreement sources the same | Krippendorft’s | Word Boundary
Alpha

The agreement measurements of the TDB for Argl and Arg2 for 22 connectives for
AWB and AWTI are presented in Table 22. The table also includes the number of perfect,
substantial and moderate agreement cases determined by each statistical method for each

argument.
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Table 22 AWB and AWI results of the TDB for Argl and Arg2 for 22 connectives

Connective :Annotator # iFile #  Annotation i AWE Argl AWB _Arg2 AWI_Argl i AWI_Arg2
ama 3 9 ol 0.854 0.915 0.847 0.871
amacla 3 11 11 0.806 0.944 0.939 0.841
amaciyla 3 a7 G4 0.722 0.914 0.831 0.978
ayrica 3 55 24 0.631 0.813 0.723 0.950
cunki 3i 124 292 0.910 0.951 0.915 0.938
dahasi 3 8 11 0777 0.905 0.853 0.706
dalay 3 12 16 0.935 0.957 0.970 0.998
dolayisiyla 3 45 63 0.781 0.963 0.851 0.983
fakat 3 37 55 0.813 0.913 0.920 0.8384
hem ... hem 3 44 62 0.833 0.953 0.870 0.982
icin 3 59 263 0.802 0.926 0.671 0.919
karsin 3 27 32 0.827 0.894 0.969 0.952
ne ... ne 3 35 40 1.000 0.987 1.000 0.956
oysa 3 61 100 0.803 0.925 0.888 0.957
arnegin 3 37 56 0.885 0.898 0.951 0.953
ragmen 3 a7 71 0.713 0.735 0.642 0.651
tersine 3 9 10 0.730 1.000 0.932 1.000
ve 3 8 71 0.694 0.832 0.854 0.898
veya 3 25 36 0.963 0.985 0,942 0.998
ya da 3 22 27 0.837 0.977 0,913 0.988
yandan 3 46 60 0.573 0.669 0.644 0.941
yoksa 3 31 39 0.913 0.983 0.832 0.972

Perfect

Agrement Cases 14 20 18 20

Substantial

Agreement Cases 7 2 4 2

Moderate

Agreement Cases 1 ] 0 0

According to Table 22, the average agreements of all the measurement methods indicate
that there is perfect agreement for both Argl and Arg2 annotations of 22 connectives of
the TDB:

e AWB_Argl: 0.809

e AWB_Arg2: 0912

e AWI_Argl: 0.862

e AWI_Arg2: 0.923
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In this thesis, two future research directions were also briefly discussed. First, it was
mentioned that, the inter-annotator agreement measurements are not only used to
determine the reliability of the TDB but they can also be used to compare the cognitive
complexity of the discourse connectives. Secondly, it was proposed that the
disagreements on the discourse connective types can be characterized by using the
results of the above presented two measurement combinations (AWB and AWI)

together.

The thesis also emphasized the need for cross-linguistic comparison of annotation
efforts. Needless to say, the prerequisites of a cross-linguistic comparison are
performing the annotations by following similar principles and annotation cycles.
Afterwards, the comparability of the annotations of the different project groups can be
sustained by the assets of this thesis (the statistical methods, the data handling

mechanisms, data unitization approaches, and the developed computer program).
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Table 23 Chi Square Table
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APPENDIX B — THE JAVA IMPLEMENTATION OF COCHRAN’S Q TEST

public static double CalculateQ(Vector<Integer>[] Data, int rows, int
columns)
{
double Q=0;
int i, 3;
double[] RT = new double[rows];
double[] RT2 = new double[rows];
double sumOfRT2s = 0;
double[] CT = new double[columns];
double[] CT2 = new double[columns];
double sumOfCTs =0;
double sumOfCT2s =0;

for (i=0; i<rows;i++)
{
RT[1i]=0;
for (j=0; j<columns; j++ )
{
RT[i]+=Datal[j] .elementAt (1i);
}
RT2[1i] = RT[i]*RTI[i];
sumOfRT2s += RT2([1i];

for (j=0; j<columns; J++)
{

CT[J1=0;

for (i=0; i<rows; i++)

{
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CT[j]+=Datalj].elementAt (1i);

}
CT2[3]1=CT[J]1*CT[]];
sumOfCTs +=CT[]];
sumOfCT2s += CT2[7j];

0= ((columns) * (columns—1) *sumOfCT2s) - ( (columns—
1) *sumOfCTs*sumOfCTs) ;

if ((columns*sumOfCTs—sumOfRT2s)==0)

Q = 0;

Q = Q / (columns*sumOfCTs-sumOfRT2s) ;

return Q;
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APPENDIX C — THE JAVA IMPLEMENTATION OF FLEISS’ KAPPA

//Source:
http://en.wikibooks.org/wiki/Algorithm_implementation/Statistics/Fleiss
%27 _kappa
public static float computeKappa (short[][] mat)
{
final int n = checkEachLineCount (mat) ;
final int N = mat.length ;
final int k = mat[0].length ;
// Computing pl]
float[] p = new floatl[k] ;
for (int j=0 ; j<k ; J++)
{
pljl =0 ;
for (int i=0 ; i<N ; i++)
plj]l += mat[il[]] ;
plj] /= N*n ;
}
// Computing P[]
float[] P = new float[N] ;

for (int i=0 ; i<N ; i++)

for (int 3j=0 ; j<k ; Jj++)
P[i] += mat[i][]j] * mat[i][]] ;
P[i] = (P[i] = n) / (n * (n - 1)) ;

// Computing Pbar
float Pbar = 0 ;

for(float Pi : P)
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Pbar += Pi ;

Pbar /= N ;

// Computing PbarE

float PbarE = 0 ;

for (float pj : p)
PbarE += pj * pj ;

final float kappa = (Pbar - PbarE)/(1 - PbarE) ;

return kappa ;

private static int checkEachLineCount (short[][] mat)
{

int n = 0 ;

boolean firstLine = true ;

for(short[] line : mat)

{

int count = 0 ;

for (short cell : line)
count += cell ;

if (firstLine)

{

n

count ;
firstLine = false ;
}
if(n != count)
throw new IllegalArgumentException("Line count != "+n+" (n

value).") ;

}

return n ;
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APPENDIX D — THE JAVA IMPLEMENTATION OF KRIPPENDORFF’S ALPHA

public double calculateAlpha(int categoryIndex)
{
//A=1 perfect relaibility, A=0 absence of relaibilty
double A;
if (categoryIndex == | | categoryIndex == 1)
{
double Doc =calcDoc (categoryIndex) ;
double Dec =calcDec(categoryIndex);

A = 1.0-(Doc/Dec);

A = 1.0-((calchoc(0)+calcbhoc(l))/(calcDec(0)+calcDec(1l)));

return A;

private double distance (Segment segA, Segment segB)
{
double dis=0.0;
if (segh.v==1 && segB.v==1 && ((-l*segA.l)<(segA.b-segB.b)) &&
((segA.b-segB.b)<segB.1))
{
dis = (segA.b-segB.b) *(segA.b-segB.b)+(segA.b+segA.1l-
segB.b-segB.1l) *(segA.b+segA.l-segB.b-segB.1);
}
else if (seghA.v==1 && segB.v==0 && ((segB.l-segA.l)>=(segA.b-
segB.b)) && ((segA.b-segB.b)>=0))
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dis = segA.l*segA.l;
}
else if (seghA.v==0 && segB.v==1 && ((segB.l-segA.l)<=(segA.b-
segB.b)) && ((segA.b-segB.b)<=0))

dis = segB.l*segB.l;

dis=0.0;
}

return dis;

public double calcDoc (int categoryIndex)
{
double Doc = 0.0;
if (categoryIndex>=_NumCategory)
{
return -999999.9;
}
for (int i=0; i< _NumAnnotator; i++)
{
for (int g=0; g<_Annotations[categoryIndex] [i].size();g++)
{
for (int j=0; j<_NumAnnotator; j++)
{
if(i!=3)
{
for (int h=0;
h<_Annotations|[categoryIndex] [j].size();h++)

{

Doc+=distance (_Annotations[categoryIndex] [i].elementAt (qg),
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_Annotations[categoryIndex] [j].elementAt (h));
}

}
Doc /= _NumAnnotator* (_NumAnnotator-1)*_Length*_Length;

return Doc;

double calcDec(int categoryIndex)

{
double Dec = 0.0;
double delimbDec = 0.0;
double Nc = calcNc(categoryIndex);
Segment mySeg, segCIG, segCJH;
double tmpl;

for (int i=0; i< _NumAnnotator; i++)
{
for (int g=0; g<_Annotations[categoryIndex][i].size(); g++)
{
segCIG = _Annotations[categoryIndex] [i].elementAt (g);
tmpl=0;
if (segCIG.v!=0)
{
for (int j=0; j<_NumAnnotator; Jj++)
{
for (int h=0;
h<_Annotations|[categoryIndex] [j].size(); h++)
{
segCJH =

_Annotations[categoryIndex] [j].elementAt (h);
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if (segCJH.1>=s5egCIG.1)

{
tmpl += (l-segCJH.v) * (segCJH.1-

segCIG.1+1);

}
tmpl*=segCIG.1l*segCIG.1;
Dec+=5egCIG.v* ( (((Nc-
1)/3.0)*(2*segCIG.1*segCIG.1*segCIG.1-
3*segCIG.1l*segCIG.1l+segCIG.1))+tmpl);
}

Dec *= (2.0/(double)_Length);

for (int i=0; i< _NumAnnotator; i++)

{

for (int g=0; g<_Annotations[categoryIndex][i].size(); g++)

{
mySeg = _Annotations[categoryIndex][i].elementAt (g);

delimDec+= mySeg.v*mySeg.l* (mySeg.1l-1);
}
delimDec = _NumAnnotator*_Length* (_NumAnnotator*_Length-1)-
delimDec;

Dec /= delimDec;

return Dec;

double calcNc(int categoryIndex)
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double Nc = 0.0;

for (int i=0; i< _NumAnnotator; i++)

{
for (int g=0; g<_Annotations[categoryIndex] [i].size();g++)
{

Nc+=_Annotations[categoryIndex] [i] .elementAt (qg) .v;

}

return Nc;
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APPENDIX E —Z TABLE

Table 24 Z-table: Probability of a larger value

Z-table : Probability of a larger value
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APPENDIX F — THE RAT SAMPLE CONFIGURATION FILE

[Work Path]
C:/ThesisMeasurements/ortaml_240710/
[Connectives]

oysa

[Annotators]

Annotatorl

Annotator2

Annotator3

[Out Directory]
C:/ThesisMeasurements/folder_out/262/
[Data Handle Method] //{l=word, O=char}-{l=boundary, O=intervall}-
{0=QTest, 1l=FleissKappa, 2=Krippendorff}
0-0-1
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APPENDIX G — THE RAT SAMPLE RESULT FILE

* Kk ok ok ok ok ok k ok k
Interval method is used.

Annotator number is 3.
Feliss' Kappa 1is applied.

Connective.........: oysa
Test is applied to..: 61 files.
Test is applied to..: 100 annotations.
Fleiss Value of Argl............: 0.86060727

Matrix path..:
C:/ThesisMeasurements/folder_out/262/5 asis_char_interval_annotatorNum__
fleiss_Argl.dat
Fleiss Value of Arg2............: 0.9450765
Matrix path..:
C:/ThesisMeasurements/folder_out/262/5_asis_char_interval_annotatorNum_
fleiss_Arg2.dat
Fleiss Value of Al1l............: 0.8958739¢6
Matrix path..:
C:/ThesisMeasurements/folder_out/262/5_asis_char_interval_annotatorNum_
fleiss_BothArglArg2.dat

Processed Files..

A A T T TR AR
C:/ThesisMeasurements/ortaml_240710/0ysa\00003121_ASC_oysa.xml
C:/ThesisMeasurements/ortaml_240710/0ysa\00003221_ASC_oysa.xml
C:/ThesisMeasurements/ortaml_240710/0ysa\00005121_ASC_oysa.xml
C:/ThesisMeasurements/ortaml_240710/0ysa\00005221_ASC_oysa.xml

* Kk Kk Kk ok Kk kK kK
C:/ThesisMeasurements/ortaml_240710/0ysa\00003121_deniz_oysa.xml
C:/ThesisMeasurements/ortaml_240710/0ysa\00003221_deniz_oysa.xml
C:/ThesisMeasurements/ortaml_240710/0ysa\00005121_deniz_oysa.xml
C:/ThesisMeasurements/ortaml_240710/0ysa\00005221_deniz_oysa.xml

* Kk Kk Kk ok Kk kK ok ok
C:/ThesisMeasurements/ortaml_240710/0ysa\00003121_idemirsahin_oysa.xml
C:/ThesisMeasurements/ortaml_240710/0ysa\00003221_idemirsahin_oysa.xml
C:/ThesisMeasurements/ortaml_240710/0ysa\00005121_idemirsahin_oysa.xml
C:/ThesisMeasurements/ortaml_240710/0ysa\00005221_idemirsahin_oysa.xml
* Kk Kk Kk ok Kk kK ok ok

el s S S
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