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ABSTRACT

A HYBRID VIDEO RECOMMENDATION SYSTEM BASED ON A
GRAPH-BASED ALGORITHM

OZTURK, Gizem
M.S., Department of Computer Engineering
Supervisor: Assoc. Prof. Nihan KB8 CICEKLI

September 2010, 76 pages

This thesis proposes the design, development araduaion of a hybrid video
recommendation system. The proposed hybrid videomenendation system is based
on a graph algorithm called Adsorption. Adsorpti®m collaborative filtering algorithm

in which relations between users are used to mak@mmendations. Adsorption is used
to generate the base recommendation list. In dalewvercome the problems that occur
in pure collaborative system, content based filgiis injected. Content based filtering
uses the idea of suggesting similar items that nesteaiser preferences. In order to use
content based filtering, first, the base recommegaddist is updated by removing weak
recommendations. Following this, item similaritieisthe remaining list are calculated
and new items are inserted to form the final recemsations. Thus, collaborative
recommendations are empowered considering item lasitrés. Therefore, the
developed hybrid system combines both collaboraivé content based approaches to
produce more effective suggestions.

Keywords: Recommendation systems, collaborative filteringnteot based filtering,

graph based recommendation, information extraction
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GRAFIK TABANLI B iR ALGORITMAYA DAYALI H IBRIiT VIDEO
ONERI SISTEMI

OZTURK, Gizem
Yuksek Lisans, Bilgisayar MiuhendigliBolumu
Tez Yoneticisi: Dog. Dr. Nihan KBS CICEKLI

Eylul 2010, 76 sayfa

Bu tez, hibrit bir video 6neri sisteminin tasargelistirme ve dgerlendirme boltimlerini
sunar. Sunulan hibrit video oneri sistemin temebisédrption adindaki bir grafik
algoritmasina dayanir. Adsorptiogbirlikci filtrelemeye dayali bir algoritmadir ve éri
yapmak icin kullanicilar arasindaki benzerlikleizgéniinde bulundurur. Adsorption,
temel oOneri listesini elde etmekte kullanilir. Seele gbirlikgi filtrelemenin
kullanilmasiyla olgan sorunlari gmak igin igerik bazli filtreleme de sisteme eklenir
Icerik bazh filtreleme, kullanicinin tercihlerineyan benzer maddeleri oneriigerik
bazl filtrelemeyi kullanabilmek icin dncelikle teshdneri listesinden zayif nesneler
ctkanlir. Bunun ardindan, kalan nesnelerin 6nexilan nesnelerle olan benzerlik
oranlari hesaplanir ve yeni nesneler listeye ekl@&ioylece, gbirlikgi dneriler nesneler
arasindaki benzepe gore guclendirilir. Buna lgh olarak da gefitirilen sistem,

isbirlikci ve icerik bazl yaklaimlari birlestirerek daha verimli 6neriler ortaya koyar.

Anahtar Kelimeler: Oneri sistemlerihirlikci filtreleme, icerik bazl filtreleme, grai

tabanli 6neri, bilgi ¢cikarma
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CHAPTER 1

INTRODUCTION

Internet has already become a part of our livegr@lis no doubt that it is the easiest
way to reach data so people use Internet in trely dives. However, the data on the
Internet is increasing continuously. Everyday aehamount of information is uploaded
in many different topics so it becomes a diffictétsk for users to find out the

appropriate information available online.

Recommendation systems have arisen to provide ammnesuggestions to the users.
These systems can be used for different purposeseveral domains from offering

papers to researchers to helping consumers in ereooe. There are recommendation
systems in different domains such as films, telewigprograms, video, music, books,
news, images, web pages [1]. It can be said teapmnmendation systems basically aim
to overcome the difficulty of finding proper infoation. Available systems try to help

their users to find the correct data they want. Aghthe most famous ones Amazon is
recommending books in book domain. Last.fm helpsu$o find the songs that they
want to listen. MovieLens tries to guide users ¢ach the movies they might like.

IMDb, which is also in movie domain, has a big imi@tion archive about movies.

The roots of research on recommendations systetesdxo the mid-1990s when the
first papers about collaborative filtering are esed [2]. As it is also important in

business considering especially e-commerce, baflasiny and academic world has
given a great importance to recommendation syst@imss, a lot of research has been



done about recommendation systems. It is stillteshbject in terms of research because

current applications have deficiencies suggestongect items to users.

Former research work was based on the idea of qtiedliof ratings only. In other
words, the problem seems to guess the rating @itedhitems by users. Guessing ratings
for unseen items can be easily used for recommgnuiiv items to the users [2]. Later,
researches deals with more complex prediction @ghes. Especially, with the
improvement of information technologies, recommendgstems make use of

techniques such as information retrieval, user iodeand machine learning.

Recommender systems can be broadly divided inteetloategories according to the
approach they used to make recommendations. These antent-based
recommendation, collaborative recommendation aratrittyrecommendation [43]. In
content-based recommendation, items are suggesteddang to their similarity to the
items the user selected before. In collaborativwmenendation, items are suggested
according to the similarity between users with 8mhabits. Hybrid systems combine

these methods to obtain better performance.

Adsorption [27] is a collaborative filtering alghm which is already applied to

YouTube successfully. In YouTube, there are miiaf videos available and users can
state whether they like the video or not. Adsomptises this rating information and tries
to reach unrated videos using a graph-based diguriThe newly reached videos are

suggested to users as new recommendations.

In this thesis a hybrid system which uses bothatalfative filtering and content based
approaches is proposed for recommending videossgrsu By merging different
approaches, it is intended to give more powerfdults than using pure methods
individually. In this thesis, Adsorption algorithf27] is enriched by content based
approach to provide better suggestions. Besidieg wating archives, video and movie
content information is also used to suggest newnstewhich help to reinforce

recommendations.



In evaluating the proposed hybrid system two data bave been used: YouTube and
MovieLens. The data crawled from YouTube datasehighly sparse. MovieLens

provides a regular dataset containing users, mandsratings, which make this dataset
more appropriate for adding the content based appro The proposed algorithm is
tested on both datasets. The improvements in re@mnmdations were more obvious on

the MovielLens data.

Adsorption algorithm [27] is among the new generatigraph-based collaborative
filtering methods. This method is not used togethién content-based recommendation
before. In this thesis, the results of Adsorptidgoathm are improved by adding
content-based techniques to obtain more accuratgestions. Beside videos in

YouTube, Adsorption algorithm is also applied towieadomain in MovieLens.

In summary, the main contribution of this thesisniproving the results of Adsorption
algorithm by injecting content-based similaritiestween videos for the purpose of

enhancing recommendations.

The rest of the thesis is organized in the follaywvay:

Chapter 2 focuses on the related work about recommendatystesis. A detailed
description of the recommendation systems is ptedenincluding types of
recommendation systems, and different approacledsatie used in these systems. As
well as a formal classification, works that areeatty available in the literature are
addressed and explained according to the methoelg diilize. While explaining

existing works, useful parts of these works aréuieal, deficiencies are also mentioned.

In Chapter 3, the main work that is done for the developmenttioé hybrid
recommendation system is stated. The system actinigeis presented and modules that
form the complete design are explained in detgipyaches and algorithms which are

used in the system are discussed.



Chapter 4 is evaluation part in which experiments are inedlv Tests that are
completed in order to determine the success ofdthesloped system are stated and

results are declared.

Chapter 5 concludes the thesis with a brief discussion efdhtained system including

specific contributions. In addition, possible fidwrork is stated.



CHAPTER 2

RELATED WORK

In this chapter general concepts and the termiryoldgput recommendation systems
(RS) are presented. Different recommendation teglas are explained and algorithms
that are used to build RS are referred. Previouksvare discussed considering the

techniques they are used.

2.1 Recommender Systems

With the increase of the Internet usage and thdadl@ huge data, recommendations
became a part of life [3]. No matter what the damsaj a huge amount of information is
online and it becomes a difficult task to seleets that are necessary. Recommender
systems try to overcome this challenge and aimap people with the correct items.

More formally, recommender systems can be definedsystems which generate
personal suggestions as an output or guide usgirsdnally to reach relevant and useful
items among a lot of possible options [4]. Recomteersystems generally produce a set
of items which are aimed to take the attentionhef ¢urrent user in a high degree, so it
can be said that the recommender system is a nmgmtween users and items

involving a value of interest [63].

2.2 Recommendation Techniques

Recommendation techniques can be divided into fivein approaches which are

summarized in Table 1. The following assumptions @rade to construct the table:



First, it is assumed thats the set of items over which recommendationshirig made.

U is the user set, whose preferences are knowndsglreais the user for whom

recommendations need to be formed. Finalig,an item which is required to predics

preference.

Table 1 - Recommendation Techniques [4]

Technique

Background

Input

Process

Content-based

Features of items ih

u's ratings of items in
I

Generate a classifier
that fitsu's rating

behavior and use it on

Collaborative

Ratings fromlJ of
items inl.

Ratings fromu of
items inl.

Identify users irJ
similar tou, and
extrapolate from their
ratings ofi.

Demographic Demographic Demographic Identify users that are
information about) | information abouti. | demographically
and their ratings of similar tou, and
items inl. extrapolate from their
ratings ofi.
Utility-based Features of items ih | A utility function Apply the function to

over items in that
describess's
preferences.

the items and
determind’s rank.

Knowledge-based

Features of items ih
Knowledge of how
these items meet a
user’'s needs

A description ofu’s
needs or interests.

Infer a match betweer
i andu’'s need.

N




2.2.1 Content Based Methods

Content based recommendation systems suggest li@sesl on the correlation between
the content of the item and user’s preferencesThBgy try to suggest items that are

similar to the items which are preferred by theruis¢he past [6].

A content based recommendation system needs wes#rdek to learn the preferences of
the user. Generally, user profiles are constructeztder to represent user choices. The
information that is necessary for constructing tiser profile can be obtained in two

ways. They are implicit and explicit feedbacks [7]:

Explicit feedback: The user provides data willingly. Generally, usans forced to fill
forms at the beginning of a sign up process. Insgéh&rms basic demographic
information such as age, gender, education, ocmupalocation or user interests, is
requested. The user can state interests as “lakikien films” or “I don’t like horror
films”. As another option, feedback can be obtaird collecting ratings that are
assigned to the items. However, since this teclendgpends on asking the user to spend

time on the system, users might be bothered ofpttuisess.

Implicit feedback: The user is not aware of the fact that he/sheasiging feedback.
This type of feedback can be gathered by monitottreguser activity. For instance, in
video domain, a system can keep the list of wataheglies or even better, it can be
thought that if a usew, watches more than half of a videoit can be considered as “
likes v'. In this type, users are not disturbed, but théhgred results might not be as

relevant as the results that are collected fronti@kfeedback.

Early systems start with text-filtering. For insten a tool called SIFT (The Stanford
Information Filtering Tool) is proposed in [59]. BIFT users are subscribed to the
system and they construct a profile by statingwbeds to favour or block [60]. Profiles
can be changed manually by users. For each pr@@ilarticles are retrieved daily. In
[59], it is stated that SIFT usage is increasetl4@0 subscriptions in a month and there
is a considerable amount of positive user-feedback.

7



PURE [8] is an article recommendation system whighbased on content-based
recommendation. The system is tested using PubMledgtabase which is one of the
biggest databases about biological and medicahsese The obtained results show that
the system is useful for users to find articlest thee appropriate with the user’s

preference.

Machine learning and information retrieval algomith are used in order to specify user
favorites and create user profiles. Generally, arespace models (VSM) are used in
order to characterize user and item profiles [RIRES (Personalized Recommender
System) [5] is another content-based filtering elystvhich recommends articles related
to home improvements. System promises learning thighuse of feedback from user.
To accomplish learning, relevance feedback [11]hoetby Rocchio is used which

works in the vector space model.

The advantage of content-based methods is thalicibfpedback is enough to construct
such a system. Beside this, the database growsratitigs providing the improvement
of system performance in time. However, this fac iclue of a bottleneck which occurs
at the early steps of the system because there Imeustfficient number of ratings in

order to obtain a reliable system.

In this thesis, recommendations are firstly donegisollaborative filtering (CF). As a
result of CF, a recommendation list is obtainederhselected items in this list are
compared with other items which are not in the [$tis comparison is done according
to item contents, and new items are suggested #ds 8@® recommendations are
extended using CB filtering methods. Therefore dbiés of content-based approach are

obtained.



2.2.2 Collaborative Filtering Methods

In collaborative filtering, the basic idea is “slari users have similar preferences” [12].
Or it can be said that, to find the correct suggastfor the current user, other users that
are similar to the current user are figured oubbgerving their choices. By using this
information, the preference of the current user lsarguessed for specific items and a
list of items can be constructed which includes iteens that the active user might

prefer.

Collaborative filtering can be divided into two pediction and recommendation [13].
Collaborative prediction is the task of predictinger preferences for items, using
currently available preferences, and the relatioth \ihe preferences’ of other users.
Collaborative recommendation is developing a setemfiis which the active user might

like most.

In the light of these concepts, the general strectd the collaborative filtering process
is illustrated in Figure 1 [14]:

______— ltem for which prediction
i i o e i is sought

Paj (prediction on
item j for the active

user)

Prediction

'| Recommendation
Ty T oy Ty Top-N

f list of items for the
L active user

Active user

Input (ratings table) CF-Algorithm Output interface

Figure 1 - The Collaborative Filtering Process

Collaborative filtering systems can be divided itwo groups according to the
algorithms they use. These are memory-based cod#iibe filtering algorithms and
model-based collaborative filtering algorithms [14) memory-based algorithms the

user database is used in order to make suggestioaieas in model-based algorithms

9



the user database is used in a preparation préedearn a model, later this model is

used to make suggestions [13].

At the early steps collaborating filtering systemu® categorized into two separate
models which are pull-active collaborative filtegirand push active collaborative

filtering [15]. In pull-active systems such as Tsipg [16], the responsible party is the
user to request recommendations from the dataldageush-active systems the user
pushes the item to a specific group of users, amkemsuggestions to them. An example
of push-active systems is presented in [17] whichsed to recommend a document to
the related people in the company. Automated coftktive filtering (ACF) systems

save users from making choices.

In [61] collaborative filtering techniques are applin order to obtain accurate results in
movie search. More specifically collaborative filbg algorithms are used to compute
personalized item authorities in search [61]. Atptype movie search engine called
MADG6 (Movies, Actors, and Directors with 6 degredsseparation) is proposed. In the
system besides collaborative filtering informati@trieval techniques are also used in
order to obtain relevant suggestions. The systesvaduated using online and offline
experiments. According to test results, it is statkat both for online and offline

experiments proposed collaborative system workieb#tan IMDb and Yahoo! Movies

search.

GroupLens [18][19] (newsgroup articles domain),dif20] (music domain) and Video
Recommender [21] (movie domain) are among the elesgd ACF [22]. Amazon.com
is also a famous recommender in which the recomatenrd system uses item-based
collaborative filtering approach [23]. Other sugfasimplementations of collaborative-
based systems are MovieFinder.com and CDNow.conthwls later purchased by

Amazon.com [24].

MovieLens [25] is one of the most popular movieoramendation systems, which uses
collaborative filtering. For the watched items aWébens user give ratings from 1 to 5

(1 means “Awful” and 5 for “Must See”). If there ® rating on a movie, the system

10



assumes that movie has not been watched yet. Tagngs of all users are used to
suggest unwatched movies to the current user [15].

The problem with the MovieLens is that the systequests information from the user.
When a new user joins, he/she should read thefliseveral movies and give ratings
among the ones which are watched before. This tperas very time consuming

because MovielLens expects at least 15 ratingsdduge coherent recommendations.
At the beginning, the user should spare time totfiese forms which is not much

desired by many users.

Graph-based approaches are popular for develomltgborative filtering systems. A
graph based recommendation algorithm is proposedh Nodes of the graph are
formed by users and edges of the graph are formesinhilarity ratios between users.
Recommendations are done by traversing the nodashwdiso enables catching
transitive relations [68]. Experiments show thae tescribed algorithm performs
successfully on test data.

In [27] a collaborative approach is used whichasaloped for recommending videos in
YouTube [28]. In the system, a graph based senessiged [26][29], [30] algorithm

called “Adsorption” is proposed. It is actuallyteteh as an algorithmic framework which
is appropriate for the systems where the set oélliedb items is very small but the
number of unlabelled items is larger. So, Adsorptadgorithm is used when there are
both labelled and unlabeled items in the graphthadiim is to set labels to all unknown

nodes.

It is stated that there are several ways of clgsgjflabels in a graph [27]. Some of the
most well known of these approached are: nearéghineur, shortest distance, commute
time or electrical resistance [27]. But most ofsthéouches are very time consuming and
they are not able to end up in a reasonable tirpecsly in a spread and huge graph
structure. Commute distance is more sensible thar®but it is also too expensive and
generally do not allow improvements. To overconeséhdifficulties User-Video graph
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is formed. For better understanding a sample usieevgraph can be seen in Figure 2
[27]:

Users Videos
1

A D 5
B L s
4

& 5
[ e

D 7
8

E 9
[ 10

Figure 2 - An Example of User Video Graph

Suppose that there is a video callednd usem. The User-Video graph is used and

recommendation is done considering the followingditoons [27]:

1. uandv have a short path between them
2. uandv have several paths between them
3. uandv have paths that avoid high-degree nodes

In [27] three similar understandings of the aldont are stated: Adsorption via
averaging, Adsorption via Random Walks, and Adsormptia Linear Systems. Since
these approaches are accepted to be equal [27drgtds via averaging is selected in

which the main idea is based on forwarding exiskafigpls and collecting new labels.

This thesis is based on this collaborative filtgrimork, which uses averaging through
the user-video graph. First of all, label distribatlist is formed using adsorption. Then,
this pure collaborative approach is extended witltoatent based approach. Item

similarities are taken into consideration in ortieapply content based approach. Half
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of the distribution list is kept and other itemg aemoved in order to make space. New
items are obtained by calculating item similariteesd these items are inserted to the
empty places. So, a new distribution list is praglcThis list is used as the

recommendation list in order to obtain more aceurasults.

2.2.3Demographic Techniques

Demographic information such as country, age, gerethication can be used in order
to cluster users. Demographic information of a userompared with existing clusters.
The most relevant cluster is found for the usesoAitems are separated and weighted
according to their characteristics. These classes@mpared and finally, items in the

most matching cluster are recommended for user.

Generating clusters is the key issue when usingodesmphic filtering. For this reason,
Krulwich [31] builds the approach of demographiagelization and used this concept
in Lifestyle Finder. With demographic generalizatizuser profiles are constructed by
taking the advantage of a large-scale databasembgdraphic data. In Lifestyle Finder,
this approach is tested and results show thatehedraphic filtering is useful to create

user profiles.

Privacy is one of the most important issues in dgnagohic filtering. In [32], this issue is
addressed. The system proposes ALAMBIC a systene-fmmmerce and promises to
satisfy the necessities of privacy using demog@piftering. ALAMBIC suggests a
system in which recommendations are based on fekdb& users with similar

demographic information.

Generally, demographic filtering techniques are lom@d with other recommendation
methods. For instance, in [33] collaborative filhgris combined with demographic data

for automatic music recommendation and satisfyesylts are obtained.

The advantage of these kinds of systems is recomatiens can be done independent

of the user history (ratings, favourites etc.) Hoereit might be difficult to obtain
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demographic information. This data might be reggk¥rom users directly. IP addresses
can also be used but only limited data such astopdirity can be obtained. For these
reasons demographic filtering techniques cannotapplied to systems in which

anonymous user concept exists [34].

2.2.4 Utility-based Methods

Utility-based recommendation methods try to modelser's multi-attribute utility
function and recommend items with highest utilitemsed on this function [10]. So,
utility-based methods guess the importance of tteens for each user and do

recommendations based on the user preferences.

RBFN (radial basis function networks) and SMARTERn{ple Multi-Attribute Rating
Technique Exploiting Ranks) are two utility-basedthods. In [10] these methods are
compared with classical content-based vector-spamgel method. The comparison is
done in terms of recommendation accuracy, time esgeand user perceptions in the
contexts of recommending different types of ite#scording to the results item type
has an effect on the recommendation accuracy amel éxpense. Vector-space model
method is more appropriate if the items have nohattabutes. SMARTER should be
preferred if items have numerical attributes. HinaRBFN gives reasonable results
independent of the item type.

Utility-based methods do not need statics in otdetio suggestions, so new item and
new user problems do not affect the results ofdlsstems. The drawbacks of utility-

based methods are: system does not come up toawtsy &nd a utility function must be

provided.

2.2.5Knowledge-based Methods

In a knowledge-based system, there are three tgpesnowledge [4]. These are
catalogue knowledge, functional knowledge and ussowledge. First of all in

catalogue knowledge, the items and their featunesld be known clearly. Considering
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a web-based car recommendation system, the systetkmow that “Symbol” is also a
member of “Renault” which is also a “French” made.dn functional knowledge the
system should be able to match the correct iterogrding to the user needs. If a house
searching system is considered; when the usersetiterkeywords “calm” the system
should fetch houses such as “not in city centra’détached house not an apartment”,
“riverside”, or “around trees”. Finally, in user édwledge, the system needs to know

about the user, which is generally the demograipificcmation about the user.

In [35] systems using KB methods are reviewed. @nEntree which is a restaurant
recommender. Another one Recommender.com is a wwebwhich provides movie
research.

The good point with KB systems is they do not sufiem cold-start problems.
Because, the necessary information should alreadkriown and new data is not

constructed later on.

The bottleneck of the Knowledge-based recommengsess is that, they suffer from
all situations in which there is lack of informatiol herefore, in order to obtain required
data, a detailed knowledge mining should be dooé,shmce this is a very expensive
process, it is generally not preferred. As anotbeadvantage, KB recommender
systems can make suggestions only with the infaomathat is given. KB systems

cannot come up with new information as a collabeeadystem does.

2.2.6 Hybrid Methods

Each type of recommendation techniques has its stiwvangths and weaknesses. The
disadvantages of pure systems can be overcomenblyicmg different techniques [36].
Hybrid methods produce recommendation systems ichnédit least two of the existing
techniques are used. The aim is to take benefitallofechniques and obtain more

relevant suggestions.

In [4], some of the blending methods are discus§kdy are summarized in Table 2.
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Table 2 - Hybridization Methods

Hybridization method Description

The scores (or votes) of several recommendatiohntgues arg

Weighted _ _ _
combined together to produce a single recommenuatio
o The system switches between recommendation teatmidepending
Switching o
on the current situation
Mixed Recommendations from several different recommenaer presented
ixe

at the same time

o Features from different recommendation data sousres thrown
Feature combination

together into a single recommendation algorithm.

Cascade One recommender refines the recommendations givemdther.

Feature augmentatior) Output from one technique is used as an input fedatuanother.

Meta-level The model learned by one recommender is used astimpnother.

To produce hybrid systems, the most popular appraado combine content based
systems with collaborative filtering systems. Orfighe early examples of this kind of
integration is [37], which is done in online newgpadomain. The system takes into
consideration both content based and collaborafiltering and constructs the
suggestions by taking the weighted average of #seilts from these two different

approaches.

A personalized news recommendation system is dpedldor Google News in [38].
The content-based recommendation mechanism whiek learned user profiles is
combined with an existing collaborative filteringeahanism to generate personalized
news recommendations. Tests are done on the &ffectof Google News website. As a
result, it is concluded that the hybrid method ioyas the quality of news

recommendation.
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System in [62], works for movie domain. A hybridssgm is described in which a

content-boosted collaborative filtering approachfaowed. In the system, existing

user-rating vector is very sparse. First of allnteat based predictor is applied to the
user-rating vector. The resulting pseudo user-gatigector contains both real user
ratings and predicted ratings for unrated itemsenlthe obtained vectors are combined
to form a user-rating matrix. The constructed mats passed to the collaborative
filtering system. Collaborative filtering outputsdl recommendations. It is reported
that the hybrid system gives better results thaimgugpure content based or pure

collaborative systems.

In [66], a graph based model is developed for lmgide-commerce recommender
systems. A two-layer graph model is presented irchvkhe nodes represent products
and customers accordingly. Edges between customegnesent similarity between
customers whereas edges between products repa®ehict similarity. On the other
hand, links between two layers demonstrate purchaiseory. A generic data
representation is provided and this proposed madel be used with different
recommendation techniques which are content-basmillaborative and hybrid
recommendations. Content-based approach is usedadbiyating only product
information. To apply collaborative approach, casto-layer and inter-layer links are
used. Finally, all edges are activated in ordeshktain the hybrid approach. Evaluation
results show that the hybrid method performs béitt@n both collaborative and content-

based methods.

In this thesis, advantages of both collaboratiltering and content based methods are
used. Recommendations obtained by collaboratiterifilg are enhanced using content
based methods. Therefore, this work representdbeachgecommendation system using

cascade hybridization method.

2.3 General problems in recommender systems

In recommender systems, different problems canrpaepending on the techniques

that are used. These can be summarized as theiiodjo
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2.3.1Cold Start

Recommender systems might suffer from cold stawblem [39]. These systems use
collected information to make reasonable recommimua There are situations in
which there is lack of required data and a reconteersystem suffers in these
situations. These problems can be gathered in&etgroups which are new user, new

item and new system.

New user: When a new user signs up to a recommendationmsyskere is only little
information about that user. So, it is very diffictor the system to produce realistic

recommendations.

Both collaborative filtering and content basedefilhg techniques suffer from the new
user — cold start problem. In order to build theryzrofile and produce coherent results,
there should be enough user feedback, which isrgiyéhe ratings that are given to the

items [2].

New item: This problem is seen when there is a newly adtisd o the system. In this

situation, there is not enough feedback that isigea for that item by users.

Especially collaborative filtering techniques suff'om this problem. Because in
collaborative filtering recommendations are basedhe previously given ratings to the
items by other users. Therefore when a new an isesalded there is no data about that
item. Considering movie domain, when a new moviadded to the recommendation
system, there is no rating that is given to thavimoSo, until a sufficient number of

ratings are given to that item by users, the nem iis not recommended by the system

[2].

New system:New system problem is the synthesis of the new asel new item

problems which occurs clearly when a systems reidgen constructed.
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In [40], cold start problem is addressed. Coldtgpanblem is splitted as: user side and
item side. The work concentrates on user side iiciwthere is a new user who does not
have any preferences over the existing items. Ttwerea hybrid model is constructed
which is based on the analysis of two probabilistispect models using pure
collaborative filtering to combine with the usedsita. MovieLens data set is used to test
the system. According to the results, it is found that this model helps to solve the

user-side cold-start problem to some extent.

2.3.2 Data sparsity

Data sparsity plays an important role in recomm#adasystems. In [12], data sparsity
problem is addressed in collaborative filtering.the work, it is concluded that the
sparsity of the data directly affects the obtaimedults of collaborative filtering

recommendation systems.

Considering movie domain, there may be a lot of ie®v¥hat are rated by few people.
Even if the users, who rate the movie, give higings, this kind of movies would not

be recommended very often [2].

Systems such as [41] try to eliminate the datas#iyaproblem. In [41], a method is
suggested to enhance similarity matrices undersspdata as well. The evaluation is
done using Movie-Lens data. Experiments are donegudifferent sparsity levels.
Results show that the proposed Random Walk Recomenegorithm outperforms two
other item-oriented methods in different sparséyels, especially giving best results

when the data is sparse.

In this thesis, primary approach is using YouTubadYouTube has a big database but,
it does not share its dataset with public. So, Y€l data is formed by crawling and
due to this reason, it is very scattered. For gmrkon, the number of seen movies and
ratings are very low and this makes it difficultwmrk with this data. Because of the

high sparsity of YouTube data, one of the reguigtaset alternatives MovielLens is also
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used. In MovielLens dataset, each user has at28asttings and this makes the dataset
more uniform than YouTube dataset.

2.3.3 Over-specialization

In content-based filtering, the system aims to ssggtems that are highly matching
with the user profile. This causes a user to fadth vgimilar recommendations
continuously that are already rated, not differ@més that the user might like [42]. This
problem is called over-specialization and pure eonbased filtering systems often

experience this problem [43].

This problem can be solved with inserted randommessdegree. In [44], it has been
proposed that the use of a genetic algorithm caa belution in terms of information
filtering. Beside this, Outside-The-Box (OTB) recmendation [45] proves that taking

some risks are helpful to overcome over-speciatingiroblem.

There are several other methods trying to overctimseproblem. For instance CHIP
(Cultural Heritage Information Personalization)asCB recommender system which
uses semantic relations, claiming that the usagemmiantic relations can partially solve
the over-specialization problem by providing aduhil information and retrieving new
concepts [46][47].

As over-specialization problem is related with @mtbased filtering, collaborative
filtering techniques can be used in order to elatenthe problem. However, [48] deals
with over-specialization problem by presenting aspealization strategy without
making use of collaborative filtering approaches.the system a different reasoning
mechanism is used which offers semantically relateats, instead of using semantic

approaches and finally, the obtained system is t@e@commending TV-programs.
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2.4 Evaluating Recommendation Systems

After building the recommendation system, the rat&p is making tests on the system
in order to prove its usefulness. Because thersareral different methods to evaluate a
recommender system, the system designers mustedeni@ proper approach that will
be employed to the system [49]. Selecting propgorghms is a key issue in order to

construct successful systems.

The evaluation of recommender systems can be divitte three main parts which are

offline experiments, user studies, and online eatabn.

2.4.1 Offline experiments

Offline experiments are performed using the da#a ith already available. This data set
is generally the ratings that are collected fromrsisin these methods, it is aimed to
simulate the interaction of users to the systenj.[8&hce offline experiments do not
interact directly with the user, the evaluation t@ndone using different techniques just
with a little cost.

In this thesis, data that simulates the user behawicollected so offline experiments fit
very well for the needs. Especially consideringtiheng issues, offline experiments are

used to evaluate the system behavior.

2.4.2 User studies

User studies are generally performed by askingsuseinteract with the system. During
this period user behaviors are monitored and rexbriihe goal is to collect quantitative
measurements [49]. In most of the cases userssaez do fill questionnaires, before,
during and at the end of the task.
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2.4.30nline evaluation

This kind of experiments collect more accurate ltestinan other techniques as they
measure the system behavior in reality. Measuresnaré done while the system is
running. However, there is a risk that unexpectsllts might occur and this might
cause the system even crash [49]. Therefore, befmpéying online evaluation, basic
tests should be done in offline environment to ptesafety.
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CHAPTER 3

A HYBRID VIDEO RECOMMENDATION SYSTEM BASED ON

GRAPH-BASED ADSORPTION ALGORITHM

3.1 General System Overview

The hybrid recommendation system that is develdpethis thesis is an application

which aims to select appropriate videos or moveesigers.

The developed recommendation system can be uskddrsotouTube and MovielLens.

Recommendations are done according to both cobdilverand contend based features.
First, ratings are guessed according to collabaratelations. Then, content based

features are injected to provide a hybrid system.
3.2 System Architecture

The generated hybrid recommendation system consistdifferent modules. Each
module is developed for a specific task. The gdrsystem architecture is presented in

Figure 3.
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Figure 3 - General System Architecture

The distribution list consists of users and the disvideos for each user. The items in

the video list are found to be related to that aset can be recommended accordingly.

ltem similarities table demonstrates how much tteons are similar to each other. In
first column items are listed. The aim is to fife tsimilarity ratio of other items to these

selected items. Other columns in the table showlikeéiness proportion of different
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items. For instance, the similarity between v2 ahd is 90%, v2 and v4 is 45%, v3 and
v15 is 94%, etc.

3.3 Design Issues

The designed recommender system is able to work tib different databases. The
first one is YouTube database, the second one Méllens database. Besides in order
to insert content based techniques IMDb databaselss used together with the

MovielLens dataset.

3.3.1 Database

MySQL [50] which is one of the most popular opentse databases is used during the
development of the recommendation system. JavasRaerse Architecture API (JPA)
[51] is used in the design of the system. JPA i$a@a specification which enables
accessing, persisting and managing data betweenalgects / classes and a relational
database. Currently, JPA is admitted to be a stdnfia Object-Relational Mapping
(ORM).

JPA cannot make any actions by itself as it is pstet of interfaces. So, it needs
implementation. Recently, there are implementat@indPA and in this work Hibernate
is used. Hibernate is an open-source implementatiai*A. So by the help of JPA and
Hibernate a Java class is mapped to the relatdetabase table. So, the user does not

have to think about neither table structures nioiing tables.

In JPA, there is an EntityManager API. This APl \pdes processing queries and
transactions on the objects against the databaseddthis, there is also an object level
qguery language, JPQL [52]. JPQL is used for querybjects in the database. These
recent technologies simplify database modelling stmofrten queries that are needed to

reach database items.
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The created database structures are the same tdrue and MovieLens and they are

shown in Table 3.

Table 3 - Database Structure for YouTube and Movielens

Table Name Fields in Table Summary

user Name This table contains user names. User
names are unique. This table is constru¢ted
from user Java class that is described in|the

application.

video_rating id, rating, videold This table contiwideold, and rating
pairs which are kept together using unique

id for each pair. This table is constructed

from movie_rating Java class that |is
described in application. Only rating and
videolds are stated in class. id field|is

formed by Hibernate.

user_video_rating User_name, ratings| ithis table is used for joining user and

y
formed by Hibernate. Since the user class

video_rating tables. This table is entire

actually contains a list of movie-rating

objects, the connection between users jand

movie-rating pairs is satisfied by this table.
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3.3.1.1 YouTube Database

In this thesis, the database tables are handled UW$?A and Hibernate. To construct
YouTube database, objects are passed to Hiberndttha related tables are constructed

as in Table 3.

3.3.1.2 MovieLens Database

GroupLens Lab. shares their MovieLens data for kbpess. Currently, the data is
available on Internet and it is in text format. Nehens data includes user_id, item_id
and rating for the related item. Therefore, theadatn be downloaded and inserted into

the database.

For MovieLens database a MovieLensConverter istedeim order to use the same data
structures that are previously created. The coaevedaches the existing MovielLens
table, extract users, movies and ratings accorginghen, Java objects are developed
and they are inserted into the database using raber, both YouTube and MovieLens
databases have same structures and this enablBgsngppame techniques on both

databases similarly.

3.3.1.3 IMDb Database

MovieLens does not include features of movies, IMIDb does. So, in order to reach
movie features there is a need to extract the fdama IMDDb. In order to gather movie
data an information extractor is developed in [&8Y [54]. This information extractor
processes movies in IMDb and add their informatmthe local database. We have also
used their IMDb database in this thesis. Theirlolta includes features of movies and a
connection table for MovieLens-IMDb IDs which erneblmapping movies between
MovieLens and IMDb.

In IMDb database there are various sections anmiries but not all of them are used.

The details of selected features and fields arensanzed in Table 4.

27



Table 4 - Database Structure for IMDb

Used Table Name

Used Fields in Table

Summary

title

kind_id

Describes kind information of the

movie.

cast_info

role_id, person_id, movie_

d Includes @af®rmation of a

movie

name

id, name

Involves names of actors and
actresses. cast_info and name ar
used together to obtain cast of
movie and hame of the writers as

well.

movie_info

info_type_id, info, movie_id

Stores mevd, info and info type
ids of movies. According to the
info_type_id genre, language and

country of movie can be obtained

keyword

keyword, id

Stores keyword for a movie

movie_keyword

keyword_id, movie_id

Stores moviaid keyword id.
When used together with keyworg
table, keywords for the related

movie can be extracted.

movie_companies

company_id, movie_id,

company_type_id

Includes company id, movie id an

company type id

company_name

name, id,

Stores company name. Used
together with movie_companies
table in order to get company

information.
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3.3.21tem and User Modelling

In the proposed hybrid recommendation system, ¢oiaborative filtering technique is
applied and then the content based approach istégjdo the results. The input to the
CF approach should be a graph. To construct tliphgrusers and items are formed as

nodes of the graph.

At the beginning items and item ratings are stmattutogether as item-rating pairs.
Then, these objects are used in order to modekubkser objects contain user names

and a list of item-rating pairs.

For each user a graph node is constructed. Whi¢éenexng the list of item-rating

objects, a graph node is inserted for each distitech. Weighted edges are added
between nodes considering the ratings that arengivehe items by the corresponding
users. An example of a constructed graph strugtuggven in Figure 4. It should be

noted all user names and video IDs are uniquedrsyistem.

userfMame="henry' userMame="mark'
weight=0.8 waelght=1.0 weight=0.8 weight=1.0
rating: 4] [rating:5) [rating:d) (rating:5)
videold="123456 videold="654321" videold="456123

Figure 4 - Modelled Graph Structure
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3.4 YouTube Information Extractor

YouTube does not provide a database that can lkkingais thesis. For this reason it
was necessary to develop a module to crawl YouTa construct the YouTube

database.

YouTube provides an API [55] in order to help depers to implement client
applications. With the APl methods, only a limitachount of information can be
extracted. But the available methods are helpfulmplement a data set extracting

module. We used this API to retrieve the necesdatg to construct our data set.

There are different YouTube APIs available for eiéint programming languages. These
are Java, .NET, PHP and Python [55]. In this thelsisa API is preferred for the reason
that it is object-oriented and there are numerdusries available for Java. Besides,
Java is used within Eclipse which is an open-soliide [56]. Especially in Eclipse,
Java is very well supported which makes easierafaileveloper to build applications
using Java and Eclipse together.

The YouTube dataset module is implemented by usieglava Platform, Eclipse IDE
and the API which is provided by YouTube. The eotkd data includes user
information, such as user name, list of pre-watcéwedl rated videos, and given ratings.
Periodically, the system checks for updates in usirmation and inserts new data

accordingly. This enables the data to stay up te.da

The task of collecting data for our database coetinnearly four months. During that

period 15,090 users are added to the system witl6@4 videos and 177,733 ratings.

3.4.1Video Fetcher

Since the list of YouTube users is not readily klde via YouTube API, various videos

are visited as a first step to collect user dateer& are standard feeds such as top_rated,
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most_viewed, top_favorites, most_popular, most mecenost_discussed which are
provided by YouTube. These standard feeds candutassin the following:

http://gdata.youtube.convfeeds/api/standar dfeeds/recently featured
http://gdata.youtube.com/feeds/api/standar dfeeds/most_popular
http://gdata.youtube.convfeeds/api/standar dfeeds/top _rated?time=today

The returned feeds are in xml format. For each maere is an <entry> tag and all
information about the movie exists in the <entrgg.tFigure 5 is an example of an entry

tag for the video in most_popular feed (less imgatrparts are eliminated):

<id>http://gdata.youtube.con/feeds/api/videos/C ES3GIWM-A</1d>
<published>2010-07-21T18:35:33.000Z</published>

<updated>2010-07-31T10:51:17.000%</updaced>

<category scheme="http://schemas.google.com/g/2005#kind" term="http://gdata.yountube.com/schemas/2007#video"/>
<category scheme="http://gdata.youtube.com/schemas/2007/categories.cat" term="Games" label="Gaming"/>
<category =cheme="http://gdata.yontube.com/schemas,/2007/keywords.cat" starcraft"/>

<category =cheme="http://gdata.yontube.com/schemas,/2007/keywords.cat" sc" />

<category scheme="http://gdata.yountube.com/schemas/2007 /keywords.cat" term="sc2"/>
<category scheme="http://gdata.youtube.com/schemas/2007 /keywords.cat" term="starcraft2"/>
<category scheme="http://gdata.yontube.com/schemas/2007 /keywords.cat" term="dominion"/>
<category scheme="http://gdata.yontube.com/schemas/2007 /keywords.cat" term="launch"/>
<category schemse="http://gdata.yontube.com/schemas/2007/keywords . cat" trailer"/>
<category schemse="http://gdata.yontube.com/schemas/2007/keywords . cat" cinematic"/>
<category =cheme="http://gdata.yontube.com/schemas,/2007/keywords. cat" wideo"/>
<category =cheme="http://gdata.yontube.com/schemas,/2007/keywords.cat" term="rts"/>
<category scheme="http://gdata.youtube.com/schemas,/2007/keywords.cat" raynor"/>
<category scheme="http://gdata.youtube.com/schemas,/2007/keywords.cat" kerrigan"/>
<category =cheme="http://gdata.yontube.com/schemas,/2007/keywords.cat" mengsk"/>
<category =cheme="http://gdata.yontube.com/schemas,/2007/keywords.cat" epic"/>
<category scheme="http://gdata.youtube.com/schemas/2007/keywords.cat" term="strategy"/>
<category scheme="http://gdata.yountube.com/schemas/2007/keywords.cat" term="game"/>

0

<category scheme="http://gdata.yontube.com/schemas/2007/keywords.cat" term="videogame"/>
<title type="text">StarCraft II - Ghosts of the Past Trailer</title>
<content type="text">This extended trailer was released...</content>

<link rsl="alternate" type="text/html" href="http://www.yountube.com/watch?v=C ES3GIWM-ALtamp: feature=yountube gdata"/>
«link rel="http://gdata.youtube.com/schemas/2007#video.responses" type="application/atom+xml" href="..."/>

<link rel="http://gdata.youtube.com/schemas/2007#video.related" type="application/atom+xml" href="..."/>

<link rel="http://gdata.youtube.com/schemas/2007#mcbile" type="text/html" href="..."/>

<link rel="self" tyvpe="application/atom#+xml" href="..."/>

<author>

<namerstarcraft</name>
<urirhttp://gdata.youtube.com/feeds/api /users/starcraft</uri>
</author>
<gd:comments>
<gd:feedlink href="http://gdata.yountube.con/feeds/api/videos/C ES83GEWM-A/comments" couw
</gd:comments>
<media:group>

t="21T748" />

</media:group>

<gd:rating average="4.9004245" max="5

<yt:statistics favoriteCount="14527"
</entry>

umRaters="22606" rel="http://schemas.google.com/g/2005%0overall"/>
4179372" />

Figure 5 - Sample video feed
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Beside standard feeds, videos are also retrievellelpybased searches. For instance
when “flute” is typed and the related videos ararcleed, a list of videos are returned
that fits the search criteria. The list of returnedeos is inserted as new videos to the

system database.

3.4.2 User Fetcher

The obtained xml files contain video informatiorluding a feed link for comments of

the corresponding video. Its format is as follows:

http://gdata.youtube.conmv/feeds/api/videos/d1_JBMrrYw8/comments

The keyword ‘d1_JBMrrYw8’ is the video-id for videdvatar Movie Trailer [HD]'.

Each video has a unique video id which identiffess\ideo.

Each comment stays in a separate <entry> tagiadilte in video feeds. Its format is

shown in Figure 6.

“entry
<id>http://odata.youtube.com/feeds/apl/videos/dl_JBMrrYws/comments/0NSNT1heEUBM3WS4vGgiZsk34rJOvBeUR-tYulpPHYW</ 1d>
<published>2010-07-31T11:45:18.000Z</published>
<updated>2010-07-31T11:45:18.000Z</updaced>

<category scheme="http://schemas.google.com/g/20058kind" term="http://gdata.youtube.com/schemas/2007#comment" />
<title typ xt">lots of new things ...</title>

<content type="text">lots of new things online...</content>

<link rel="related" type="application/atom#tzxml" href="http://gdata.youtube.con/feeds/api/videos/dl JBMrriws"/>
<link rel="alternate" type="text/html" href="http://www.youtube.com/watch?v=dl_ JBMrryws"/ >

<link rel="self" type="application/atom+xml" href="http://gdata.youtube.com/feeds/api/videos/dl JBMrrYw8/..."/>

<author>
<name>shivamchugh712</name>
<urirhttp://gdata.yontube.com/feeds/api /users/shivamchugh712</uri>
</author>
&fentryy

Figure 6 - Sample comment feed
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Comment feed is retrieved because it containsish@fl users who share their opinions
about the video. But YouTube does not allow gettasigcomments (therefore users).
The number of comments that can be retrieved foh e@deo item is limited to 1000

and it can be taken in groups of 50.

3.4.3 Rating Fetcher

User names are extracted from comments, and tleegideted to the database. The next
step is getting ratings of users. In YouTube, azs#dr has their events feed. If the users
agree to share their activities, these feeds cametyeeved from YouTube system.
Activity feeds contain information such as rateddeds, favourite videos and
commented videos. But, in order to fetch this détaiTube requests developer-key
which can be obtained with Google accounts [57]is Téheveloper-key is used in

requesting feeds. A sample request is as follows:

http://gdata.youtube.convfeeds/api/user §/gizoztur k/events?v=2& key= Al 39si 4ysl kjnbqC5
TNtBZMPXBsuLg2WHtw6 TuvZoBi CvchRIXnmiV_H8aaS_F-3gd_cuwDNG6AVQSVENCt-
b6nAU3gGOdTHAOW

This link retrieves the events of the YouTube ugemozturk’. However, there is also a
restriction in YouTube such that a developer is alldwed to retrieve feeds which
occurred more than 60 days before the time of &glib]. Activity feeds are parsed
and rated videos are added to the database withitka ratings. In addition, favourite

videos are also added assuming the user has graim@ 5.

During the time of collecting data, YouTube has rded their rating system.
Previously, users were giving ratings in a rangfpb]. However in the new version of
YouTube, users explain their tastes by markinge'lir ‘dislike’ options. In order to
provide compatibility, prior ratings are convertta values between [0, 1]. In other
words, if a user likes a video it is assumed thatuser has given a rating of 1 to that

video, and O otherwise.

Figure 6 presents an entry tag which containsgatiformation.
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Kentry od:etag="W/&quot : AKMERH47eCp7ImASWKXSTEkK4 . &quot "B
<idrtag:youtube.com, 2008 :user: gizozturk: event: Z216b3p0diIrMjEyODAYMzgOMDUzMz ASMDK 30A%3D%3D</ 1d>
<updated>2010-07-27T13:46:45.000Z< /updated>
<category sch "http://schemas.google. com/g/2005¢kind" term="http://gdata.yontube.con/schemas/2007§userEvent" />
<category =ch "http://gdata.youtube.com/schenas /2007 /userevents. cat" term="video rated"/>
<titlergizozturk has rated a video</title>

<link rel="alternate" type="text/html" href="http://www.yontube.con"/>
<link rel="http://gdata.youtube.com/schemas/2007#video" type="application/atom+xml" href="..."/>
<link rel="self" type="application/atom+xml" href="..."/>

<author>
<name>gizozturk</name>
<urirhttp://gdata.youtube.con/feeds/api /users/gizozturk</uri>
</author>
<gd:rating max="5" min="1" rel="http://schemas.google.comn/g/2005#0verall” wvalue="5"/>
<yt:videoid>24qweVnI0-A</vi:videoid>
<yt:irating value="like"/>
/entrys

Figure 7 - Sample rating feed

This rating feed is in the new rating structurecdh be seen that the rating value in this

example is ‘like’ which is automatically assumed®o'5’.

There is also a module that scans through all uéetches their activities and update
ratings if there are changes. This module runsoperally to gather up-to-date

information.

3.5 Recommender

The proposed recommender system uses both coltaleofdtering and content based
approaches in order to provide suggestions. Caiidive filtering technique forms the
predictions for the movies and content based appr@ms to improve the obtained

results.

The following sections clarify both the collabovati filtering recommendation and

insertion of content based features within the ggied system.
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3.5.1Pure Collaborative Filtering Approach

Collaborative filtering is one of the most succakdechniques in recommendation
systems and it makes use of preferences of mamyg userder to predict interests of the
current user. Here, the underlying assumptionas tisers who have similar interests in

the past would have similar interests in the futoe

In general, it can be said that collaborative fitg examines the previously given
ratings of all users to the items and use themrderoto guess the ratings of unrated

items for the active user.

In this work, a graph-based collaborative filterialgiorithm is used. The algorithm is

called Adsorption.

3.5.1.1 Adsorption Algorithm

Adsorption algorithm is a general framework whearghis a rich graph structure, in
which there are both labelled and unlabeled itentsiacan be used for classification

and learning [27].

There are different versions of Adsorption algaritland the basis of the algorithm
arises from the idea of finding the optimum wayclafssifying items in a graph in terms
of labels that are already put on some other itémether words the problem is giving
labels to the unlabeled items using labelled itemtke graph structure. The versions of
adsorption algorithm are ‘Adsorption via Averaginghdsorption via Random Walks’
and ‘Adsorption via Linear Systems’. According te ttheorem given in [27] all three
version of the Adsorption algorithms are equalthiis work ‘Adsorption via Averaging’

version is used due to memory and time issues.

As Adsorption algorithm is a graph based methoedreths a need to represent items as
nodes of graph to apply it in YouTube domain. Thiee this, the graph architecture is

built involving YouTube users and available videwsl Adsorption is thought to work
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through that developed User-Video graph. An insgamicuser-view graph is illustrated
in Figure 8.

YouTube Users

ann tom mary robert
. Avatar Movie Shakira - Lord of the . .
Videos Trailer Waka Waka Rings Soccer Video Nadal Tennis

Figure 8 - An instance of User-View Graph

As it can be seen in Figure 8 relations betweerosdand users can be determined.
Besides, by tracking a movie that is watched bgex,uwther unseen videos can be found

collaboratively.

3.5.1.2 Adsorption via Averaging

The main idea in adsorption via averaging is fodiay labels from the labelled items to
the neighbour items, and saving the received labelseighbours. The important part of
the algorithm is to make sure keeping importanbrimiation while guaranteeing to
converge with a reasonable number of label assigtsnélore formally it can be

explained as the following [27].

A graphG = (V,E,w) is given wherd is the set of vertices; denotes the set of edges,
andw : E — R denotes a non-negative weight function on the edgdsnotes a set of
labels. Assume each nodein a subseV; [J V carries a probability distributioh, on

the label set.V, represents the set of labelled nodes.

At this point some pre-processing is necessaryegoh vertex € V;, a shadow vertex
7 is created with exactly one outgoing neighbpwhich means and? are connected

by an edge with a weight of 1.
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The pseudo-code of the algorithm is as follows:

Input: G = (V,E,w),L,V,.
repeat

for eachw € V UV do:

LetL, = Y,w(u,v)L,

end-for

NormalizeL,, to have unit.; norm
until convergence

Output: Distributions{L,, | v € V}

In order to apply the algorithm, the first step ts create the user-view graph.
Considering effective usage of memory and processteos which have a rating lower
than the decided threshold are pruned and not atdd#te graph. After experimenting
with different values it is decided to set thisetinold value to 4. That is, if a user has
given 4 to a movie, that movie is added to the lgtaypadding an edge between that user

and the movie. If the rating of the movie is Xihot added to the graph.

After the pruning step, a shadow node is createc&ch user and video, which is the

end of the graph construction part.

Each node of the graph is traversed one by ondtarabel distribution list is updated
according to its neighbours. First, the label disition list of the current node is cleared.
Then, this list is reconstructed by traversing neighbours and copying their label
distribution lists. The edge weight between therenir node and its neighbour is also
taken into account in this process. For instanfcthe edge weight is 0.6 between the
current node and its neighbour, neighbour labeatidigion list is multiplied with 0.6
and copied to the distribution list of the currente. This copying process is continued
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with the neighbour of the neighbour of the curneatle and so on. While going deeper,
the effect of labels reduces dramatically and tiamel memory constraints become
crucial. For this reason, the system uses onlyfitee 3 levels of the neighbour label

distributions.

The size of the label distribution list limits thebels which will be carried to the next
iteration. Therefore, after the label distributicst is formed, it is sorted and poor labels

are deleted from the list.

This process continues until the label distributishof all nodes converges. To be more
precise, whenever the label distribution list dfn@ldes remains same on an iteration, the

algorithm terminates.

3.5.2Injection of Content Based Methods to Collaborative-iltering

To increase the strength of recommendations iegded to add content based filtering

to the results obtained by collaborative filtering.

The content based method that is used in thisgldess not provide recommendations
itself. Instead, it is used to recommend videosfe®to the users that are similar to the
ones obtained with the Adsorption algorithm. Then @& to suggest different but also

relevant items to the users.

Content based approach is added by using itemasitres. As two different datasets are
used in this thesis, two different similarity mediscare applied, one for YouTube dataset
and one for MovieLens dataset. Collaborative resaie sorted by relevance and less

relevant results are replaced with content bagadasity results.
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3.5.2.1 Item Similarities for videos in YouTube

YouTube has its own algorithms to decide the simtiés between videos. This is
exactly the necessary property to obtain item sinti€s in this thesis. In YouTube API

there is a feed which retrieves the related vide@sspecific one.

In order to retrieve the related videos of a sekkatideo, the first step is to determine
the video id of the selected video. As it is expdal in Section 3.4, there is a list of
videos containing YouTube video ids for each videthe database. Using the id of the
video, an HTTP GET request is sent to the relat®i.LAn example URL of 'Avatar
Movie Trailer [HD]' is as the following:

http://gdata.youtube.convfeeds/api/videos/dl_JBMrrYw8

The retrieved xml file contains a link which can umeed for retrieving related videos of
the current video. The structure of the retrieved file is shown in Figure 9 (some parts
are shortened to focus on the related videos URL).

"http://gdata.voutube.com/schemas/2007/keywords.cat" term="alien"/>

=="http://gdata.youtube. com/schemas /2007 /keywords . cat" term="yt:gunality=high"/>

<title typ ext">Avatar Movie Trailer [HD]</titcle>

type="text">Avatar Movie Trailer [HD] Director: James Cameron Release: 12/18/2009 ...</contentc>

"alternate" tvpe="text/html" href="http://www.youtube. cam;".'.va.tch?v=d1_J'Bl-IrrYwS&a.mp :feature=youtube_gdata"/>

"http:..." type="application/atom+xml" href="http://gdata.youtube.com/feeds/api/videos/dl JEMrrYwE/responses"/>
EIink rel="http:..." type="application/atomtxml" href="http://gdata.youtube.com/feeds/api/videos/dl JBMrrYws/related"/>
<link rel="http:..." type="text/html" href="http://m.yountube.com/details?v=dl JBMrrYws"/>
<link rel="self" type="application/atom+xml" href="http://gdata.youtube.com/feeds/api/videos/dl JEMrr¥wE"/ >

Figure 9 - Related-videos URL in a Singe Video Feed

So, the part that is used to obtain related vidgos

http: //gdata.youtube.com/feeds/api/videos/d1_JBMrrYw8/related

When this feed is retrieved the list of relatedead are gathered including the basic

video information such as category, title, contentthor, comments and ratings. If a
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related video is already in the recommendation hasiother related item is added to

recommendation list.
3.5.2.2 Item similarities for movies in MovieLens

It is necessary to find similarities between movies MovieLens. The relationships
between movies can be found according to theiufeatsuch as year, actors, genre etc.
However, in MovieLens database only basic infororatielated to the movies exist.
These are movie hame, movie year, movie genre,enidDb URL, user gender, age,
occupation and zip code. So, it is required to gathore detailed movie information
from IMDb. IMDb stores extra information about mesilike movie kind, writer list,
cast list, country, language, company and keywords.it is stated in Section 3.3.1.3
gathering movie information is handled by the dassbthat is prepared for [53] and
[54].

At this point IMDb information of movies are obtash There are various methods to
find similarity between objects. In classic methadsh as cosine similarity or Euclidian
similarity, the same weight is given to all featurélowever in movie domain it is not
reasonable to give the same importance to allbates. To be more precise, writer,
genre or country of the movie cannot have the ssigraficance with each other for a
movie to be preferred. Therefore, the second isste decide the importance values of
the features. This problem is studied in [58] amatdre weighs for movies are

determined experimentally.

In [58], similarity is defined with the equation:

S(04,0;) = wif(A1i|Arj) + waf (Azi|Azj) + -+ wnf(Ani|An))

According to the equation, S describes the sintylaretween object®; and0; where
wy, 1S the weight applied to the similarity betweeneab attributes4,,. The difference is
calculated by the functioif (A,;|An;). The definition off varies according to the

attribute. It might be numeric, nominal or Boole&ut generally it is numeric and
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calculated by the ratio of the number of matchemhs to the number of overall items. In

addition, values of are normalized to have range [0, 1].

In [58], it is also stated that these attribute ghés are independent from movies and
datasets. Therefore, in this thesis same featurghtgeare used in order to find the

similarities between movies.

Table 5 shows the feature weight values as detexrim[58].

Table 5 - Feature Weight Values

Feature Mean

Type 0.18

Writer 0.36

Genre 0.04

Keyword | 0.03

Cast 0.01

Country | 0.07

Language 0.09

Company| 0.21

The related videos of a movie are found by usiegvilues above and IMDb database.

As a result of Adsorption algorithm, a distributibist is obtained which is aimed to be
used as the recommendation list itself. Half of badults are deleted from the
distribution list of user. As a result of calcutgiitem similarities, new items are added
to the recommendation list of the active user. €fwe, the recommendation list
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contains items from both collaborative filteringdacontent based filtering providing a
hybrid recommendation to the user.
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CHAPTER 4

EXPERIMENTS AND EVALUATION

This chapter presents the experiments that weneedaout in order to evaluate the
performance of the system. First, the datasetsatieatised for evaluating the system are
described. Then, the used metrics are specifiect, Nee evaluation of the hybrid
system is performed including comparisons with thifferent datasets. Finally, results

are presented with graphical charts.

4.1 Data Sets

In this thesis two different datasets are usedrdenoto evaluate the proposed system.

These are YouTube data set and MovielLens data set.
4.1.1YouTube Data Set

There is not enough information available in theuYabe site to be used as a dataset.
For this reason an information extractor is implated to form the YouTube dataset.

This dataset includes:

e 177733 ratings
¢ 117604 videos
e 15090 users

As the values indicate, the YouTube dataset is \&pgrse, which is clearly an
undesirable property for evaluation.
In addition, similar videos are extracted and adttediatabase for the content-based

approach. So, the similar videos also becomegbdite YouTube dataset.
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4.1.2 MovieLens Data Set

There are three different data sets available initaens to help developers to evaluate

their recommendation systems [25]. These are:

1. 100,000 ratings for 1682 movies by 943 users
2. 1 million ratings for 3900 movies by 6040 users
3. 10 million ratings and 100,000 tags for 10681 me\ag 71567 users

In this thesis the first of these available damsetused. The selected dataset has the

following features:

1. Ratings are assigned from 1 to 5 (1 means very®batkans very good)

2. Each user has rated at least 20 movies

3. Simple demographic information of the users (agmdegr, occupation, zip) is
provided

In order to use the available MovieLens datasetietlis a need to map the information
in the database to the current data structuretHf®purpose, as it is stated in Chapter 3,
MovieLensConverter is constructed. Users and ratang extracted from database and

they are converted to the available format.

For the content-based part it is necessary to leakegimilarities of movies. IMDDb IDs
are necessary for this purpose. Data in IMDb castaiformation about movies such as
genre, writer, country and company. Therefore, IMi2ba is used and movie features

are also taken into consideration.

4.2 Evaluation Metrics

There are different approaches to evaluate theopeadnce of an information retrieval
system. One can investigate time / space efficieaffgctiveness of results or pleasure

of user [64]. This thesis focuses on evaluatingetifiectiveness of results.

44



In order to evaluate effectiveness, precision aswhll are among the most preferred
metrics. Precision and recall are set-based meswashey can be used when the output
is a cluster of items. This exactly fits the getedaecommender system as results come

with a list.

Precision is the ratio of the number of relevamamis which are retrieved to the total

number of retrieved items [65].

Recall is the ratio of the number of relevant itewisich are retrieved to the total

number of relevant items [65].

For better understanding precision and recall @aaxpressed using sets:

Retrieved Items

Relevant Items

Irrelevant and retrieved items

Relevant and retrieved items

Relevant but not retrieved items

Figure 10 - Precision and Recall

The precision and recall can be formulated as [64]:

. B
precision = — * 100%
B+C
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B
recall = ——* 100%

F-measure is also a metric for evaluation which loioes precision and recall. Actually
F-measure is the harmonic mean of precision arallr&o, F-measure can be calculated

by the formula:

" (precisionxrecall)

F=2

precision+recall

In this thesis precision, recall and F-Measure eslare calculated in order to evaluate

the system performance.

4.3 Parameters

There are various parameters that may be changemtder to examine results in
different perspectives. These argr, B,y, 6 parameters and their explanations are given

in the following.
4.3.1 ParametersU andY

In order to evaluate the system, different userugsoare formed according to the
number of ratings they gave to itenis.denotes the user groups for MovieLens users

andY denotes user groups for YouTube users.

User groups are formed differently for YouTube &halvieLens dataset. Because of the
high data sparsity of YouTube, only one group adrags formed. This group contains
20 users and average rating of the group is 7Gh@®mther hand, in MovieLens dataset
three types of user groups are constructed. Thapgrt1l, U2 and U3 are formed
according to their average number of ratings. Tltaits for both YouTube and

MovielLens user-sets are shown in

Tables.
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Table 6 - Test User Groups

User Group | Average # of ratings
Y 70
U1l 250
U2 150
U3 60

For each groug/1, U2 and U3, 20 users are selected. For each user in eactp,grou
recommendations and precision/recall values arairdd. The average of these metric

values constitutes the user group value.
4.3.2 Parameter 8

The parametef3 denotes the depth value. It represents how deepAtsorption
algorithm goes in the user-view graph. 3 is setbébe this parameter because of time

constraints.
4.3.3Parametery

The parametey is the size of the label distribution list. Thadgh of the distribution list
affects precision and recall values. Since increpshis parameter also increases the
memory usage dramatically, an upper bound valuéQOois selected for its maximum
value. On the other hand, there must be suffiarembber of recommendations in order
to evaluate the recommendation system properly. alwes are inadequate to provide
successful recommendations. So, lower boundaryhisf parameter is set to 20. In
addition to lower and upper boundaries, intermediatiues are also considered to see
the effect of this parameter on overall evaluatibherefore, calculations are done for
five differenty values. These are 20, 25, 30, 35 and 40.
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4.3.4Parameter o

The parameted is the threshold value of ratings. While travegsthe videos that are
rated by a user, related video is added as a \indele only if its rating is equal to or
higher than the value af. It is assumed that, users give ratings aboven& (1 to 5

rating system) to videos they like. Because of, this selected for this parameter.

4.4 Constraints

Since there are lots of users and ratings in YoeTddtabase (which form a huge graph
with many nodes), it becomes a necessity to retheeaumber of users. So, randomly
selected 10000 users are kept and others arectotied in the graph.

4.5 Experiments

This section present the results of experiments weae carried out for both CF and
hybrid systems. Experiments are done using bothT¥ba and MovieLens datasets.
Therefore precision/recall values are indicateddoth datasets and related curves are

plotted accordingly.
4.5.1 Pure Collaborative System using YouTube Data

Because of the data sparsity problem, common vitbebseen users are very rare and
this makes it harder to traverse the graph andreaw videos. Besides, even if there
are common videos, they are usually popular videlmish may be watched by millions
of people who are most probably do not have commtarests. In addition, the nodes
that are reached through popular nodes may notectefthe effectiveness of
recommendations. So, it is a challenging task tggest different videos other than

popular ones.
4.5.1.1 Results ForY

In this experiment, the effectiveness of pure CBtay is evaluated using YouTube

data. For user-sét calculations are done and the results are preséenfeable 7.
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Table 7 - YouTube Test Results with pure CF System

User Group Y

y-value 20 25 30 35 40
precision 0.255556| 0.220311] 0.173333| 0.171984 0.171429
recall

0.046589 0.051023| 0.057757| 0.070678 0.077599
F-Measure

0.07881| 0.082857] 0.086644| 0.100184| 0.106837

Figure 11 shows precision — recall values of th&tesy for user group using pure

collaborative filtering technique

- N
Precision vs Recall (Y) CF
0.09
0.08
0.07
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% 0.05 ————— —
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€ 0.03
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0
0.15 0.17 0.19 0.21 0.23 0.25 0.27
Precision (%)
. J

Figure 11 - Precision vs. Recall (Y) CF

While the values for precision are increasing, lflecdues are decreasing. As it can be

observed, especially recall values are very lows Tlappens because of data sparsity. It
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can also be deduced from Table 7 that recall ectir proportional tay values whereas
precision is inversely proportional o

Figure 12 shows pure collaborative F-measure ofyiséem for YouTube user group

- N
F-measure vs y (Y) CF
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0.1 '—//‘
0.08
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0.02
0
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v
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Figure 12 - F-measure vs. y (Y) CF

Figure 12demonstrates the relationship betwgesind F-measure. It can be concluded

that F-Measure tends to increase with increagvejues.
4.5.2 Pure Collaborative System using MovieLens Data

This part of the experiment evaluates the effeogs of pure CF system using
MovieLens dataset. In the chosen MovieLens datausslrs have at least 20 ratings.
This amount is high enough to form the graph stmectfor Adsorption and obtain
satisfactory results.
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45.2.1 Results ForU1

Table 8 shows the results for the pure CF systengudovielLens user-set U1.

Table 8 - MovieLens Group U1 Test Results with pure CF System

User Group Ul

y-value 20 25 30 35 40

PTECISION | " 9373062| 0.9327172] 0.925128/ 0.918103] 0.908077

recall 0.1147386 0.1198197] 0.126901| 0.150324| 0.167748

F-Measure

0.2044499 0.2123591] 0.223187) 0.258348] 0.283184

Figure 13 shows pure collaborative precision —lfeahe system for user groupi.
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Precision vs Recall (U1) CF
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Figure 13 - Precision vs. Recall (U1) CF
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It known that precision and recall are generallyensely proportional. Figure 13
confirms this fact. Recall decreases with decrepginalue, on the contrary, precision
increases. In order words, according to Figureti@,size of distribution list is directly

proportional to recall but inversely proportionaldrecision.

Figure 14 shows pure collaborative F-measure ofyiséem for user groupi.

F-measure vs vy (U1) CF
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Figure 14 - F-measure vs. y (U1) CF

It can be inferred that, F-measure increases wthiée size of the distribution list

increases.

45.2.2 Results ForU2

Table 9 demonstrates calculations done for MovislLeser-set U2.
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Table 9 - MovieLens Group U2 Test Results with pure CF System

User Group U2
y-value 20 25 30 35 40
Precision | o 6644737 0.6630913  0.662069 0.639113  0.624157
recall 0.0938765 0.1269281  0.13998 0.150174| 0.172368
F-Measure | 164511 0.2130706 0.231099] 0.243202 0.270136

Figure 15 shows precision — recall of the systemuser grou/2 running with pure CF

approach

Precision vs Recall (U2) CF
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Figure 15 - Precision vs. Recall (U2) CF

For user group U2, recall decreases while pratisioreases with decreasipgalues.

Figure 16 shows pure collaborative F-measure of the systgrader grou2.
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F-measure vs y (U2) CF
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Figure 16 - F-measure vs. y (U2) CF

F-measure is again directly proportional to the sizthe distribution listy). The graph

is in similar form with the F-measure graph for U1l.
4.5.2.3 Results ForU3

This test is done to get values for MovieLens ugeup U3. Only CF is applied over the
datasetind Table 10 presentse results for this test.
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Table 10 - MovielLens Group U3 Test Results with pure CF System

User Group U3

y-value 20 25 30 35 40

PTECSIon 1 4 5127851 0.5107345 0.508484) 0.489266| 0.462048

recall 0.2313595 0.2296903  0.226021]  0.269245) 0.292469

F-Measure

0.3188566] 0.3168742 0.31294| 0.347345 0.358202

Figure 17 is the related curve for results in Table Results are obtained with pure

collaborative system and Figure 17 denotes pratisiogecall of the system for user
groupUs3.
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Figure 17 - Precision vs. Recall (U3) CF

Precision — recall curve shows that recall redweidls rising precision. It is exactly the

same behaviour as in previous user groups Ul and U2
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Figure 18 shows pure collaborative F-measure ofyiséem for user groups.

F-measure vs y (U3) CF
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Figure 18 - F-measure vs. y (U3) CF

As it is seen in Figure 18, for user group U3, Faswe generally tends to increase
again with increasing values.

As expected, in all precision vs. recall graphst thee presented, recall is directly
proportional toy-values. Recall measures the relevant and retrigteads over all

relevant items. The number of relevant items isedixso when the number of
distribution list is small, the number of both nedat and retrieved items is limited to the

size of distribution list. Therefore, obtained tela betweery and recall makes sense.

However, precision is inversely proportionahtorhis is also reasonable, as precision is
the ratio number of retrieved and relevant itemstht® number of retrieved items.
Because, this time the probability of retrievingeievant items gets higher as the size of

distribution list grows.

For all user groups U1, U2 and U3 precision, regatl F-measure values do not change

very much. For each user group precision, recall Bsmeasure graphs follow similar
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patterns. Therefore, there is not a certain refationsidering only user groups, and this
shows that Adsorption is insensitive to user groups a result, CF system gives

coherent results with all user groups.

Better F-measure results mean better results, tatehibe concluded for all user types

that, with larger distribution lists the collabavat system produces better results.
4.5.3Hybrid System using YouTube Data

As Adsorption is affected very much from sparsitpntent based approach gives a

chance to increase the quality of suggestions.

Table 11 - YouTube Test Results with Hybrid System

User Group Y

y-value 20 25 30 35 40

precision 0.20744| 0.184444| 0.161333] 0.122381 0.101429

recall 0.076589] 0.081209] 0.089757| 0.118986/ 0.159599

F-Measure| 111873 0.112767] 0.115344]  0.12066| 0.124032

This experiment is done in order to see the efééatontent-based filtering over the
existing CF system. The results are obtained usfogTube dataset. Figure 19

demonstrates the change of precision vs. Recall.
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Figure 19 - Precision vs. Recall (Y) Hybrid

Figure 20 presents F-measures, obtained for thechgistem.
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Figure 20 - F-measure vs. y (Y) Hybrid
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So, as it is seen from the results, hybrid systanaechas a similar form with CF curve.
Similarly, it can also be seen that hybrid systeas higher values which means hybrid

system performs better results than pure collalvaralystem when using YouTube data.
4.5.4Hybrid System using MovielLens Data

These experiments are done in order to detecttipadt of CB approach over CF
approach. This time, hybrid system is tested uMogieLens data. For each user-group

U1, U2 andU3 calculations are done. Results can be seen mfinly subsections.

45.4.1 Results ForU1

Table 12 denotes the results fon. All precision, recall and F-Measure values are

represented in the table.

Table 12 - MovielLens Group U1 Test Results with Hybrid System

User Group Ul

y-value 20 25 30 35 40

Precision | 0.8006507 0.7562651  0.73188| 0.730212| 0.724491

recall 0.1999656/ 0.2285986| 0.273631] 0.309294 0.379793

F-Measure | 320008 0.3516076 0.398335 0.434534] 0.498344

Figure 21 shows related graph for Table 12. Cumveudes hybrid system results in

terms of precision — recall values for user groap
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Figure 21 - Precision vs. Recall (U1) Hybrid

Figure 22 shows corresponding F-measure valuekeohybrid system for user group
Ul.
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Figure 22 - F-measure vs. y (U1) Hybrid
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45.4.2 Results ForU2

This test is done with MovielLens user-graup using both CF and CB approach&able
13 includes the corresponding values

Table 13 - Movielens Group U2 Test Results with Hybrid System

User Group U2

yvalue | 20 25 30 35 40
precision | 55030189 0.4623454 0.440393  0.429093  0.421672
recall

0.187753| 02089604  0.23168| 0.264984| 0.301366
F-Measure

0.2734429 0.2878328 0.303629 0.327638 0.35151

Figure 23 shows hybrid precision — recall of thstegn for user groug2.
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Figure 23 - Precision vs. Recall (U2) Hybrid
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Figure 24 shows hybrid F-measure of the systemsger groug/2.
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Figure 24 - F-measure vs. y (U2) Hybrid

If the values are compared, it can be seen edmlyrésults of hybrid system has higher

values than in pure CF system.

45.4.3 Results ForU3

This test id done to show the hybrid system behaviar U3. Table 14 presents the
related results.

Table 14 - MovielLens Group U3 Test Results with Hybrid System

User Group U3

y-value 20 25 30 35 40

Precision | 489434 0.4408214 0.434959| 0.402182 0.387097

Recall 0.4154839 0.4786412 0.483871 0.538212] 0.580645

F-Measure

0.4494373 0.4589535 0.458113] 0.460359 0.464516
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Figure 25 shows hybrid precision — recall of thetegn for user groug3.
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Figure 25 - Precision vs. Recall (U3) Hybrid
Figure 26 shows hybrid F-measure of the systemiger grouf’3.
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Figure 26 - F-measure vs. y (U3) Hybrid
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As it is obtained in previous MovieLens tests, Faswee values are increased with
insertion of CB method.

4.5.5 Comparison using YouTube Data

Comparative values for both CF and hybrid systeraspaesented in Figure 27. Curve
includes test results for YouTube. These valuedteesame as represented in previous
sections. Figure 27 is represented in order to esenpesults easily.
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Figure 27 - F-measure vs. y (Y) Comparison

In Figure 27, it can be seen that both values ana&lgfor CF and for hybrid). This is
because of the sparsity characteristic that YouTa#te has. However, it can be said that
values are consistent; as it is expectedhytbeid system has higher values than

pure collaborative system.
4.5.6 Comparison using MovieLens Data

Following figures are presented in order to provheter understanding. Results for CF

and hybrid system are demonstrated on the samé.dfagures are for MovieLens data.
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45.6.1 Results ForU1

It can be seen in Figure 28 hybrid system beatss@tem considering F-Measure

values.
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Figure 28 - F-measure vs. y (U1) Comparison

45.6.2 Results ForU2

As in it is inU1, same situation occurs fo2 and hybrid system performs better results

and it can be seen in Figure 29.
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Figure 29 - F-measure vs. y (U2) Comparison

4.5.6.3 Results ForU3

The effect of item similarities again can be seerehin Figure 30 with increased F

values.
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Figure 30 - F-measure vs. y (U3) Comparison
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In all figures, hybrid curves have higher valueantfCF curves. This means that more
accurate results are obtained by inserting CB agbran CF approach. So, it can be said
that considering item similarities and applying @Rering approach improves result for

recommendation system.
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CHAPTER 5

CONCLUSION AND FUTURE WORK

In this thesis, a hybrid recommendation systemresgnted. The system uses both
collaborative filtering and content-based recomnagiotd techniques. Base is the
collaborative part in which a graph based algorittatied Adsorption is used. Content
information is retrieved from both IMDb and YouTulaed this is used in order to

propose a better system.

The design, implementation and evaluation partshefwork are described in detail.
First Adsorption algorithm, which is a graph-basedlaborative filtering algorithm, is

implemented. The implementation is done so that twadlaborative filtering

recommendations are generated with both YouTubeMandelLens datasets. Secondly,
content based recommendation techniques are usd#thnEement is done on the
distribution list which is retrieved from the cdilarative filtering. To make use of
content based approaches item-item similaritiesf@uad. According to the similarity
results new movies which are not included in tiseiiteof collaborative recommendation

are inserted to the list and recommended to the use

Experiments are done and the effect of the hybystiesn is evaluated. Results show that
the hybrid system has a better performance on rmemndations than using pure

collaborative algorithm. It is also found out theistem gives more successful results
when MovieLens dataset is used which means goadiseme obtained when the data is

not sparse.
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The recommendation system proposed in this thesiksaoffline and makes offline
predictions. Considering video domain, the nexp sten be to integrate this system to

an online organization where users watch videomenl

The system gives better results when the data tisparse. That is why results with
MovielLens data is better that YouTube. As a futuogk the system can be extended so

that even with sparse data the system can give apppriate suggestions to users.
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