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ABSTRACT

REALIZATION OF A CUE BASED MOTOR IMAGERY
BRAIN COMPUTER INTERFACE WITH ITS
POTENTIAL APPLICATION TO A WHEELCHAIR

Akinci, Berna
M.S., Department of Electrical and Electronics Eegring

Supervisor: Prof. Dr. Nevzat Guneri Gencer

September 2010, 140 Pages

This thesis study focuses on the realization abr@ime cue baseMlotor Imagery
(MI) Brain Computer Interface (BCI). For this pug® some signal processing
and classification methods are investigated. Siatly, several time-spatial-
frequency methods, namely the Short Time Fourian3iorm (STFT), Common
Spatial Frequency Patterns (CSFP) and the Morlensform (MT) are
implemented on a 2-class Ml BCI system. Distincti®ensitive Learning Vector
Quantization (DSLVQ) method is used as a featudecden method. The
performance of these methodologies is evaluated thié linear and nonlinear
Support Vector Machines (SVM), Multilayer PerceptrgMLP) and Naive
Bayesian (NB) classifiers. The methodologies asted on BCl Competition IV
dataset llb and an average kappa value of 0.45biained on the dataset.
According to the classification results, the altoris presented here obtain tfe 4

level in the competition as compared to the othgorihms in the competition.



Offline experiments are performed in METU Brain Baxh Laboratories and
Hacettepe Biophysics Department on two subjects thi¢ original cue-based Mi
BCI paradigm. Average prediction accuracy of theahods on a 2-class BCI is
evaluated to be 76.26% in these datasets. Furtlermwvo online BCI
applications are developed: the ping-pong game thedelectrical wheelchair
control. For these applications, average classifinaaccuracy is found to be
70%.

During the offline experiments, the performancetio¢ developed system is
observed to be highly dependent on the subjechitigi and experience.
According to the results, the EEG channels P3 ahdvRich are considered to be
irrelevant with the motor imagination, provided thigest classification
performance on the offline experiments. Regarding bbservations on the
experiments, this process is related to the stiinanechanism in the cue based

applications and consequent visual evoking effentthe subjects.

Keywords: Brain Computer Interface, BCl, Wheelchair Applioat Movement
Imagination, Event Related Desynchronization - ®&yogization (ERD - ERS),
Electroencephalography, EEG, Short Time Fouriem3fi@m, Common Spatial
Frequency Patterns, Morlet Transform, Pattern Ratiog, Distinction Sensitive
Learning Vector Quantization, Support Vector MaesinMultilayer Perceptron,
Bayesian Classification.



Oz

[PUCU TABANLI HAREKET DUSUNSEL BEYIN
BILGISAYAR ARAYUZUNUN GERCEKLESTIRILMESI
VE POTANSYEL TEKERLEKLI SANDALYE
UYGULAMASI

Akinci, Berna
Yuksek Lisans, Elektrik-Elektronik MihendigliBolumu
Tez Yoneticisi: Prof. Dr. Nevzat Guneri Genger

Eylul 2010, 140 sayfa

Bu tez cakmasi, ipucu tabanhareket digiincesing(HD) dayanan cevrimici bir
Beyin Bilgisayar Arayluzu (BBA) sisteminin gerceftielmesine odaklanngtir.
Bu amacla, bazi sinyalsleme ve siniflandirma yontemleri incelegtmi
Ozellikle, Kisa Sureli Fourier Doguimi (KSFD), Ortak Uzamsal Frekans
Oruntileri (OUFO), ve Morlet Domami gibi bazi zaman-uzay-frekans
yontemleri 2-sinifil HD BBA sistemi (izerinde uygaohaistir. Oznitelik secme
yontemi olarak Karakteristik Duyarli genmeli Vektér Kuantalama (KDOVK)
algoritmasi kullanilingtir. Bu yontemlerin bgarisi, dgrusal ve dgrusal olmayan
Destek Vektér Makinalari (DVM), Cok Katmanli Geriyéayllma Algoritmasi
(CKGYA) ve Naif Bayes (NB) siniflandiricilan ile egerlendirilmistir.
Yontemler, 4. BBA Yagmasi veri kimesi llb Gzerinde denegnae 0.45’lik bir
kappa degeri elde edilmgtir. Siniflandirma sonuclarina gorgleinen yontemler,

yarismadaki 4. bgarili sonucu vermektedir.
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ODTU Beyin Argtirmalari ve Hacettepe Biyofizik Bolumi Laboratw@arhda iki
denek Uzerinde, 6zgursaret tabanli HD BBA paradigmalari ile cevrimdi
deneyler gercekdgrilmistir. Bu veri kiimelerinde, yontemlerin 2 sinifli BBA
tzerindeki ortalama tahmin g1s1 %76.26 olarak hesaplagtm Bunlarin yani
sira, iki adet cevrimici BBA uygulamasi ggiiilmistir: ping-pong oyunu ve
tekerlekli sandalye kontrol uygulamasi. Bu uygulardaki ortalama

siniflandirma bgarisi %70 olarak ol¢Ulngtiir.

Yapilan deneylerde, BBA sistemlerinin performansirdeneklerin uygulamaya
gore gitimi ve bu uygulamalardaki tecrubelerine olduk¢aglb oldugu
gozlemlenmgtir. Deney sonuglarina gore, literatirde harekeflid@esi ile ilgisi
olmadg kabul edilen P3 ve P4 EEG kanallari, ¢cevrigngeri kiimelerinde en iyi
siniflandirmabgarisini gosterngtir. Bu durum, deneylerdeki gozlemler ele
alindginda, saret tabanli BBA uygulamalarindaki uyarma ve busonucunda

deneklerde olgan gorsel uyariima etkisi ile pantilanmaktadir.

Anahtar So6zcukler: Beyin Bilgisayar Arayuzu, BBA, Tekerlekli Sandalye
Uygulamasi, Hareket DBincesi, Olay Iliskili Desenkronizasyon -
Senkronizasyon (iD — OIS), Elektroensefalografi, EEG, Kisa Sureli Fourier
Donisumi, Ortak Uzamsal Frekans Oriintiileri, Morlet Dgimiii, Orunti
Algilama, Karakteristik Duyarli grenmeli Vektér Kuantalama, Destek Vektor

Makinalari, Cok Katmanli Geriye Yayllma AlgoritmaBayes Sinifladiricilari.
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CHAPTER 1

INTRODUCTION

The human being is special among all living thibgsause of its superior skills
to other living kinds. Communication is one of thefeatures which enables
people to interact with each other and express skémes using speech and body
language skills. However, this is not the caseatbof the people. There are fatal
diseases like Amyotrophic Lateral Sclerosis (AL®ginstem stroke and multiple
sclerosis, causing the condition termed as lockesifndrome which results in
loss of ability in controlling the voluntary mussldn this condition, the subject is
conscious and the brain works properly, howeverntowement commands are
not transmitted through the body limbs. In otherdsp the subject is aware of

everything going around, but is not able to mowe @art of the body.

Brain—computer interface (BCIl) is a developing temlbgy based on the
understanding and interpretation of the brain @gtiyt uses the fact that different
intentions correspond to different patterns in tirain, even if they are not
realized by the subject. BCI systems try to deBoee relationship between the
brain activity and these intentions and then realize intention without the
contribution of the body. Being an alternative commication way, BCI systems
produce a command for an external device from ttguiged brain signals by
signal processing and classification methods. €bbrtology can be considered to
be meaningful for severe motor disabled patientgesthey are able to meet the

main needs of the living with this technology.



BCI studies can be grouped under three titlest @ifswvhich is the high quality
signal acquisition. Since the measurement of bs&inals is an important step,
different techniques employing invasive or noninvasmethods have been
investigated [14]. The second one is the signatgssing and pattern recognition,
which are used for analysis and interpretationhef brain signals. Beyond all
these techniques, it is necessary to understandirilerlying functions of the
brain and relate them with the cognitive activigpr this reason, neuroscience is
the third branch of the BCI studies.

Development of BCI systems has led to further ssidinproving the success of
these systems. Considering the needs of the patienbrder to adapt the BCI
technology to daily life use, it is highly necessdo develop accurate and
practical systems. For this reason, current studiess on enhancing the quality
of the acquired brain signals and investigating nggnal processing and
classification algorithms. In order to increase élceuracy and the speed of these
systems, it is aimed to find the optimum algorithfos these applications and

extend the capabilities of this technology by idtroing new applications.

One can find various application areas of BCI asisit an alternative
communication method between the computer and tigest. However, the
priority of the studies is mainly on the biomedicak. There are already existing
BCI applications like wheelchair control, neuroghegic robotic arms, spelling
applications, intelligent house control systems amdple cursor control based
game applications which are specifically designemt ftlisabled people.
Nevertheless, the fundamental objective is to agvehore useful systems and

new ideas for the disabled people to make tharddsier.



1.1 Scope of the Thesis

This study focuses on one type of BCl system whighbased on motor
imagination. In this BCI system, movement intensi@re classified according to
the limbs they correspond. The result of the clasdion can be used as a

command in several applications like controllingnabile object.

In the scope of this thesis, it is aimed to desigline BCI applications based on
left and right hand movement imagination. For tphigpose, two 2-class BCI
applications are developed. One of these is a porgy like game to be played on
a computer in which the player either controls Itlal or the rackets. The other
one is the wheelchair application, the control bick can be performed in either
forward or backwards. In these two applicationg thassification output is
designed to be almost real-time.

Since the implementation of an online system regulvoth high accuracy and
speed; the thesis primarily focuses on finding $&mput effective methods
providing more accurate classification in shorteret For this purpose, several
signal processing and classification methods irfiteeature are applied to the Ml
BCI paradigm. The performances of these methodéiratesvaluated in publicly

available BCI datasets [2] and an online BCIl systdesign is performed

afterwards.

For the designed BCI applications, Electroencemralthy (EEG) is preferred for
signal acquisition due to its ease of use and masine application procedure.
Therefore, the study also includes the integratmin the aforementioned
applications with the existing BCI system developedMETU Brain Research

Laboratories.



1.2 Outline of the Thesis

The thesis starts with two introductory chapterplaxing the BCI research and
technology. Chapter 2 provides a brief introductioBCl systems discussing the
building blocks of a BCI system. Signal acquisitiomethods, the

neurophysiologic background and common procedurggayed in these systems

are presented in this chapter.

In chapter 3,Motor Imagery (MI) BCI systems are introduced explaining the
motor activity and its use in BCI systems. Furthem a review of the signal
enhancement, feature extraction and classificatethods are presented in this

chapter.

Chapter 4 is reserved to the explanation of thenhatetlogies used in this study.
As signal processing and feature extraction allgor#t, the Short Time Fourier
Transform (STFT), Common Spatial Frequency Patte(@SFP), Morlet
Transform and Distinction Sensitive Learning VectQuantization (DSLVQ)
methods are introduced in here. Furthermore, d éxiglanation of linear Support
Vector Machines (SVMs) is given as it is used asmfain classification tool for

the online BCI system.

The designed BCI applications are presented intehdp providing necessary
information on the equipment used and the integmatof the developed
applications with an existing BCI system. The adaph of the designed BCI
system to a wheelchair application is explainea afs this chapter with the
necessary modifications for software and hardwarésp

Chapter 6 provides the results of the algorithmsoe of the BClI Competition
datasets and online and offline Ml BCI experimgugsformed in this study. The
evaluation criteria for these systems are defirreat po the results.



Finally, in chapter 7, a summary of the study iesented providing the
performance evaluation of the methods, emphasittiegobservations obtained
from the experiments and conclusions to these.cfiageof future studies is also

included in this chapter.



CHAPTER 2

INTRODUCTION TO BRAIN COMPUTER
INTERFACES

As explained in chapter 1, Brain Computer Interf@®€l) can be described to be
an alternative way of communication in which thisrao need for any perceptible
body sign such as speech or movement. In this mydige communication is
provided via brain signals. Brain is the controldacommand center of all
voluntary / involuntary functions in the body. Th#re, it has a deep and
complex structure where complete decoding of sudtfons seems to be nearly
impossible. However, today, activations in the traorresponding to several
voluntary body functions can be observed by difietechniques which help to
understand the basic processes of this complextsteu In BCI studies, it is
aimed to analyze and interpret the electrical beagmals and convert them into
commands to be fed to an external system. Beingvaldping technology, BCI
systems can find several application areas frorar&ihment to military use but
the prior aim is to help the locked-in people bgvyiding an alternative way of

communication with the outside world.

In the scope of the BCI studies, developed systamdighly dependent on the
brain activity measurement tools. This means thapgr and accurate acquisition
of brain signals is the essential requirement & BCI system at the very

beginning step. In further stages, collected bsaygnals are analyzed with several
signal processing and classification techniqued,ae interpreted as a command



for an external device. In Figure 2-1, the mainckioof a BCI system flow is

visualized.
SIGNAL PROCESSING
FEATURE
PREPROCESSING |— _ o o\ CLASSIFICATION
SIGNAL APPLICATION
ACQUISITION OUTPUT

APPLICATIONS

Figure 2-1: The building blocks of a BCI system (mdified from [45]). The brain signals
acquired from the signal acquisition phase is enhamed and interpreted in the signal
processing stage. Finally, the classification outpus fed to the BCI application which can be
a computer based application or a wheelchair device

In this chapter, a general review of the main cptecén a BCI system is given.
First of all, commonly used signal acquisition noeth and neurophysiologic
background of the systems are explained in defagn the processing steps of
BCI systems are clarified with the present appiocet.

2.1 Signal Acquisition

In order to communicate via brain signals, a B&tem has to measure the brain
activity accurately. For this purpose, there aftedBnt ways of signal acquisition

from electrical to magnetic, invasive to noninvasietc. Each technology has its



own particular advantages and limitations suchigisaé quality, cost, ease of use
and harm to the user. Depending on the applicairoourpose, a proper method
should be chosen taking these features into accduonthis section, these
attributes are explained and compared with each erothfor
Electroencephalography (EEG), Magnetoencephalograph (MEEG),
Electrocorticography (EcoG), and some other bragtivily measurement

methods used in BCI.

2.1.1 Electroencephalography (EEG)

Electroencephalography is the most common acquisithethod used in BCI
systems [76]. In this method, the electrical atfiaf the brain is measured by the
electrodes placed on the scalp, i.e. the skin serfaf the head. Being non-
invasive, portable and relatively cheap, it is usednhost of the BCI studies. In
order to understand how EEG measures the electatality of the brain, it is

necessary to look over the structure and functgoirthe brain.

EEG reflects the correlated synaptic activity caubg cortical neurons located
radial to the scalp. Therefore, it measures thensatmon of the synchronous
activity of thousands of neurons which are closethte corresponding EEG

electrode [3].

Amplitude of the brain signals on the scalp surfgcen the order of hundreds of
microvolts. Thus it is hard to detect these witlualsdata acquisition systems
other than biomedical instrumentation. Furthermatering the amplification
stage in the instrumentation, they can easily bectfd by the external
disturbances like 50-60 Hz mains supply noise nlbgement of the electrodes in
contact with the scalp or even by the internaldescsuch as eye blink, muscular
and cardiac artifacts. A high quality EEG systempkines the related brain
signals while suppressing these disturbances. derdo decrease the effects of

disturbances; first of all, contact area betweendgtalp and electrodes are filled



with a conductive gel to reduce the contact impedamifter that, the signal
obtained from the scalp is subjected to an analtey in the amplification part to
decrease the power line noise and unwanted fregegerkinal corrections may be

performed digitally in the signal processing part.

2.1.2 Electrocorticography (ECoG) and Microelectrodes

Electrocorticography and microelectrodes are thasive techniques in which an
array of electrodes is placed surgically beneathstull. In electrocorticography,
the electrodes are placed on the cortex whereasoamctrodes are placed
underneath the cortex. Being closer to the souf¢heobrain activity, the signal
to noise ratio is higher due to both higher sigaraplitude and less contamination

with artifacts.

On the other hand, a medical surgery is requireichfdant the electrodes inside
the brain at some risk to the patient. Finding gshgable biocompatible material
and possibility of infection are the main problepfsthis technique. However,
advantages such as improved signal quality, legsabkiprocessing, better and
faster results, and ease of use make this techymal@yitable alternative to EEG

in BCI applications [4].

2.1.3 Magnetoencephalography (MEG)

Magnetoencephalography is a non-invasive acquisteBohnique which measures
the magnetic field strength caused by the eled¢togerents through the neurons
in the cortex. It has a temporal resolution clasthat of EEG. Because of the low
amplitude of the magnetic signals, it is requireduse the MEG scanners in a
magnetically shielded room for isolation from therte’s magnetic field. Beside
that fact, MEG scanners are expensive and nonigertahich makes them

unpractical for BCI use.



2.1.4 Other Systems

Near-infrared spectrophotometry (NIRS), positronission tomography (PET)

and functional magnetic resonance imaging (fMR# #ue other techniques used
to measure the brain activity. Since PET and fMRI huge, unportable and
expensive systems, they are not practical in B@I lugt had advantages in the
early stages of BCI determining the informativetg@ats of brain [5].

2.2 Neurophysiologic Signals

Main idea in BCI systems is the characterizatiod discrimination of different
neurophysiologic signals. There are two categaofeseurophysiologic signals,
one of which is the event-related potentials (ER&%) the other one is the
oscillatory brain activity. As a simple example, emhan audivisual stimulus is
presented to the subject, the perception of thgestibauses a change in the brain
signals. These changes are termed as ERPs. Ie¢badsone, when the subject
performs a mental task, such as imagination of handement, the changes in
the oscillatory activity of the brain can be de¢ekctThe types of signals resulting
from a stimuli are explained in section 2.2.1 ahé signals resulting from

concentration on the mental tasks are given in@set2.2.

2.2.1 Event Related Potentials (ERPS)

ERPs are changes in the brain electrical signals specific characteristics and
time locked to the external stimuli. The presengtitnhulus usually includes
auditory or visual content (or both). ERP signaséispecific characteristics that
are identifiable in everybody with the presentatanhe focused stimulus and,
thus, can be utilized successfully in a BCI sys{#8], [80]. In addition, ERP-
based BCI systems are more straight-forward to Mest popular types of ERP-

based systems and applications are given below.
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2.2.1.1P300
P300 is a positive peak in the EEG, observed appately 300ms after the

stimulus presentation. A typical pattern of P30§pmnse can be seen in Figure

2-2.
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Figure 2-2: A typical P300 signal. A peak occurs ragly 300ms after the presentation of the
target stimulus [6]

In P300 applications, there are two types of stuisubne of which is the target
stimulus (odd) and the other is the non-target wtisn (frequent). These stimuli
are given in a random sequence and the targetlssnaipresented more rarely as
compared to the non-target stimulus. In the P3&@&dbapplications, subjects are
asked to concentrate on each target stimulus amatagthe non-target stimulus.
During the concentration, the target-stimulus #idhe P300 response, from
which one can identify the time information of tia@get stimulus by recognizing
the P300 pattern from the EEG. In brief, as eaichustis is presented in different
time instants, target items can be classified ugiegime information of the P300

occurrence.

The use of P300 as a tool in BCI systems has the asdwvantage that P300 is not
a subject-dependent response and it can be obserex@rybody. Thus, there is
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no extensive training need for the users which makes application practical in
BCI [79], [81].

2.2.1.2Steady-State Visual Evoked Potential (SSVEP)

Steady-State Visual Evoked Potentials (SSVEPspsacélatory responses of the
brain to visual stimulations with specific frequessc These responses are more
detectable in the occipital-parietal regions of thrain. When the subject is
excited by a visual stimulus in the range of 3.5t61Z5 Hz, the brain generates a
response at the same frequency, harmonics andasaiohics of the stimulus [9].
In SSVEP based BCI systems, several stimuli flicigerat different frequencies
are displayed on a computer screen. These stimuprasented simultaneously so
that different targets can be assigned to thesguémcies. When the subject
focuses on one target, corresponding oscillatognads are quantifiable in the
frequency domain and the target (where the sulbgdboking at) can be

recognized by the processing methods [7], [8].
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Figure 2-3: Power spectrum of EEG when the subjeds stimulated with a flickering light of
7 Hz. One can note that the response also includée harmonics at 14 Hz and 21 Hz [64].
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Being subject-independent systems, both SSVEP 808-Based systems work
for all people with the same structure which rensotlee requirement of subject
training. Thus, it is easy to adapt the system twew user and the user to the
system as well. Beside this advantage, the magwilakick of the ERP based BCls
is the necessity of stimulation. This requires apper eye control to choose the
target stimulus. The patients in the late stagesL& or other locked-in situations

may lose the control of their eyes which prevehent focusing on the targets

properly.

2.2.2 Oscillatory Brain Activity

Oscillatory EEG activity is composed of severalgfrency band oscillations in
particular regions of the brain. The behavior afsih oscillations depends on the
subject’s state such as being awake or in sleem (@ncentration or being idle).
These oscillations are usually grouped under sefreguency bands namely the
delta-d band, the thet# band, the alphar band, the betag8 band, the gammag-

band and the my+ rhythm [65]:

- Delta waves are the brainwaves of the lowestuieegy (0-4 Hz) and indicate
the unconscious state of the subject. They arellysolaserved during a deep

dreamless sleep.

- Theta waves (4-7 Hz) represent the subconscitais. sSThey can be observed
during dream sleegdREM sleep), meditation, during peak experienced an
creative statesThese waves are common in children and peopleriyn s@ritual

states.
- Gamma waves are the fastest signals in the §8@i00 Hz) and they are seen

in the states of peak performance (both physicdl mwental), high focus and

concentration, but also with anxiety, schizophreamd hyperactivity.

13



- Alpha waves are seen in the range of 8-12 Hz whersubject is in a relaxed
wakeful state mostly with eyes closed such as besteeping or daydreaming.

These waves are also correlated with tranquility.

- Mu-rhythm is in the range of alpha activity (~H2) which is usually related
with the imagination or visualization of the movarheThe name comes from the

Latin character due to its shape being similah&g symbol.

- Beta waves are usually related to the consciassme the wakeful state,
attention and analytical thinking. They are obsdmvel3-30 Hz frequency range
[65].

According to the mental state of the subject, tre@eeobservable changes in the
amplitude of particular waves in several regionshefbrain. In BCI applications,
movement imagination is used to observe the changesu and beta band
activity. According to the temporal, spectral apdtsal changes in the mu rhythm
and the beta band, the type of imagination is amealyvia several signal
processing techniques. In these applications (@ra® Motor Imagery BCI
systems), the main concern is to identify and diasise energy variations in the
mu and beta band over the motor regions of thenbetailed explanation will

be given in section 3.1.

Being a subject-dependent system, movement imag€ilysystems have some
disadvantages. The major problem is the subjeatitigh period in which the

subject learns how to perform the imagination @& thovement. Meanwhile, the
system training is performed in which the systempaslitself to the subject’'s way
of thinking. In other words, the system and subgtiuld experience this mutual
training phase in order to use the motor imagery. B@d the problem comes
from the fact that, these training durations maketgeveral months until a

successful performance is achieved.
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2.3 Processes in BCI Systems

In order to run a BCI system, the neurophysiolagnals have to be classified.
To perform such discrimination, a classification dabhas to be constructed.
Therefore, the very first step is to acquire a latbedata in which the EEG is
marked with some external labels providing timeoinfation for several
imagination related tasks. After signal enhancenfiemproving the signal quality
by filtering, preprocessing etc.), a learning aidpon is run on the data which
performs a mapping from signals to classes. Thigping process consists of sub
processes such as feature extraction, featureiselend classification.

2.3.1 Feature Extraction

Feature extraction is a mapping providing the imfative features specific to the
class attributes. To achieve this, brain patteras be analyzed in different
manners such as temporal, spectral and spatial. f@dteires to be extracted
should be appropriate for the application. Foranse, for P300 studies, temporal
features are meaningful whereas spectral featumes dascriminative for

oscillatory activity based applications and spdtaltures are effective for nearly

all applications.

2.3.2 Feature Selection

Feature selection is basically a transformatiorthef raw signal (or pre-filtered
signal) to a new structure to perform the clasatfan task easily. In other words,
the goal is to remove unnecessary information fteeninput signals, at the same
time retaining the discriminative information. IrCBsystems, feature selection is
essential for finding the most informative featutesbe used in classification.
This is necessary especially in the case of hakighg dimensional training data
because it reduces the dimension of the featureespasulting in reduction of

complexity. This also provides higher classificat@ccuracy and time saving. It
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is shown that with feature selection, classificatadgorithms perform better than

the use of all features in the classification [32}).

2.3.3 Classification

Obtained feature set is inserted into a classiboatalgorithm in order to

characterize each class data and find the discatm@n attributes. First of all, an
observation set given with the labels is used tastract a classification model.
After that, the constructed classification modelsed to classify the unlabeled
data. Classification algorithm can be chosen asaliror nonlinear according to
the complexity of the problem. For motor imagery|B€oblems, it is reported

that linear algorithms are more successful than ribalinear classification

methods [10].

2.4 BCI Applications

The most popular P300 based BCI application is ‘Bpelling Paradigm”

introduced by Farnell and Donchin in 1988 [11].this application, a matrix of

characters is presented to the subject on a comgateen whose rows and
columns constitute the visual stimulators. The scibjs asked to focus attention
on the characters that will be spelled and the ware constructed by predicting
each target character. Intensification of the rewaumn containing the focused
character constitutes the target stimuli and ev@k&300 potential in the brain
while all other flashes of rows and columns coostithe non-target stimuli and
do not evoke a P300. According to this informaticmpsen character is found and

displayed on the screen as a feedback to the user.
As an SSVEP-based BCI application, the roll positid a flight simulator was

successfully realized by using two flickering ligtdurces [26]. Also in [27], 13

flickering light sources are employed to develaputi class BCI application.
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Most popular motor imagery based BCI applicatiorss the thought-controlled
wheelchair, neuroprothesis with robotic arm, thesou control on the computer
screen and some games like ping-pong and walkiagvintual environment [77].
In these systems, the external device performsnibeement that the subject
imagines after processing the EEG records. In thagelications, the
distinguishable movement imagination types are lisueestricted to the
imagination of main body movements such as rightdh&eft hand, foot, finger or

tongue movements.
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CHAPTER 3

MOTOR IMAGERY BCI SYSTEMS

Voluntary movement is one of the most essentiaimed human being, lack of
which degrades the life quality considerably. Withmovement, it is not possible

to walk or speak which limits communication ancenaiction with the others.

Motor imagery BCI systems aim to provide movemeith@ut controlling the

muscles. The system understands the type of moveimesubject intends, only
using his/her brain activity and performs the actom behalf of the subject. For
this purpose, it is necessary to understand theophysiologic phenomena

underlying the movement intention and realization.

During normal operation of the brain, there are illagons in different
frequencies which are explained in section 2.2t ®scillatory EEG signals in
the sensorimotor areas provide understanding on Hoev movements are
generated and controlled in the brain. It is obsérthat when the subject moves
any limb, the oscillations in the mu rhythm and theta band are destroyed in
multiple motor areas of the brain [51]. Furthermates proved that the same
change can be seen when the subject imagines thenmeat [12]. Using this fact,
imagined movement can be predicted by interpretitggvariations in different

areas without performing the actual movement.
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3.1 Motor Activity

Motor activity is the neuronal activity observed in the brain aasesult of
voluntary movement. The activity caused by the momet imagination is termed
asMotor Imagery Activity For instance, the changes in the brain signalsgiu
right hand movement are also observed when thesuiopagines that he moves
his right hand [13]. Using this information, it cée concluded that movement
intention of a subject can be recognized withowtcexion. In order to achieve
this, the functioning of the brain should be inigesied during voluntary

movement.

Voluntary movement can be categorized into two pgsowaccording to the
stimulation type of the movement: If the subjeceslanovement whenever s/he
wants, it is termed as self-paced (internally-pacHdhe timing is performed by
an external system and the subject performs moveraenording to the
stimulation signal, the movement is specified as-loased (externally-paced). For
the cue-based case, beside the preparation andtexeof the movement, there
are additional effects of expectation and perceptd the presented audio or

visual stimulus [14].

Movement related activity is a part of the oscilgt activity of the brain. As

mentioned in section 2.2.2, these oscillationscamposed of several frequency
bands. The mu rhythm and the beta band carry trst imimrmative context about
the movement and are named as sensorimotor rhysimese they are usually

better observed in sensorimotor cortex of the brain

The brain operates via the electrical transmissiorong the neural networks
which consists of several hundreds of neuronal efdsa In appropriate
conditions, these neuronal elements work in symghrand the oscillatory
behavior is generally related with this synchronbekavior [19].
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Electrical activity at the neuron level is on theler of millivolts and it reaches to
a macroscopic level in the measurement system (EHE®G, MEG etc.) when
the effects of all neurons are combihe@he measured activity is mostly the
cortical activity since the cortex part of the bra the closest surface through the
scalp. Therefore, the inner region activities aoé directly observable, so they
have very small contributions to the scalp measergm Another factor in
measurability is the synchrony among the neuromat Ts, when the neurons
meet in synchrony, the power of the signal in acggeband increases which

provides easy detection of those activities fromgbalp.

The motor activity can be analyzed in 3 domainsnelg the spectral, temporal
and spatial domains. In the spectral and the teahanse, the behavior of the

oscillatory activity, and hence the sensorimotgtiims, can be evaluated.

3.1.1 Spectral Properties

The change in synchronous activity is a spectralcept. It is shown that the
preparation, execution and imagination of a movemesn cause loss of
synchrony over the sensorimotor areas, mostlyerathha band (mu rhythm) and
also in beta band. The loss in synchrony results gecrease in the signal power
which is termed as event-related desynchroniza(ieRD) [28]. After the
movement, the signal recovers itself by providiggchrony again and this ends
up with amplitude increase in the signal power.sTéction is termed as event-
related synchronization (ERS) [29]. Evolution oétBERD and ERS patterns can

be observed from the EEG data shown in Figure 3-1.

! Although the measurement system such as EEG nesathe macroscopic activity of multiple
neurons, the amplitude of the signals may degraeeal other effects like volume conduction (the
amplitude is on the order of microvolts). Therefoome should not think that the measured
activity will be higher when one uses a macroscaptivity measurement tool.
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Figure 3-1: The formation of the ERD and ERS pattens

3.1.2 Spatial Properties

Brain is the control center of the body and eachtrob is realized from a
particular region in the brain or a combinatiortlése regions. The brain regions
that participate during the motor activity can bersin Figure 3-2.
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Figure 3-2: The functional regions in the brain [2]

The functions of the regions can be summarizedvaesn delow [21]:

- The primary motor cortex is related with the musobtatractions in the
body.

- The premotor cortex optimizes the body positiort tha motor cortex is

directing, for any given movement.

- The supplementary motor area is effective on tlaamphg and initiation

of movements.

- The somatosensory motor cortex is responsiblegiogption and reaction
tasks.
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- The posterior parietal cortex correlated with the voluntary movements in
terms of assessment and decision. The parietalexoreceives
somatosensory, proprioreceptive (related with bpdsition), and visual
inputs, and then uses them to determine the positib also plays role in
movement preparation. In the posterior parietaltecgrthere are two
particular areas. Area 5 receives information freomatosensory areas
and Area 7 is the center for processing of vistiahigus [21] (Figure
3-2).

3.1.3 Temporal Properties

Timing of ERD and ERS actions together with theal@ation are important
parameters in detection of the MI patterns. Dukioyntary movement, there are
several phases in which ERD or ERS is observedaiticplar regions of brain
cortex. Preparation for the movement, which isverage 2 seconds before the
execution, causes mu and beta ERD in contralateeshisphere whereas
execution results in symmetric mu and beta ERD ath kcontralateral (more
dominant) and ipsilateral sides [66]. After the raoment is terminated, the
recovery from ERD occurs slowly in a few secondminband, relatively quickly
in beta band resulting ERS in the contralaterag.skdere, the most significant
property is the ERD pattern which occurs just beftne movement. Since
contralateral ERD starts prior to the movement,nettfee movement is not
executed; the imagination creates ERD due to ttemiion This fact is the base
for the motor imagery BCI systems. The timing adgld motor activities is given

with respect to time in Figure 3-3.
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Figure 3-3: Mean (standard deviation) for timing ofmu rhythm ERD, beta rhythm ERD and
beta rhythm ERS [66].

3.2 Review of the methodologies

The very aim of BCI is to understand the patterhbrain activity and translate
the commands for an external device. For this pepeeverel signal processing
and classification methods have been used in pus\B&| studies. In this section,
a review of the common methodologies used in mimbagery BCI studies will

be given.

3.2.1 Signal Enhancement

In EEG based BCI systems, preprocessing part istit@pt since the brain signals
acquired by EEG are in the level of microvolts d@hdy are highly sensitive to
internal and external distortions. Therefore, itniscessary to find a suitable
preprocessing technique according to the acquisiigstem and number of

electrodes.
First of all, there is a referencing stage in which EEG channels are referenced

with respect to a point other than the refereneetedde used in the recording.

Commonly used referencing methods in Ml BCI studies Surface Laplacian
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(SL) and Common Average Referencing (CAR) which spatially high pass
filters [30]. For the later processing steps, RgatComponent Analysis (PCA)
and Independent Component Analysis (ICA) are wicksp methods [31], [32].
They are used to solve the blind source separgiroblem in BCI studies.
Common spatial Patterns (CSP) is another methoadthwis again a spatial
filtering method that finds a proper combination spfatial information coming

from different electrodes based on the covariameerg the signals [33].

3.2.2 Feature Extraction

Time and/or frequency methods are popular in BQliegtions but frequency
methods are widely preferred in motor imagery swystelue to its simplicity in
use and fast computation. Thus, spectral featuaes bheen used in several studies
[20]. There are also studies that combine the teatpmntent with the spectral
information forming the time-frequency (TF) anaty/g20], [34], [35]. Short-Time
Fourier Transform and Wavelet transformation ardl-lkiewn TF method in

motor imagery analysis [35].

Beside TF methods, parametric modelling such asorggtessive (AR) and
Adaptive Autoregressive (AAR) parameters is a comrmapproach in BCI. With
these parameters, the signal is expressed asaa timethematical model in terms

of time series [36].

3.2.3 Feature Selection

Principal Component Analysis (PCA) and Common $pdiatterns (CSP) are
also used in feature selection. They perform aalineansformation to find the
characteristic of the input data contributing mimstts variance [20]. Distinctive
Sensitive Learning Vector Quantization is a classibased feature selection
algorithm which was first used by Flotzingetral in 1994 for BCI studies [25].

Genetic Algorithms (GA) is another popular methddak minimizes the number
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of the features to be used in the classificatiod araximizes the classification

performance [25].

3.2.4 Classification

In classification, linear systems are more comnmBCI since nonlinear systems
have some parameters to adjust properly. Howendhe case of having large or
small amount of data, complex structures are batteharacterization. In these
cases, kernel-based and neural network based nsesinegreferred [20]. Kernel-
based classifiers are linear classifiers but tla¢ufe space can be transformed to
another space (Kernel) with nonlinear functionsistithe classification problem
can be linearized. Support Vector Machines (SVMpne of the Kernel-based
classification methods and it is preferred for bdthear and nonlinear
classification problems [18]. The main idea of S\M#/to find the separating
hyperplane between two classes with maximum mamgpnthat it has a good
generalization property [46]. It was applied for IB€search by Miller et al [47].
Another widespread kernel-based classifier is tisbdf Discriminant Analysis or
Linear Discriminant Analysis (LDA). LDA tries torfd the most dicriminative
projection direction to have maximum distance betwelasses and minimum
distance in classes. Schlogl et al used LDA to hrewentinuous output in time

and amplitude in BCI systems [48].

Neural networks (NN) are also commonly used in B@plications which are
constituted by several artificial neurons creatagionlinear decision structure
[49]. Multilayer perceptron (MLP) is a popular NNethod which is flexible in
approximation of any continuous function with sciént number of neurons.
Linear Vector Quantization (LVQ) is another typeNifl systems which is based
on clustering of data into subgroups. Starting Wlicher et al, it has been used
in two many studies with modified versions suctkadeans and DSLVQ [20],
[67].
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CHAPTER 4

METHODOLOGIES USED IN THE STUDY

In movement imaginary action, the time instants #RD and ERS occur are the
temporal information whereas the desynchronizatiand synchronization
concepts are spectral ones. The time and frequemasacteristics of ERD/ERS
are not unique; i.e., they may vary according ® shbject or different imagery
strategies can be developed by the subjects teenBRD and ERS patterns [50].
In addition, the time and frequency characteristicie mu and beta components
can also vary such that the beta band shows faestponse, whereas the mu band
activity takes a few seconds to attenuate and esc[®B1]. In order to analyze
whole these changes successfully, it is necessanonsider the temporal and
spectral features together. For this purpose,ithe frequency analysis method is

preferred in the feature extraction stage of thiss

Applying the time frequency analysis on the EEGnalg results in lots of
temporal and spectral features. However, they ate afl related with the
performed motor imagery task. Using all of the feas$ is not contributive to the
classification process; but also it is misleading d classifier to have too many
correlated features. Also it is known that diffdramibjects elicit different Ml
patterns [50]. Therefore, it is necessary to chdbserelevant features according
to the subject for successful results. For thisppse, Distinctive Sensitive
Learning Vector Quantization (DSLVQ) method is ugethis study, which finds

the most discriminative features for the given stssand for the subject. In order
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to compare the results of DSLVQ, a simple seargordhm is constructed

computing the accuracy for each frequency component

Combining the spatial information in a proper wayalso beneficial such that the
channels do not participate equally in the motoagaery activation. For this
reason, Common Spatial Frequency Patterns (CSFR)odified algorithm of
Common Spatial Patterns (CSP) is selected as @alsfiiering method. CSP
combines the channel information in an optimal nesirsuch that transformed
features provide the maximum discrimination amdmgdlasses [33]. In addition
to spatial features, CSFP considers the spectiilries and optimize both of them
[15].

After extraction and selection of the featuresultasy data is classified with the
Support Vector Machines (SVM). In this study, thare also other classification
algorithms tried for comparison. All details abotitese methodologies are

explained in this chapter.
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4.1 Time-Frequency Analysis

TF analysis provides the time-varying spectral @spntation of the signal which
corresponds to the power spectrum with respeactrte. tThere are different ways
to analyze the time-frequency content. One of thmséhods is the Short Time
Fourier Transform (STFT). It is mainly preferred fbe applications in this study
due to its simplicity and practicality. Morlet Wdge Transform is another
popular method in BCI field which is used as theoselary TF method in this
study.

4.1.1 Short Time Fourier Transform — STFT

The Fourier transform refers to the frequency donrapresentation of a time
domain function. It describes which frequencies pmesent in the function, by
decomposing the original function into oscillatdupctions [53].

The point where the Fourier Transform is not sigfit is that it does not give any
information on the time at which the frequency comgnts occur. However,
STFT can give information on the time resolutiontled spectrum by analyzing

the frequency response at different time instants.

The Short-Time Fourier Transform is really fundataéfor analyzing the slowly

time varying signals. Originally, it is a continsstime analysis method due to
the continuity of Fourier transform in time domakltevertheless, using the Fast
Fourier Transform, signal processing systems bamedSTFT have become

practical resulting in a wide application area [54]

4.1.1.1Continuous-Time STFT

In the continuous-time case, the signal is muklgblby a moving fixed-length

window function which is nonzero for a short periodtime. Then the Fourier
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Transform is applied within the window as the windis moved along the signal,
resulting in a two-dimensional representation @& $ignal [53]. Mathematically,

this is written as:

0

STFEX(t)} = X (7, W) = j x()w(t - 7)e ™ dt
“e (4.1)

wherew(t) represents the window function, centered arowsrd andx(t) is the
signal to be transformed(t,®) is the Fourier Transform of the windowed signal
x(t)w(t-t), which is a complex function representing thegghand magnitude of

the signal over time and frequency.

4.1.1.2Discrete-Time STFT

In the discrete time case, the signal to be tranmsfd is segmented into
overlapping intervals and in each interval Foutransform is applied, resulting
in a matrix which includes magnitude and phase dach point in time and

frequency [53]. This can be expressed as:

STFRXn} = X(m,w) = i x[njw{n-mle” jwn
4.2)

wherex[n] is the signal ana[n] is the window. In this casejis discrete and is

continuous, but in practical applications, Fast iauTransform is used in the

STFT analysis, so both variables are discrete aadtged.

X(m,w) = FFT,, (}{njw{n - m)) = FFT, (X[ SHIFT, (w)) .3)

where X(m,w) is the FFT of windowed signal centered about time The

overlapping percentage can be chosen wafw] can vary according to the
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application. Different windowing function types arapplicable such as
Rectangular, Hamming, Gaussian, Bartlett, Blackmete, For a rectangular

windowing and 50% overlapping, STFT analysis canvisialized as in the

Vol

Figure 4-1.
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TIME

Figure 4-1: STFT method for rectangular windowing wth 50% overlapping

In order to obtain the time-frequency spectrum, gbwver of the signal for each
time instant for the specified frequency value $tidue calculated. Using the
magnitude and phase values obtained from STFT efstgnal, instantaneous

spectrum is expressed as below:

spectrograx(n)} = (Re{X (n,w)})* -(Im{X (n, W)} )’ (4.4)
Spectrogram of a signal provides two-dimensionfrimation each row of which
indicates the power distribution of a frequency poment with respect to time.

So that, features to be used in the classificagi@extracted for any frequency

value required and they are combined. The critmaint is to know which
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frequencies are necessary for the best classditatiat can be achieved by

feature selection.

4.1.2 Morlet Wavelet Transform

Fourier transform decomposes the signal into sidgsdn a similar manner,
Wavelet Transform is used to express the signtdrims of wavelets. In contrast
with sinusoids, wavelets are localized in both tinee and frequency domains

[55] which are suitable for non-stationary sigreish as EEG MI activity.

In order to extract both time and frequency donfeatures, STFT is offered as a
simple and practical method. More realistic compaotaof these features can be
done by Wavelet transform. As explained beforeSirFT, sliding windows of
fixed length are transformed to Fourier domain ttesgiin a fixed time-frequency
resolution ratio. However, in wavelet transforme thidth of the window varies
as a function of frequency providing adaptive tifreguency resolution [55]. The

continuous form of wavelet transform can be exmeds/ the following formula.
Ns.7) = [ F O, Mdt 4.5)

Here, f(t) is the signal to be decomposed into a set of veasel  (t). The

variabless and r correspond to scale and translation. The set ofelets,
daughter waveletsare generated from a single basic wavelet, thealleec

mother waveletby scaling and translation as following:

1 t—r1
s, ﬁw(TJ (4.6)

There are several types of wavelet in differenfpslsa The wavelet to be used is

selected according to the characteristic of theaigp be processed. Morlet is a
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kind of wavelet which has a Gaussian distributionboth time and frequency
domain and it is suitable for investigating MI gaits [15]. The function of the

Morlet wavelety(t) is given with the following expression:

12 _}Xz
2

w(x) =(e** _e 2° e (4.7)

where k, is the center frequency corresponding to the nurobescillations of

the wavelet. A complex morlet wavelet with centexgiency of 1 Hz can be seen

in Figure 4-2.

Complex Morlet wawelet with fc = 1
0.5
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N F-—————— = ————
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Figure 4-2: Real and imaginary part of a complex Mdet wavelet of 1Hz center frequency
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The variance of the Morlet wavelet in frequency-@omis inversely proportional
with the variance in the time-domain. These vamsndetermine the time and
frequency resolution of the wavelet transform whigtthe inner-product of the

daughter wavelet with the signal.

4.2 Distinctive Sensitive Learning Vector Quantization-
DSLVQ

DSLVQ is originally a classification method; howeyét is used for feature
selection in the MI BCI studies [25], [57]. It ip@lied to the frequency domain
features to obtain effective frequencies for thbjects. It employs supervised
learning while weighting the features. DSLVQ finttee most discriminative
features for the given classes and for the subjétle it searches an optimal
linear approximation for the problem. It is moddfidrom Learning Vector
Quantization (LVQ) which is a competitive learnidgveloped by Kohonen [16].
LVQ is a neural network based method which findgomd set of reference
vectors to be used as a nearest neighbor cla&sifeference set. Thus, in order to
explain DSLVQ, first of all Nearest Neighbor (NN)assification and LVQ
method will be clarified.

4.2.1 Nearest Neighbor Classification - NN

Nearest neighbor is a supervised learning algoritfimere the classification of
new coming instance is based on nearest neighlass.clThe purpose of this
algorithm is to classify a new sample accordindghte attributes of the training
samples. Given the training data and labels of earhple, the new sample is

classified regarding the closest neighbor fromttaming data [56].

A set of T sample datéx,,x,,....x;) and labels(g,,6,,....6;) are given in the

training dataset, where tRgs are N-dimensional (N features for each sample)
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metric values and th&'‘s are the class labels among K classes in totabvwng

the samples and related classes, when a new saipleonsidered, it is desired
to estimated by utilizing the information contained in the seft correctly

classified points. The distancmat can be defined by the one of the following

distance functions:

. N . .
i) d, :HX_XtHz B> (X -% )2 Euclidean distance (4.8)
n=1 n

N
i) d =2 (X, =X, )? Euclidean squared (4.9)
n=1
N
iy > |x - X, Cityblock (4.10)
n=1 : n
Iv) mav*xn - X Chebyshev (4.11)
n n

where d, is the metric distance between new sampbnd training sampbe .

Finding the minimum distance among all distancecudations provides the
prediction of the class for the sample. The denissomade such that the class of
the samplef is the same as the class of the nearest neightiohws the closest

training data sample [56]. Mathematically, 0{x,,x,.....x;) iS the nearest

neighbor ofx if d(x.,x) =mind(x,,x) fori=212,....T

After finding the nearest neighbxyr, the label g, is the predicted label for the

new sample x. Figure 4-3 explains NN method visuall
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9

Figure 4-3: Demonstration of the Nearest Neighbor fassification. Circles and rectangles
represent different classes. An unknown object (stais classified as a circle because the
closest object is a circle.

For each class, there are samples that can betasedlerstand the structure of
the class, but in this method it is not aimed talfa generalized classification
method. Thus, only the closest sample is considregnderstanding the class of
the new sample instead of using all relevant sasnibeie to use of only one
training sample, this method is named as 1-NN [56].

4.2.2 Learning Vector Quantization - LVQ

Nearest neighbor classifiers are well known classif which are easy to
implement and have good classification performant®arning Vector
Quantization (LVQ) is a neural network based cfasgion method aiming to
find the proper reference vectors to be used andaeest neighbor classifier's
reference set [16]. These reference vectors amgetéas codebook vectors. LVQ
is an adaptive learning algorithm proposed forraation of the positions of the
codebook vectors in order to obtain improved cfaesdion accuracy. During
learning, these vectors are shifted into an optipasition, whereas during
classification a nearest neighbor classificatiorthoe is used. In other words,
LVQ is a quantization method, creating clustersheftraining data and assigning
them to relevant classes. Being a learning algoritine goal of LVQ is to find an

optimal distribution of the clusters in the n-dirs@mal vector space.
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The codebook vectorsu(u,,...u,) represent the centers of the clusters. Total

number of clusters or codebook vectors is opti@aeabrding to the variety of the

data; but for each class, it should be equal.

Training part of this method is composed of itemtadjustment of the cluster
centers (codebook vectors) until it is stable emougter that, new coming data
can be assigned to the closest cluster and the ofabe new data is the class of

the cluster.

Adjustment of the codebook vector positions staith the initialization part in
which a vector value is chosen randomly from thaskt or by guess. Then, trials
in the dataset are used one by one in order toteptda position of the vectors.
Based on the updated codebook vectors, the tnalagain used for consequent
training. This iterative procedure goes on unté tthange in vector positions is
too small which means that all trials are separat@d different groups

successfully.

The codebook vectors are equally shared amongléisses. For a new training
sample, distances to each vector are calculatedhendearest vector is found. If
both the trial and codebook vector belong to satass¢ the position of the
codebook vector is moved through the trial with lgganing rate. If they are from
different classes, the position of the closestares moved away. Thereby, the
vectors are moved closer to the relevant dataeasdéime time moved away from

the irrelevant data.

The detailed procedure implemented in this studymmarized as below:

1. The number of codebook vectors is chosen (asdyné there are K classes

in the training dataset, each class has M/K codebeotors.
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2. Initial values fora and W's {u, u,....,u,, ) are assigned whereis the learning

rate and pu’s are the codebook vectarmitially should be smaller than 1 because
it is the rate of vector's convergence to the nesinfpand it should decrease
monotonically at each iteration. p’s can be assigoevector values according to
the nature of the data or they can be chosen ralydoom the input data [16].

3. Distance between input data vect%r(xl,xz,...,xN) and each codebook

vector is calculated by the Euclidean distancetfonc

)2

N
A = HX_'UmH - \/nz_l(xn “Hm
= 4.12)

where d =d,,d,,....d,,and d,, corresponds to the distance of the data to the m

codebook vector.

The closest codebook vectop() to the data is found which is termed as the

“winning” vector and one of the following actioneegrerformed according to the

cases:

4. 1) If the class of the closest codebook veddhe same as the class of the input
data x, the position of the codebook vector is ghacloser to the data by the

learning rate.
He(t+D) = e (t) + at) = [x- e (0] (4.13)

where t represents the iteration number.
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i) If the class of the closest codebook vedsodifferent from the class of the
input data, the position of the codebook vectom®/ed away from the data by

the learning rate.
Ho(t+D) = 1o (0 - a®)|x - 1 (0 4.14)

5. Learning rate: is reduced for the next iteration.

Above steps are performed iteratively, until tharade in the vector positions is

small enough for two consequent iterations.
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Figure 4-4: Demonstration of the LVQ method [17].

In Figure 4-4,211 represents a codebook for class 1 and it is wawih each

sample of class 1 data and positioned optimallghen center of class 1 data

cluster after the iterations. The same procedusdsis valid for the class 2 data

and the codebook vectgr.

39



4.2.3 Distinction Sensitive Learning Vector Quantization-
DSLVQ

As mentioned before, DSLVQ method is the modifmatiof LVQ. In this
method, the goal is to find the distinctive featuvenich play a critical role in the
success of the classification. For this purposgeight vector is assigned to each
feature as a scalar indication of the measure pbrtance. In parallel to learning
process of the codebook vectors as in LVQ meth@&l\D algorithm estimates
optimal weights for each dimension througlsexond learning process [57]. In
this learning process, the weight vector is optedizvhere each weight value
keeps the informative value of corresponding featlUlsing the most informative
features individually or as a combination has asaerable effect on the

classification accuracy.

In the learning procedure, the codebook vectortipos are optimized by a
distance function, in the same manner with the \i€hod. In addition, DSLVQ
updates the weights of the features in each opditoiz step. Thus, double
optimization is handled simultaneously. At the etind amplitude of the weights
indicates how informative the features are. In otirds, larger weights

correspond to more important features.

The Euclidean distance function is used in the bodk vector optimization with
a difference, such that the distance between tlotovend the sample data is

calculated by weighting each feature as shown helow

2
(max(o, W)X, —,umn)) (4.15)

Here w:w,w,...w, is an N-dimensional weight vectoy, is the weight for the

n" feature of the training data, and N is the totahber of features. The learning

algorithm for these weights is similar:
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w(t +1) = norm(w(t) + B(t)(norm(nw(t) — w(t))) (4.16)

Here w(t) is the present weight vector and(t) is the new weight vector during
iterationt. By the learning ratg(t), the present weight vector is shifted toward
the new vector in some extent resulting the conseigiterationw(t +1) . Being
smaller than 1,4(t) provides a rational decision between the presedtreew
weight vector during iteration Smaller g indicates slower learning which is

found to be more reliable as a result of confideatning steps. It is proper to

chooses around 0.1 as an initial value and it should deseehrough zero within

each iteration [57].

In the calculation of the new weight vector,

d, ()-d. ()

nw, (t) =
max(, ,d. )

(4.17)

is used whered, denotes the distance between tiefemture of training example
x(t) and closest codebook vector from the correct ctawsd, denotes the

distance between thé"Heature ofx(t) and closest codebook vector among the

other classes.

-1

norm(y) Zlynl) y
n=t (4.18)

Function norm(y) is a scaling operation for vect&r= (Y1, Ys,---,Yy) tO Obtain a

unit length. Normalization is necessary for thetdess because during weight
learning, being in the correct side of the decidinder is more important than

the distance to the border [57]. If the closestueato the corresponding feature
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of the codebook vector is from the correct cldssntthe feature is relevant for the

correct classification of the training sample. Whieature n is found to be
relevant for the classificationVy, is increased, otherwise it is decreased. After all

iterations, the discriminative features and feattwenbinations can be selected
according to the resulting weight of each featureé law weighted features can be

discarded since they are less important.

4.3 Common Spatial Frequency Patterns (CSFP)

In some of motor imagery BCI systems such as thes ¢imat use the left and right
hand imagination tasks, it is easy to select tliernmative channels. However,
spatial patterns of the movement imagination atestraightforward all the time.
According to the imagination type, subject and namtf classes; discrimination
of the spatial patterns might become a complicatesk. In that case, it is
necessary to apply a spatial filter to combine ¢hannel information in the

optimal sense.

Common Spatial Patterns (CSP) method is suggesteaptimal spatial filtering
of two class data [19]. When the discrimination hjeon becomes more
complicated, it is sometimes useful to considero alse spectral patterns.
Common Spatial Frequency Patterns (CSFP) is a medddlgorithm of CSP
which also includes the information in the frequespectra.

In this section, firstly CSP methodology will bepéxined for a 2-class problem
and then modification to CSFP will be clarified.

4.3.1 Common Spatial Patterns (CSP)

Common spatial patterns (CSP) method was firsthppsed by Ramoset al for
classification of multi-channel EEG data [19]. Tprncipal idea is to project the
multi-channel EEG data into a low-dimensional dayaweighting the signals
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measured from electrodes such that the discrinnatif the 2-class data is

maximized.

The idea of CSP is to find a spatial filter suchtttine projected signals have high
power for one class and low power for the otheorther to provide separability.

The power of a signal can be expressed by the na@ian the time domain.

Therefore, the CSP algorithm applies a linear fransation that maximizes the

variance of one class data while minimizing theiaraze of the other class data
[59]. This problem is equivalent to maximizing odass variance and keeping

the total variance of two classes constant. Fogmiddis is expressed by the

following optimization problem:

max Y var@w's) st > varw's)=1

W i:ClasdTrials i:Clasdand2 (4 19)

where var(.) is the variance of the vector amds the spatial transformation

vector. An analogous formulation can be given far $econd class.

Using the definition of the variance, the problensimplified to

maxw' Rw s.t. w' (R +R,)w=1 (4.20)

whereR is the covariance matrix of the trials of one slas
This algorithm can be computed by the followingpste

- The auto-covariance matrices for each classaoslated as:

- (v0_LIx oo vo - s 0 '
R :Z(Xk _szk j(xk _szk j
k=1 k=1 =1

(4.21)
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where x{" is an N-dimensional vector at tinkeT denotes the transpose operator,

i denotes the class index. The normalized covariarateiceR can be expressed
as:

1 | i

T = trace(R ") (4.22)

wherel denotes the number of triatsace(x)is the sum of the diagonal elements

of x. The composite covariance matrix is:
R=R +R, (4.23)
The eigenvectors and eigenvalues can be extraciedthe matrixR .
R=U,AU,’ (4.24)

whereU, andA are the eigenvector and eigenvalue matriceR mspectively.

Then the whitening matrix can be obtained as:

— A-1/2 T
W=A"U, (4.25)

In order to extract the common spatial patterns doP-class problem, the
transformed covariance matriceS, andS, for both classes are evaluated

respectively as below:
S,=WRW' , S, =WRW' (4.26)

According to statistics,S, andS, share common eigenvectors and the sum of

their eigenvalues is 1 [60]. Thus;
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S, =UAUT S,=UAU" andA, +A, =1 (4.27)

Multiplication UW gives the resulting projection matrix. The distine property
of eigenvectors iJ lies mostly in the columns corresponding to maximand
minimum eigenvalues. For optimum discrimination,e tltcolumns of the
eigenvector matrix corresponding to the m largestm smallest eigenvalues are

selected.

Then the final mapping of each EEG trial is:
Z, =URWX, (4.28)
where U_ =U,,...U U 4--Uy) andU W corresponds to the spatial

filter w. For classification, the variance of the filtefedtures are normalized.

var(Z; )
2m

> varz,)

f* =log

(4.29)

The aim of the logarithm transformation is to obtabrmal distributed elements

in f [60]. Heref is the final optimum feature vector.

4.3.2 Common Spatial Frequency Patterns (CSFP)

Considering frequency patterns beside the spa#iibqms is contributive to the
success. In this part, the common spatial frequgatterns (CSFP) method will
be explained which is modified from CSP and prosigienultaneous optimization

of spatial and frequency features.
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In CSP, the information from each channel is irexkrinto algorithm and
weighted to obtain the maximum discrimination. Hees the spatial information
is not sufficient in some cases, such that theepagtcorresponding to different
classes might have common active regions on thip.sba this situation, the
scope of the CSP algorithm is extended to takesgyertral information into
account which forms the method called Common Spé&tiaquency Patterns
(CSFP) [15].

Using time-frequency analysis, the temporal infarora for each frequency

component can be extracted. Each trial signal aeduirom one channel is
transformed to the time-frequency domain and atetie each trial is expressed
separately for each channel and frequency. In C&Rariance matrix is

calculated for all channel information while CSFBncatenates all channel
information for the required frequency componehltther words, the size of the
features and the covariance matrix increase byntmeber of frequencies used.
The resulting features to be filtered are the comations of channel-frequency
information. With the same methodology used by d8&ures are weighted and
the most distinctive ones are selected from thergigctor matrix of the whitened

covariance matrix [15].
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4.4 Classification

In classification problems, there are two main esadgirst of all, the learning
algorithm is developed in the training part accogdio the observed data. Then
the new coming data is classified according to deeision mechanism of the

learning algorithm.

There are basically two types of learning mechanisemng either supervised or
unsupervised. In supervised learning, pairs of irgata and target outputs are
provided. The learning system is trained by themgdas in order to achieve a
generalization to predict the new coming samplesthe absence of target
outputs, the system has to train itself autononyoubhis kind of learning is
termed asunsupervised learning6l]. In this BCI study, supervised learning is
used since it is more preferred for the discrimoraiof motor imagery signals
[35]. In this learning type, the set ok{y]} is given wherex represents the™
observed data anglis the corresponding class label. The purpose determine

yi with a generalization algorithm. Generalizationperformed by searching a
suitable transformatiog=f(x) between the input data and labels. When a new
observation comes, created transformafigmedicts the class label of the data.
This transformation is the decision part which esponds to the classification

process.

In most of the motor imagery BCI applications, anelassification algorithms
such as Support Vector Machines (SVM) and Lineascbininant Analysis
(LDA) are preferred since they are more succeghkfah nonlinear algorithms in
discrimination [37]. The methodology of SVM is eapled in detail which is
mainly preferred in this study due to ease of axteseliable SVM toolboxes and
adaptation to nonlinear use. Several concepts insbe classification process are
also mentioned here. The other methods used fopaonson in this study are
given at the end only providing the names and eefegs of the methods.
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4.4.1 Support Vector Machines - SVM

Support Vector Machines is a supervised machinmileg algorithm which is
accepted as a powerful tool for developing pattetassification. In this
algorithm, the goal is to separate the classes witinyperplane which is

constructed by the observed examples.

The separating hyperplane can be constructed flmsareed data by many linear
classifiers but the important point is that the éngtane should have a good
generalization property in order to work well foetnew samples. In this manner,
SVM s different such that it tries to find the segting hyperplane with the
maximum margin which is known as the optimal sefraggplane. In other words,
the hyperplane maximizes the distance between yperplane and the nearest

samples (support vectors) in each class [62].

Figure 4-5: Several separating hyperplanes and theptimal separating hyperplane for a 2D
data

In Figure 4-5, two-dimensional data from two diéet classes are shown that can
be divided into two groups by several alternatimes. However, there is only one

optimum line in the middle trying to be as far asgble to each of the samples.
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The nearest samples to the hyperplane are callstiggsort vectors which give
the name to the method. SVM is an optimization fgwbwhich updates the
alignment of hyperplane until the support vectomcdme furthest to the
hyperplane [62]. In this study, the SVM toolbox I9BM is used to implement
the SVM classification [58].

4.4.1.1 Kernel Functions

The hyperplane function definition above is given linearly separable case. In
other words, the value of the function for a giveput is mathematically formed
by the usual inner product of the parameters offihetion and the input. When
the data is not linearly separable, the featureespan be transformed to a higher
dimensional space by employing nonlinear Kernelcfiams [46]. Here, the
Kernel operation is expressed as a nonlinear ipnaduct in the feature space.
Some of the Kernel functions used in SVM are define the following

expressions:

Polynomial Kernel:K (x;, X;) =<xi,xj>d or K(x,X;) = (<xi,xj>+1)d (4.30)

2
il

Gaussian Radial Basis Function: K(x,X;) =€ 20° (4.31)

Sigmoid FunctionK(x,,x,) = tant{Kxi X —5) (4.32)

1777

The Gaussian Radial Basis Function (RBF) is repameprovide the best results

with SVM in classification performance [46].

4.4.1.2 Normalization

Normalization is a common technique used in mostthef data processing

applications. It is used to remove the dependemcthe magnitude and variance
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of the samples in the dataset. It also helps fopdie structural similarities among

the same class data which is essential for classiining.

Normalization can be performed both individuallydaregarding all of the
samples in the dataset. In individual normalizatione sample in a dataset is
scaled according to its properties. There are sétechniques for this kind of
normalization. In most cases the data is transfdrtoghe interval [0, 1]. Being a
linear scaling operation, it can be performed hyouss scale factors. The simplest
scaling factor is the magnitude of the sample wedoch that after the

normalization, the sample becomes a unit vector:

g= X
4 (4.33)

In the ensemble normalization, the samples are alored according to the

statistical properties of the whole dataset. Foangsle, each sample can be
reassigned according to its difference from the meh all dataset. Gaussian
normalization is a good example for this type. lBu&sian normalization, all data
samples are normalized in the structure of the Mérf@aussian) distribution

which shifts the mean of the samples to zero aaléscthe variance to 1.

I (4.34)

where 77, and @ represent the mean and variance vectors of thepleam

respectively.

4.4.1.3 Cross-validation

Cross-validation is an assessment for the perfoceai the classification model

obtained by the training process. The idea is toddi the training data into
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partitions and use some of them for training aredrémaining for testing [68]. If
this is performed for different combinations anérthaveraged, it gives an idea
about the accuracy of the model. According to #sult, some modifications can
be done in the feature extraction and classificatiethods until the best results
are obtained.

The most common technique is K-fold cross-validatitn this method, the
training dataset is divided into K subsets and JKoflthem are used for training
while the classifier is tested on the remainings&tibThis process is repeated for
K times until all the subsets are used as a vatdatThen all classification

accuracies are averaged in order to evaluate tuessi of the classifier [68].

4.4.2 Other Classification Methods

Beside SVM, three other methods are tried for diaasion in this study. First of
all, linear SVM classifier is adapted to the noatin case by using a Radial Basis
Function (RBF) as the Kernel operator [58], [69¢eh Naive Bayesian classifier
is applied which is a probabilistic classifier béigm the Bayes’ theorem. Finally,
a neural network model, Multilayer Perceptron, ngpiemented for the data.
These methods are accessed from the Java basedicdéien toolbox Weka
3.6.3[69].
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CHAPTER 5

SYSTEM DEFINITION

General information about BCI systems is givenhapter 3. In this part, the BCI
system developed in the scope of this thesis idagqd in detail with the

software applications and a potential wheelchagpliagtion.

In BCI studies, different applications can be aiai by changing the feedback
and process type of the system. In this studyptiggnal cue based MI paradigm
[13] is implemented on a BCI system [6] to perfaime MI related experiments.
After that, 2 online BCI applications are develop€xhe of these is a cue based
game application that uses a moving object asabtexk to the subject. The other
application is a wheelchair device that can perfatovement along 2 directions.
In this chapter, the details of these applicatiars given providing necessary

information on the hardware and software designs.

5.1 Hardware Description

Data acquisition is the first step in which thecélieal brain activity is measured
and transferred to the digital environment to becpssed in further steps. Any
small deviation in this step may become misleadimgthe next processes;
therefore the acquisition step is crucial in thalgsis. The system should be
sensitive enough to detect signal changes with preglision. Besides, it should
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be portable and practical in use for a proper BGtean. Regarding these facts, an
EEG device is preferred in this study.

The EEG instrumentation developed for BCI purpasesur laboratory is used in
the experiments of this study [6]. The designed lsased MI BCI is adapted on
this system with several modifications on the handw These are described
below after providing a brief summary of the spieaifions of the EEG system

used.

5.1.1 EEG Instrumentation

The EEG system used in this study employs 10 chsufR8, Fz, F4, C3, Cz, C4,
P3, Pz, P4, PO7) which are connected to the scalace with the electrodes of a
standard EEG cap. In this cap, the electrodes lameg according to the 10-20

electrode system that can be seen in Figure 5-1.

Figure 5-1: The electrode layout for 10-20 systen38]

The acquisition is unipolar which means that thgnals acquired from the
electrodes are referenced to a predefined pointh siscearlobe or an unused
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location of the scalp. As in all standard EEG pduees, the surface between the
electrodes and the scalp surface is filled witlodtictive gel in order to decrease
the contact impedance. The signals from the scafp anplified with an
amplification factor of 10000 in the analog hardevathen filtered by a 0.1 Hz
high-pass and 40 Hz low-pass filters. Also thera isand stop (Notch) filter to
remove the effect of 50 Hz noise. The amplified dittdred analog signal is
digitized with a 12-bit ADC and transferred to tbemputer in a (adjustable)
sampling rate of 100 Hz.

5.1.2 Hardware Modifications on the BCI system

One of the goals of this study is to implement a&tbhair control with a BCI

system. Therefore, a wheelchair device has to tegrated with the existing EEG
instrumentation [6]. To fulfill this task, a poweteelchair device with a built in
VSI controller is used [71], [70]. The picturestbe power wheelchair integrated

to our BCI system are shown in Figure 5-2.

Figure 5-2: Pictures of the power wheelchair usedtdevelop the BCl wheelchair application
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The type of the VSI controller [70] on the wheelchaas not suitable to control
digitally by an external control system. It alloasly commands from the analog
joystick which implements a complex sensor mechmanisside. To control the
wheelchair digitally, an external motor drive citcy is designed in this study.

The main specifications of this motor drive hardsvesr summarized below:

- The system is electrically isolated from the EE&rmmentation.

- The system acts as a slave device which accepts basimands like
stop, move to main directions and adjust speed.

- The speed of the motors is adjustable up to 84evel

- The drives can handle DC currents up to 20 Ampgézh motor.

Figure 5-3 shows the main components and the flagrdm of the developed

system.
FEC RS232 Wheelchair
MCL FWM1
(Master)|| Command * MCU | oz IGBT
(Slave) MOSFET
Driver
Faw
) Command Fower
Signats MOTOR
MOSFETS
PC
Signal
Processing

Figure 5-3: Operational flow and control diagram ofthe developed wheelchair drive and the
EEG system.
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The control mechanism has been centralized in tloeooontroller unit of the

EEG such that it handles both the communicatio®©fwith the EEG and the
EEG with the wheelchair. The wheelchair control implemented by the
microcontroller PIC16F877 [72] which performs aoso according to the
commands sent by the master microcontroller inBB& [6]. The commands are
transmitted via RS232.

To drive 2 power motors on the wheelchair, whicemdd.0 Amps of rated current
at 24V, IRF3205 [74] power mosfets are used. Thassfets can handle DC
currents up to 110 Amps which is much higher thlae tated current of the
motors. Each motor is driven by 4 IRF3205’s whialk aontrolled by 2 half

bridge driver IC’s. The mosfet drivers used fosstpurpose are the IR2111 IC of
International Rectifiers [75].

The speed of the motors is controlled with pulseltivimodulation (PWM)
techniqgue whose duty cycle is adjusted by the PIRBI& microcontroller. The
duty cycle can be adjusted from 10% to 80% withrenments of 10% which

comprises 8 levels of speed control.

Isolation is a necessary process in this desigarms of power supply and signal
transmission. The wheelchair draws much more pdhem EEG system which
might cause sudden current changes in the powepfithe EEG. This will cause
distortion in the EEG signals. Therefore, EEG anbe&chair should be

electrically isolated by supplying with differentatteries. Furthermore, in the
signal transmission line on which the command & $e the wheelchair, there
might occur feedback currents through the EEG.rttento prevent this danger,
the transmission line (RS232) is also isolated withoptocoupler IC IL717 [73].

Finally, in case of an emergency, a safety swischrovided to cut off the supply
of the motors. The picture of the motor driver heacke is given in Figure 5-4.
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Safety Switch

IGBT
Drivers

-----------

Figure 5-4: Picture of the printed board for the mdor driver hardware

5.2 Software Description

Monitoring and recording of the EEG signals are togled by a computer
program. The software of the system is composedubtystems in which the
acquisition of the digitized signal, display of useterface and analysis of the

acquired data are carried out simultaneously [6].

In this study, user interface design is performedthe two applications to be
developed. In these interfaces, the task to be@peéd by the subject is displayed
on the user screen also indicating the timing ef tdsks with both visual and
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audio cues. This screen is also used to give fekdba the subject in the

applications.

The user interface is constructed in Visual StubiBT 2005 using C# language.
The interface varies according to the applicatiod the constructed interfaces are

described in the following sections.

5.3 Applications

It is necessary to provide an interface in ordecadlect the required data for
offline analysis. Furthermore, whenever the sucoéslse system exceeds a level
in the offline analysis, it can be adapted intmafline system where the feedback
is provided real-time. For this purpose, two défer applications with different
interfaces are constructed which will be describect.

5.3.1 Cue-Based Application

In this application, the imagery periods and thedfeack instants are adjusted by
the computer and the subject is allowed to perfasks in these periods. In other

words, the program is controlled both by the corapanhd the subject.

There are two screens in the interface, namelyatafldw screen and a user
interface screen. Figure 5-5 and Figure 5-6 sh@sdlscreens, respectively.
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Figure 5-5: Dataflow screen of the cue-based apptiion showing 10 channel real-time EEG
data

This screen provides a means to follow the dataiattmpn from the EEG device.

The acquired 10 channel EEG data are displayedtineal on this screen with

necessary labels to follow each channel. During etkgeriments, the status of
each channel can be followed from this screen,imdse of technical problems,
such as data loss, high noise or poor contact ef dlectrodes, the user is
informed. For instance, the defects in the signadsised by concentration loss,
tiredness or being sleepy, can be observed as-dhgttan waves. In this case,
displaying the dataflow in one side of the screemseful in terms of feedback
and warning.

The user interface screen enabling the coordindt@ween the computer and the
user is constructed to provide a base for the @xgets. The training screen
given in Figure 5-6 is used to collect trainingad&tbom the subjects. Including the
dataflow screen in the left side, this screen guidethe subject in performing the

tasks.
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Figure 5-6: The user interface screen of cue-based applicatiofThe cross with the arrow
informs the user about the task and timing. Slide-br in the bottom is the feedback
indicating the classifier output.

In the training screen, the user is informed albettype of the required task and
the time to start and finish the imagination. Ikiwn that feedback is effective
on the subject training and system performance. [bBgrefore, there is also a
slider bar which is an optional item and can beduseinform the subject about
the classification output. By this way, the subjdoectly sees the result of the
prediction and adjusts himself for a better imatioma This process constitutes

the subject training.

In Figure 5-7, the process of the interface for tred is given. This process has
been commonly used in most of the cue-based BClicappns [39]. Some
modifications are made in timing and feedback adjests according to this

study.
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Figure 5-7: Process of one trial (Modified from [39)

Each trial lasts in 8 seconds. In the beginninghef trial, a fixation cross is
displayed on the screen which informs that thed #tarts and the subject should
concentrate. 2 seconds later, the subject is wabyedn audio tone to prepare
himself/herself for the cue. After 1 second, the mudisplayed for 2 seconds and
the subject imagines the required movement duhiggderiod. At the end of this
step, the cue disappears and the classificatiorepsostarts. The result is given to
the screen in following 1-1.5 seconds with a slidar indicating the direction of
the predicted imagination. The storage rate oftlier bar indicates the accuracy
rate of the classification result. By this way, drial is completed and before the
new trial starts there is 3-second relaxing penaduding the feedback display.
The new one starts by the display of the fixationss. Here, the tasks of
movement imagination are given in a randomized ror@@revent the adaptation
of the subject [40]. The detailed explanation @& gnocess will be given with the

experiments in Chapter 6.

This system provides output only once after the enthe imagination duration
indicating the predicted side. For training purpases useful; however it is a
poor system to be a real life application sinces ihot exactly real-time and not
continuous. Therefore, another system is constueith a game interface based
on continuous left and right control. The reasosalécting a game application is

to increase the motivation of the subject and héineetrength of the intention.
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5.3.2 Continuous Response Game Application

Drawback of the previous system is the single discoutput for the whole 2-
second imagination duration. The response onlycatds whether the imagined

task is correct or not. However, for an applicatibns necessary to provide

continuous output.

Figure 5-8: Application interface for the Ping-Ponglike game

A ping-pong like game is constructed which is aghased on left and right
movement control. In the interface seen in Figw®, Shere are two colored
rackets in the left and right hand side of the ecrand there is a ball placed in the
middle of the screen. The cue is given by the raskeh that the color of the
racket in the side to be imagined is changed timtilend of the imagination. The
imagination duration varies according to the inezhdise. When the screen is
used for training purposes; the duration is shpegernbout 5 seconds and during
online game it depends on the preference of thesulBetween the trials there is

a break duration of 2 to 4 seconds.
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When any of the rackets is colored, the ball starteove. The aim of the game is
to hit the colored racket by the ball in the regditime. When the time is up, the
color of the racket turns to normal. If the bakcehes to the racket the trial is said

to be successful, otherwise it is a falil.

5.3.3 Wheelchair Application

At first sight, a game application is not a crucsglstem for disabled people.
However, the purpose of this study is to constthetbasis for any other useful
application that can be easily adapted to the desid8Cl system. In this chapter,
it is aimed to show how this system can be adajot@dvheelchair control.

Having left and right hand imagination tasks, theeelchair can be controlled in
two dimensions. However, it is not meaningful tlgpleft and right control

since there is no other control to use in forwardvement. Therefore, it is
rational to control the wheelchair in backward afwiward movement by

encoding left and right comments.

In this application, the interface of the game aapion is used to inform the
subject about the task with the start and the drdeotrial. The decision is made
by the developed algorithms after each 50 ms ani itransmitted to the
wheelchair to perform the predicted action. Besitlés displayed on the screen
with the ball movements. The output command sigltds not have a smooth
characteristic since it is provided in each 50 Asapid change in the prediction
may not cause any problem in the game applicakimwever, in the wheelchair
control, frequent change will result in unstableverent of the device and
potential harm to the motors. Therefore, the condnaumtput of the processing
algorithm should be smoothed by post processindhoaglst For this purpose, a

10th order weighted moving average filter is applbefore the motor control.
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CHAPTER 6

RESULTS AND DISCUSSION

The methodologies described in chapter 4 are appli¢hree motor imagery BCI
datasets; first of which is a public dataset predidby BCI Competition
organizers [2]. The second and third datasets angposed in the experiments
conducted in Hacettepe University Biophysics Departt and METU Electrical
and Electronics Engineering Brain Research Labdesto The results and the
explanation of each dataset are presented in tloeving sections after providing
a common evaluation criterion for the performanéghe algorithms on these

datasets.

6.1 Performance Evaluation

There are several methods to evaluate the suctdabhe 8CI systems. Most of
them depend on the confusion matrix which is a@mkpds a common
methodology in BCI performance evaluation [41]. Faffline studies, most
popular performance measures are the single-tradligtion accuracy, kappa
value and the error rate most of which employ tbafgsion matrix in their

calculation. These terms are discussed in theviotip subsections.

6.1.1 Confusion Matrix

The measure of the classification performance canbbst described by a
confusion matrix: it shows how the classifier potidin is related with the true
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class labels. For instance, consider the followaide where there are two classes

and four classification cases.

Table 6-1: The confusion matrix for a 2-class exanie

True Labels

Class 1 Class 2
Predicted Class 1 A B
labels Class 2 C D

In the table, A refers to number of labels predicterrectly as Class 1 and D
refers to number of labels predicted correctly &s€2. On the other hand, C is
the number of labels predicted as Class 2, whehegsactually belong to Class 1.
Similarly, B is the number of labels predicted dasS 1 whereas they actually

belong to Class 2.

6.1.2 Overall Accuracy and Error Rate

The classification accuracy (ACC) can be definedthes ratio of the correct
prediction over the total number of instance priaiis. Mathematically relating

to the confusion matrix, it has the form:

A+D

ACC= —
A+B+C+D (6.1)

The error rate is just the complement of the cltasdion accuracy and can be

formulated as:

(ERR = 1-ACC) (6.2)
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These two concepts are the most widely used evattuatiteria in BCI research
due to their ease of calculation and interpretatitmwever, most of the time, they
do not reflect the real success of an algorithnn.ifstance, consider the case that,
a classifier using equal number of observationsefich class assigns the same
class label to all of the instances in the datakis already gives (100/N)%
prediction accuracy to the classifier (N is the hem of classes). Another
disadvantage occurs in the case of unequal numbebservations from the

classes in which less frequent classes have smaight on the accuracy [41].

6.1.3 Kappa Statistics

In order to obtain more realistic success measunenbere is an alternative
calculation known as Kappa coefficient proposeddmhen in 1960 [42]. The
expression for kappax() coefficient is as follows:

- (ACC-p.)
@-Pe) (6.3)

where ACC and p, represents the overall accuracy and the chanceragre.

The formulation for the chance agreement is giveaguation 6.4.

0. = (A+C)*(A+B)+(B+D)*(C+D)
) N* (6.4)

The kappa coefficient is mainly used in multi-clga®blems but it is also
applicable in the two-class case where it is modecative about the classification

success as compared to error rate and overallamcur
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6.2 BCI Competition IV: Dataset Ilb

BCI Competition 1V is the final BCI competition agized in 2008 and provides
several datasets for known BCI paradigms. Amongéhehe dataset IlIb is
prepared for continuous motor imagery classificatior left and right hand
movement imagination [2]. This dataset is seleatedrder to provide a rational
comparison between the investigated methods anditim@ng algorithms of the
competition on a standard basis. Although one eanlr the details related to this
dataset, for completeness of the context, it is rsanzed in the following

subsection.

6.2.1 Explanation of the Dataset

6.2.1.1Experimental Setup

Dataset IIb consists of EEG data from 9 differembjscts. All subjects were
sitting in an armchair, looking to a screen plaapg@roximately 1m away at eye
level. For each subject there are 5 sessionstfssessions contain training data
without feedback (screening) and the last threesiees were recorded with
feedback. Each session was completed in six ru@8 trials each for two classes.
As a result, there are 120 trials in one sessiathEsession consists of several

runs and each run consists of trials illustrateBigure 6-1.
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Figure 6-1: Events and timing in the trials duringthe experiment [2].

Each trial starts with a fixation cross and an addal short acoustic warning
tone. 3 seconds later, an arrow is displayed % $econds as a cue pointing to
the side of the requested class. After that thee period of 4 seconds in which
the subjects have to imagine the corresponding haogtement. Trials are
separated by a break of at least 1.5 seconds gethar with a randomized time

in order to avoid subject adaptation [2].

Three online feedback sessions were recorded waiiteys feedback. Each of

them consists of four runs of twenty trials for leagpe of motor imagery. At the

beginning of each trial, the feedback (a gray syhile centered on the screen. At
second 2, a short beep tone is given as a wariling.cue is presented from
second 3 to 7.5. During the feedback period, th#éegnchanges to green color
indicating that the predicted direction is correatherwise it becomes red. At
second 7.5 the trial ends with blank screen anandam duration of 1.0 to 2.0

seconds is added for rest [2].
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6.2.1.2Data Collection

The data collection is based on two-class motoigemna paradigm consisting of
left hand (Class 1) and right hand (Class 2) casseording to the cue-based

screen interface given in Figure 6-1.

Three bipolar EEG channels were recorded at eldetiacations C3, Cz, and C4
(see Figure 5-1) with a sampling rate of 250 Hze @hata is originally band-pass
filtered between 0.5 Hz and 100 Hz, and a 50 HzcNdtlter is used. The

electrode location Fz is used as EEG ground [2].

6.2.1.3Data Structure

All datasets are stored in the General Data Fo(@BF). The start of each trial is
labeled in a header file with the recorded sigralshis file, cue onset for left and
right imagination is provided with the class labml the training dataset whereas
for evaluation dataset only onset time informatisravailable. Also, the trials

with artifact are indicated and some of them aemiified to be rejected.

6.2.1.4Evaluation

Continuous classification output is required forcleassample in the dataset
including all trials and the classification accwyra evaluated regarding the kappa
coefficient. The largest average kappa value fobisalbjects indicates the most

successful algorithm. Furthermore, all algorithinsidd be causal.

6.2.2 Results

In this part, the steps of the study will be giverdetail for all subjects. First of
all, general description of the training analysidl Wwe given which consists of
preprocessing, feature extraction, feature selectiod classifier training parts.
This general process is the same for all subjentsthe only difference is the
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subject-specific parameters. The output of the gsses including these
parameters will be given for each subject and ifleason results will be
explained. Finally, obtained results will be dissed and compared with the

competition results.

6.2.2.1Analysis Procedure

Data Extraction and Preprocessing

As mentioned in the dataset description, there-sge<sion data for each subject
three of which are spared for training part anddtieer two parts are used in the
testing part as evaluation. This corresponds totdl3 for training and 320 trials

for testing. In each trial, there is a 3-secondgimation duration after 1-second of
cue display. In the analysis, a 2-second periodsid in the processes. The
following figure shows the interval selection sitagtfrom 0.5 second after the

cue onset which is also preferred by the winneorélgm of the competition [43].

beep
1 1 —_
Flxafion cross Cue Iragery Paricd Fausz | 1
[ I \ T 1
1] 1 2 3 4 5 0 B T =3 9 meins

1
1 1
!
C C
35 5.5

Training Segment

Figure 6-2: The part of the trial used for signal aalysis and training (Adapted from [2])

First of all, signals in this interval are filtergdth 0.5-30 Hz band-pass filter with
250 Hz sampling rate. By this way, irrelevant fregcies and the higher
frequency noise components are eliminated. The stegtis the downsampling of
the signal to 125 Hz since 250 Hz is more than ghdor motor imagery study

and this operation reduces the computational eféorhext steps. As a result, 2-
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seconds of imagery data are extracted and prem@dessulting in trials of 250

(2x125) samples each.

Feature Selection and Extraction

As explained in chapter 4, the motor imagery pastaare characterized by both
temporal and spectral attributes beside the spldalres. For left-right hand
discrimination, the selection of spatial informatic straight-forward, knowing

the fact that the channels in the left side of shalp carry the information for
right hand imagination and vice versa. Since tlaee3 bipolar channels in the
dataset, C3 and C4 are selected for processingCant not included in the

analysis.

Subject-specific frequency components are invegyaith Distinction Sensitive
Learning Vector Quantization (DSLVQ) method whichutputs the most
discriminative features for a subject accordingh® classes. First of all, extracted
imaginary time domain signals are transformed tarieo domain with 1 Hz
resolution and the power of each frequency comporsemalculated for each
channel (C3 and C4). The power values between 138nHz are selected and
concatenated for two channels for each trial. Témmcatenated power values are
normalized in order to provide normalization of leachannel among all
frequency components and normalization betweenckiznels. The processed
data obtained from all training trials are inserteid the DSLVQ algorithm with
the corresponding class labels. Inside the algoriteach frequency feature
coming from each channel is weighted among allufest iteratively. Resulting
weights indicate the significance of each spediature of each channel for
discrimination of the two classes. The DSLVQ ouspoit the subjects for C3 and
C4 channels are provided in the plots on the fdahgwpages.

Beside the DSLVQ method, a search method for tlegukency features is

constructed in order to validate and fine-tune M8LVQ results. In this search,

each frequency is treated as a single featuredrcidmssification. Using only one
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frequency component, the classification model igined and tested with
randomly split trials as train and test parts. Ttimssification is performed 50
times with random distributions and the averagauasges are compared among
all frequencies. However, it should be noted héra,tthis method does not
directly show the effect of the frequency on clésaiion since it evaluates only
the features corresponding to one frequency compoibat is, the set of several
frequencies are more discriminative as compardtdaase that they are treated
separately. Nevertheless, the accuracy for a sifigbpuency component gives
priory information about the effect of that specifrequency on the overall
accuracy. This is a longer process than the DSL\M@resit has more
computations. However, in offline analysis, it pidas a way for the checksum of
DSLVQ results. Therefore in the results, the averagcuracy plots for the

frequency components in 1-30 Hz range are alsogedvfor each subject.

Combining the results of the DSLVQ and frequencgrele algorithms provides
proper feature selection for the classification cegs. Before the selection,
features are extracted with Short Time Fourier $t@am (STFT). In this
analysis, the time-frequency spectrum of the 24sg@dmagery data is computed
by using window size of 0.4 s and 50% overlappkay. each channel, the data is
transformed to the Fourier domain, using a 0.4+séasindow and sliding each
window by 0.2 s. As a result, for each frequencip@a9 time-dependent power
data is obtained for each channel. Among all fregyevalues, the most
informative ones are determined by DSLVQ and treecde method. The power
values with respect to time for these frequenciescambined from channels C3
and C4 to form the feature set. In the end of fiadure extraction and selection
process, there are 72 features coming from 2 chenddrequency components
and 9 time values for each trial. These combinatufes are then normalized and

fed to the SVM classification algorithm.

The results of the explained steps are given fosubjects with the necessary

plots. The same methods are applied for each dutgeglting in subject specific
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parameters and different classification models. Ti@n procedure will be
explained for Subject 4 who elicits the best penfance among all subjects. For
the other subjects, slight differences for the paaters will be mentioned and at
the end overall accuracies for all subjects willgneen with the extracted subject
specific parameters.

6.2.2.2Results for Subject 4

In Figure 6-3, the weight coefficients obtained 1680 Hz frequency components
of channels C3 and C4 are given for Subject 4. D@L¥ethod is applied to
spectral components in 1 Hz steps. The weightsddanboth channels are given

in the same plot to observe the common active &eqgies.

Weight coefficients of C3 and C4 for Subject 4
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Figure 6-3: DLSVQ coefficients for the frequencied-30 Hz for C3 and C4 (Subject 4)
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The frequency components with higher weights ingi¢cagher importance in the
separation of the classes. The spectral discrilmmdéatures are consistent for
two channels as seen in the figure above. 10, @l11@nHz features are the most
significant ones for both channels. Then 8 and &étmponents follow them. The
weights for 5 and 6 Hz components seem to be Hggh But these are not taken
into account since they are not in the range ofamd beta band. Thus, they are

not relevant for discrimination of imagery left anght hand movements.

On the other hand, frequency search method is ctedpuith 1 Hz steps over 50
trials. The average accuracy for each frequencypoment calculated for Subject
4 is shown in Figure 6-4.

Average Accuracies for Frequency Components for Subject 4

Accuracy (%)

Frequency(Hz)

Figure 6-4: Relevant components found by frequencyearch method via classification.
(Subject 4)

Result of this search indicates that the frequenareund 11, 12 and 13 Hz are

the leading ones whereas 10 and 14 Hz come neid.ré&$ult is consistent with
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the DSLVQ for 10, 11 and 12 Hz. Combining the Hestjuencies for DSLVQ
and the frequency search algorithm, 10, 11, 12arid® 14 Hz components are

selected as the features to be used in the clzsiin for Subject 4.

STFT is computed for each 2-second imagery data wiiding the Fourier

transform window by 0.2 s. By this way, the timeeuency spectrum is
calculated. In Figure 6-5 and Figure 6-6, averageqy spectrum plots are given
for left and right hand imagination trials obseniadthe contralateral channels.
Spectrums in the figures are calculated with 0.08slow starting from 1 second
before the cue onset (2 seconds before the imagmaob the end of the 3-second
imagination duration. Temporal resolution usedhaese plots is higher than the
resolution used in the algorithm to provide a clemualization of the power

change in the plots. For frequencies between 1 HB@nd time steps of 0.04 s,
the power changes can be observed in detail. In tigdres, the decrease in the
power can easily be observed in approximately $@thple corresponding to 0.4

s after the cue onset which is termed as eventeeldesynchronization (ERD).

Awverage Spectrum of Right Hand Imagination at Channel C3

Frequency(Hz)

5 10 15 20 25 30 35 40 45
Time(x 0.04 s)

Figure 6-5: Average power spectrum on channel C3 fothe right hand movement
imagination task
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Average Spectrum of Left Hand Imagination at Channel C4

Frequency(Hz)

5 10 15 20 25 30 35 40 45
Time(x 0.04 s)

Figure 6-6: Average power spectrum on channel C4 fdhe left hand movement imagination
task.

Among all frequency values, the most informativeqgfrencies determined by
DSLVQ and search method are 10, 11, 12, 13 andZl4Tke power values with
respect to time for these frequencies are combired channel C3 and C4 to
form the feature set. For each trial, feature vecganormalized and fed to the
classification algorithm as one observation. Allrmalized observations are
inserted into linear SVM algorithm [58] and the sddication model is

constructed.

The training dataset composed of 400 trials is usedconstruction of a

classification model. The training algorithm perfar cross-validation such that
the dataset is randomly split in the ratio of @7 training and 0.3 for testing. In
both sub-dataset, there is equal number of trigs fboth classes to prevent
misleading the classifier. The randomly split distérained and tested 100 times
in the algorithm and the cross validation accumacfer all iterations are

compared. Classification model giving the largestss validation accuracy

becomes the final model to be used in the testarty fhe contribution of this
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algorithm is the optimization of the trial selecticsince there might be
unsuccessful trials in the training set and thishoe helps to eliminate them and
therefore construct the most probably successfutleloThe training model
selected according to this method has a 5-fold sevafidation accuracy of
95.62%.

After construction of the training model, the ewlan dataset is applied the
same procedure for preprocessing and feature éwimadt is filtered with band-

pass (5-30 Hz) filter and downsampled to 125 HzernThhe time-frequency
features of 2-second data are extracted by STF&.flHyuencies determined in
training are used in feature selection and resultgature set is classified by the
constructed SVM model. First of all, testing is fpemed using the same time
interval with the training interval (see Figure p&hd the prediction accuracy is
found to be 96.88% (310 true prediction / 320 s$dialvhich corresponds to
93.76% kappa value. However, the competition reguaontinuous output; thus
the evaluation interval is extracted as given irgureé 6-7 which brings

computational load. For this reason, the clasgsiboais performed on each 10th
sample of the dataset and the inter-values aregoaith the latest output. This
corresponds to 10/125 = 0.08 s resolution of responFigure 6-7, shows the

timing of the evaluation and output part.
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Classification Output

Figure 6-7: The part of the trials used for evaluaibn of the algorithms and the duration of
continuous classification output (Adapted from [2])
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The classification model is constructed on 2-secdath and the prediction
algorithm is required to be casual, thus in ordehave a prediction in a time
instant, processing should start 2 seconds pridh¢orequired response instant.
Therefore, the algorithm is started 2 seconds befloe trial starts and at each
10th sample, past 2-second data is classified ¥@etonds to see the whole trial
duration. The average accuracy and kappa valuestdegned starting 1s later
than the beginning of the imagination to the l®rathe imagination ends. In
Figure 6-8, the interval between second 5 and &b dontributes to the average

kappa can be seen.
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Figure 6-8: Accuracy and the kappa values of prediions at different time instances for
subject 4. Between 5 - 8.5 seconds, maximum accuyae 96.875% (310/320), average kappa
= 0.8330, average accuracy = 0.9165

The imagination starts from second 4 and continugs second 7.5. Giving the

classification output as soon as possible is ingmbrin terms of feedback.
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Classifying the 2-second past data will be mislegdif the output starts

simultaneously with the imagination since therenis imagery data in the
processed data. These initial predictions are rRpeaed to be true. Therefore,
the start of the classification is shifted 1 secaftdr the imagination start. Equal
amount of shift is also applied at the end of tid tvhich means that the output
of the algorithm comes with 1 s delay. As a measidirthe classification in this

interval, an average kappa value of 83.30% andvamage accuracy of 91.65%

are observed for subject 4.

6.2.2.3Results for Other Subjects

DSLVQ Outputs
Below, one can find the weight coefficients found DSLVQ for each subject.

Selected frequency parameters are shown in TaBle 6-

Frequency(Hz) Frequency(Hz)

(a) Subject 1 (b) Subject 2
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Frequency(Hz)

Frequency(Hz)

(d) Subject 5

(c) Subject 3

Frequency(Hz)

Frequency(Hz)

(f) Subject 7

(e) Subject 6

Frequency(Hz)

Frequency(Hz)

(h) Subject 9

(9) Subject 8

Figure 6-9: DLSVQ coefficients for the frequencied-30 Hz and channels C3 and C4 for all

subjects (excluding Subject 4).
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Average Accuracy Plots with the Frequency Search Meod

For all subjects (excluding subject 4), the presifaation results performed by

the frequency search method are provided in Figtt@

(9%)AoeINdoY

Frequency(Hz)

Frequency(Hz)

(b) Subject 2

(a) Subject 1

g 60 —————

(%)AoeIndoy
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Frequency(Hz)

Frequency(Hz)

(d) Subject 5

(c) Subject 3
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Figure 6-10: Relevant frequency components found byhe frequency search method
employing pre-classification.

In Figure 6-10, one can observe the similaritied ere differences between the
features extracted by two methods. For subject 3L\ shows some
inconsistency between channels C3 and C4. Thefisigmi frequencies for C3 are
9, 11, 16, 18 and 22 Hz whereas for C4 they ard18,14, 16 and 19 Hz
components. At the same time, frequency searchadetidicates that 11, 12, 13,
17, 19 and 29 Hz components have higher signifeamt such inconsistent

cases, the output of the search method is emploasisulting in 11, 12, 13 and
16 Hz for Subject 2.
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The consistency of the DSLVQ results with the frergey search is observed to
be highly dependent on the quality of the datdset.the subjects that have high
accuracy and kappa values, the frequencies detedntig DSLVQ are close to
the frequencies obtained by iterative search. These methods give both
common and complementary frequency features sueh wWhen they are
combined, the prediction accuracy increases aaugrdi the accuracies achieved

separately by these methods.

Table 6-2: Common frequency features for channels £and C4 selected with the DSLVQ
and frequency search methods for all subjects

Subject DSLVQ Frequency Search
Output (Hz) Output (Hz)
1 11,12,16,19,21 11,12,13,14
2 8,11,14,16,19 11,12,13,17,19,29
3 9,10,11,12,19,20,21 10,11,12,13,20,21,22,27
4 8,10,11,12 10,11,12,13,14
5 10,11,12,24,25,26,29 26,27,28,29,30
6 7,8,9,10,11,12 11,12,13,14,15
7 11,12,13,14 12,13,14,15,16,28
8 9,10,11,12 8,9,10,11,12,13, 14
9 11,12,13,24,25 11,12,13,14,24,25,26,27

Average Accuracy and Kappa Values
The average accuracy and the kappa coefficientthefclassification for all

subjects are shown in Figure 6-11.
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Figure 6-11: Accuracy and the kappa values of therpdictions at different time instances for
all subjects (excluding subject 4). Only the interal between 5-8.5 seconds should be
considered for evaluation.

The features selected by the methods and theirabvperformance for all
subjects are summarized in Table 6-3.

Table 6-3: Summary of the selected features and thesulting classification performances of
the methods for all subjects

Subject | DSLVQ Frequency Search Combined Test Average Average
Output (Hz) Output (Hz) Frequencies Accuracy | Accuracy Kappa
(Hz) (%) (%) (%)
1 11,12,16,19,21 11,12,13,14 11,12,13,14 68.13 064.0 29.41
2 8,11,14,16,19 11,12,13,17,19,29 11,12,13,16 55.3§ 53.39 6.79
3 9,10,11,12,19,20,21| 10,11,12,13,20,21,22,27 ]12]40,21,22| 53.44 54.67 9.34
4 8,10,11,12 10,11,12,13,14 10,11,12,13,14 96.88 .6591 83.30
5 10,11,12,24,25,26,29  26,27,28,29,30 26,27,28029,3| 86.75 80.45 60.91
6 7,8,9,10,11,12 11,12,13,14,15 11,12,13,14,15 578.7| 73.09 46.17
7 11,12,13,14 12,13,14,15,16,28 11,12,13,14,15,18.757 69.60 39.20
8 9,10,11,12 8,9,10,11,12,13,14 8,9,10,11,12,18 9490. | 82.59 65.19
9 11,12,13,24,25 11,12,13,14,24,25,26|27 24,25(26,2 83.75 80.09 60.17
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The average accuracy for 9 subjects is 72.17% amupak is 0.45 (45%)
corresponding to%rank in the competition. The winner group achie®@esD of

kappa value [44].

6.3 METU Brain Research Laboratory - BCI

Experiments

6.3.1 Experimental Environment

Measurement environment is crucial on the signallijusuch that electronic

device, sound or movement around the acquisitictesy can easily distort the
signal. Mainly, the external noise should be eliaéa by instrumentation in the
EEG system during acquisition, though it is notgpole to discard this noise
totally. In order to prevent such kinds of exteragilfacts, there are special EEG
rooms shielded by Faraday cage. However, in thidysit is aimed to develop a
portable and practical application regardless thwirenment conditions.

Therefore, the data acquisition is mostly perfornmetthe laboratory environment.

In this study, the data is acquired by 10-chanreGEleveloped for BCI studies
in METU Brain Research Laboratory. The details &Q@acquisition hardware
are given in chapter 5. There is no electrical ldimg in the laboratory

environment where the measurements are performed.

6.3.2 The Dataset

The two class data is collected from 2 differertjsats. Subject K is a 26 year-
old female and is trained for left and right hanhgery task for nearly one month
with different sessions both in METU Brain Reseakeloratory and Hacettepe
University Biophysics Department. Also she is ex@ered in BCl experiments.
Subject M is a 27-year old male who is experienoddlCI systems but not in Ml

applications.
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The subjects are supposed to give two kinds of dia¢aof which is composed of
only imagination data whereas in the other, theyalowed to perform limited
movement beside the imagination. The movementignkind should be slight not
to distort the EEG record. For pure imaginationaddélhe subjects are asked to
concentrate on movement such that they should topflor moving the hand and
at the same time stop themselves just before theement as if it is a contention

with the motor system of the body.

In these experiments, concentration of the subgectucial, so that the duration
of the experiment should be adjusted well not tadoelong. Regarding this fact,
the sessions of training data collection are comgosf approximately 5-10-
minute parts. Thereby, the subject is able to Haeaks to have rest whenever
s/he becomes bored or tired.

External noise is eliminated by the active filtexehe EEG instrumentation, but
internal distortions are directly added to the algimhe most effective internal
distortions are the movements of the limbs closbedEEG cap. Thus, the subject
should stay stable as much as possible duringhagination. Also it is observed
that the eye blinks cause artifacts in the EEG agnin some of the EEG
applications, eye blink effects are recorded byctEt®culogram (EOG) and
subtracted from the EEG records. Due to the pradyc and speed
considerations, eye blink artifact removal is noipiemented in this study. In
order to decrease the effects of the eye blinkes,stibject is asked to try not to

blink the eyes during the 2-second imagination.part

6.3.3 Two-Class Cue-Based Experiments

First stage of the experiments is the offline asialyith the interface given in
Figure 5-6. The process of the offline experiméat the system is trained can be

itemized as below:
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» The subject sits in a relaxing chair.

 EEG cap is placed on the head and a conductivis gplplied to the subject’s
scalp.

* The subject is asked to follow the directions gi\®nthe interface on the
screen.

* The interface begins with a 3-second empty screah lets the subject to
prepare him / herself.

» The trial begins with a cross sign in the middlehe screen and the subject is
asked to focus on the screen with this sign.

e 2 seconds later, a beep tone is given and thedubjasked to become ready
for the upcoming task.

» 1 second after the audio stimuli, the task is digpdl as an arrow showing the
direction of the hand movement imagination.

* In the 2-second imagination duration, the subjecupposed to concentrate
on the movement imagination.

* When the imagination duration is finished, the arthsappears and 3-second
of empty screen follows for rest.

* New trial begins and the overall process is regeatben the cross sign

appears on the screen.

For the online analysis of the system, the whole@dure of the experiment is
the same except the feedback part. In online ggstime classification output
follows the imagination part instead of an emptyesa. About 1-1.5 seconds
after the arrow disappears, the output of the iflegBon is given with a slider

bar pointing to the predicted direction by the amtaf the prediction value.

The analysis procedure for the offline and onlipplizations will be explained

step by step in the following subsections.
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6.3.4 Experiments for Subject K

6.3.4.1Dataset 1- Offline Analysis Results

First of all, EEG channels to be used in the amalgisould be selected. Since the
purpose is to provide the fastest classificatispoase, the minimum number of
channels containing the most discriminative infaiiora should be used in the
analysis. C3 and C4 are the commonly preferred EE&hinels in left and right
hand MI BCI applications. However, in our prelimipaexperiments on the
channels, P3 and P4 performed better than C3 and'ids, the algorithms of
offline and online analyses are applied on the agyreoming from P3 and P4

channels.

The signals are collected with the sampling rat&Géf Hz by the EEG acquisition
system explained in chapter 5. Next step is thaadifjitering in which the signal
outside the alpha and the beta band are eliminatieg) a 5-25 Hz equiripple FIR
band-pass filter.

In one trial, there is a 2-second of imaginatiort pad this interval is considered
in further processes for all trials. 200 samplesesponding to the imagination
period is extracted for each trial and stored imatrix each row of which

corresponds to one trial.

As given in the methodology and analysis procedor¢he BCI dataset, after the
selection of channels P3 and P4 for spatial infoiona temporal and spectral
features are extracted by time-frequency analyBiscriminative frequency
components are investigated by DSLVQ method. Apgbo procedure of
DSLVQ is the same as in BCI dataset case givingvigight coefficients obtained
for 1-30 Hz with 1 Hz steps. The weight coefficeobtained by DSLVQ method
for channels P3 and P4 are provided in Figure 6-12.
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Figure 6-12: DSLVQ weight coefficients of frequencyeatures for P3 and P4 for subject K

Using the fact that higher weights indicate higimeportance, the activity in the
brain seems to be focused around alpha band ind=@y12 such that 7, 8, 9 and
12 Hz frequencies are found to be most significargs for channel P3 and 7, 8,
11 and 12 Hz frequencies are the most discrimieaiies for P4. The weights for
5 and 6 Hz components are high again but they airéaken into account since
they are irrelevant for Ml activity. It can be ctuded that the common important
frequency components for P3 and P4 are 7, 8 antdzl@&mponents. Therefore,
only these frequency values are considered asrée#@ms for time-frequency

analysis of subject K.

STFT is used for time-frequency analysis of thee@osds with window size of
0.5 s and 50% overlapping. For each channel, @érskwindow is transformed
to Fourier domain, sliding by 0.25 s. As a residt,each frequency value there
are 7 time-dependent power data for each chanmsVeiPdistribution for the

determined frequencies 7, 8 and 12 Hz are comkoed channel P3 and P4 as
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fetaure set. In the end, there are 42 featuresrpmdm 2 channels, 3 frequency

components and 7 time values for each trial.

In Figure 6-13, average power spectrum plot is mifer left hand imagination
trials observed in P4 for Subject K. Spectrum iswdated with 0.5 s window of
0.1 s time resolution for 1-30 Hz interval. Fig@d4 shows the power spectrum
for right hand imagination obtained by averaging thals recorded from P3. In

both figure, the decrease in the power can easilgtiserved in between 0.4-1.2 s.
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Figure 6-13: Averaged spectral power for channel P4nd left hand imagination task
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Figure 6-14: Averaged spectral power for channel P@nd right hand imagination task

For offline analysis, 2 different types of data aeeorded from subject K one of
which is totally imagery data whereas the other cmgsists of slight movements
beside the imagination. In order to see the diffeeebetween imagination and
realization of the movement, the subject is allowednove the hands slightly in
one part of the records. This part consists ofs&isas, 60 trials for left and 60
trials for right hand movement imagination tasks.the other record which is
totally imagery, there are 103 trials for left aagain 103 trials for right hand

movement imagination.

Two kinds of data are transformed to the featuracspwith time-frequency
operations explained above resulting in 42 featufes each trial. Two

classification algorithms should be developed s#péy for these data. In this
point, there are two feature matrices; one of whgla 120x42 matrix and the
other is 206x42 matrix. Support vector machinesNi$With linear kernel is used
in order to train the models. LIBSVM Toolbox is theol used for the SVM

classifier [58]. Resulting models are stored totésted on new data in online

analysis.
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When the data are trained with SVM classifier, srealidation is used to
understand the accuracy of the training model. thae reason, 10-fold cross-
validation is performed by using the Libsvm toolbd@e resulting accuracies for

two types of activity are given in Table 6-4.

Table 6-4: Cross Validation Accuracies for OfflineTraining for Subject K

Type of Cross
Activity Validation
Real 74.38%
Movement

Movement 87.43%
Imagination

Being higher than 70%, the cross validation aceasagive some insight to the
success of the training model. It seems that thieitg dataset is consistent and

the constructed model is settled enough to bedéstenline session.

6.3.4.2Dataset 1- Online Analysis Results

After the classification algorithm is trained fowd types of data in offline
analysis, the subject performs an online sessiowhith the classification is
applied on the data just after the imagination @ssc Online analysis consists of
two sessions as in offline analysis. In the firstssson, imaginations with slight
movements are tested with 33 trials of randomlyeoed tasks. In the second

session, pure imagination of the hand movemerested with 41 trials.

In online analysis, whole analysis is done durimg ¢xperiment and reflected to
the subject as a feedback simultaneously. The ewpet starts at the same time
with the interface. For each trial, as soon as e imagination duration

finishes, the analysis process starts with filigiy 5-25 Hz pass-band filter. The

frequencies determined in offline analysis are usetime-frequency spectrum
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calculation for both channels. The spectrums fdhlmhannels are concatenated
for the selected frequencies and normalized beft@ssification. The procedure
of the process is same as the offline processderdp transform the data into the
valid format. The classification is performed witte model trained in the offline
session. The classification result is given togtieen as an arrow in the predicted

direction in about 1-1.5 seconds.

In online session, for slight movement, 32 triaiks jpredicted successfully over 33
trials, only the third trial, which is actually aft hand movement imagination, is
labeled as right hand imagination by the clasdifica algorithm. For pure
imagination, 40 trials are predicted with true labever 41 trials which is a
slightly higher accuracy than the real movementhia case, misclassified trial is
originally again a left hand task. Table 6-5 shothe accuracy values in
percentage for this online session of subject K.

Table 6-5: Accuracy Values for Online Classificatia for Subject K

Type of Accuracy
Activity

Real 96.97%
Movement (32/33)
Movement 97.56%
Imagination (40/41)

6.3.4.3Dataset 1 — Further Analysis

As mentioned before, the patterns of the motowiygtin the brain are not only
caused by movement. There are other situationshichwsimilar patterns are
observedlt is shown that the motor system can also be aietd/by imagining or

observing movements [23].
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In order to test the effect of the visual cue, ahne experiment without showing
the arrows on the screen is performed for subjediing the experiments, it is
observed that beside imagination, visually obsentite movement enhances the
patterns in the brain. The classification model tkarained with the cue based
data is used for prediction. When the classificatiesults are compared, it is seen
that visualization provides more successful clasibn. For left / right hand
discrimination in the cue-based application, theusacy exceeds 90% if the cue
is given as directed arrows whereas it decreasé&®¥'s when the subject is
informed by only audio stimuli. This fact showstthi@e patterns that the classifier
catches in P3 and P4 channel data might not beeMted. Furthermore, it has
been mentioned in 3.1.2 that the area P chanrelsriis related with visual
stimulus [21]. This fact strengthens the idea that caught patterns might be a
response to the visual stimuli. However, the puepssto detect the MI patterns
rather than a response to a stimulus. Therefores, ieasonable to reduce the
significance of the channels P3-P4 and give weigl@3-C4 and F3-F4 channels

in the classification.

For this purpose, further investigations in thessification are performed with
combinations of C3-C4 and P3-P4 channel pairs. heurtore, in order to
decrease the effect of stimulus, Common Averagereting (CAR) method is
used which moves the ear reference close to theneh&z for the case of given
electrode layout (see section 5.1.1). Using theesttain and test dataset (dataset
1), the accuracies for different channel selectemescomputed in offline analysis
for both cases, with ear reference and CAR. Besidesr SVM; RBF SVM,
Multilayer Perceptron and Naive Bayesian classfiare applied on the data in
order to provide complete investigation. The clasation results for C3-C4, P3-
P4 and C3-C4-P3-P4 channel combinations are givdrable 6-6, Table 6-7 and
Table 6-8 respectively.

In the detailed analysis, beside STFT method, Monansform and CSFP

methods are used in feature extraction stage. Ubi@gletermined frequencies,
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STFT algorithm is run for 0.24 s (24 samples) ohdaw size with 0.04 s (4

samples) sliding. For Morlet transform, the cerfitequency of the band in which
the discriminative frequencies lie is determined anmorlet wavelet is formed

with this center frequency in order to convolvehntte signal. In CSFP method,
spectral feature selection is not performed. Irstd@e signal is decomposed into
4-Hz bands around 6, 10, 14, 18 and 22 Hz for eheamnel. Then the CSFP
algorithm linearly weights all feature combinatio(® channels x 6 spectral

features) and the best ones are selected fordBsifitation.

Using C3 and C4, best results are obtained withTSTiEthod (Ear reference) and
SVM classification in the imagination case where #tcuracy is 87.80% and
corresponding kappa is 0.756. For this case, thecapion of CAR decreases the

success significantly.
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Table 6-6: The accuracy (%) and Kappa values obtaied for C3-C4 channel pair on dataset 1 for Subjedt

L

STFT Morlet Tr CSFP
Ear Ref. CAR Ear Ref. CAR Ear Ref. CAR
C3,C4

Acc K Acc K Acc K Acc K Acc K Acc K
- Linear SVM | 87.80 | 0.7560| 60.98 | 0.2153| 85.37 0.7092 68.29 0.3571 7805 0.56%8.30 0.3647
'% Radial SVM | 87.80 | 0.7560| 60.98 | 0.2153| 82.93 0.6604 68.29 0.3571 7805 0.56%8.30 0.3647
% MLP 82.93| 0.6586| 65.85 0.315 70.43 0.41p7 51{22 0.0p3B.54 | 0.1633| 43.90 -0.116
E Bayesian 78.05| 0.5610| 63.42 0.2652 85.37 0.7002 7317 04573.17| 0.4663| 63.41 0.267
- Linear SVM | 78.79 | 0.5714| 66.67 0.326b 63.64 0.2667 78,79 0.57463.48 0 51.52 0.0571
'% Radial SVM | 78.79 | 0.5714| 57.58 0.1476 66.67 0.329 78,79  0.5]74%8.48 0 51.52 0.0571
% MLP 72.73 | 0.4530| 66.67 0.329 63.64 0.26P4 6061 0.2188.55| 0.0884| 63.64 0.2721
o Bayesian 72.73 | 0.4469| 54.55 0.0816 69.70 0.3889 72,73 0.4536.36 | -0.281| 48.48 -0.040
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Table 6-7: The accuracy (%) and Kappa values obtaid for P3-P4 channel pair on dataset 1 for Subjedt

STFT Morlet Tr CSFP
P3, P4 Ear Ref. CAR Ear Ref. CAR Ear Ref. CAR
Acc K Acc K Acc K Acc K Acc K Acc K
- Linear SVM | 90.24 | 0.8043| 90.24 0.8038 95.12 0.90p1 9512 0.90&8D.49 | 0.6105| 82.93 0.6571
'% Radial SVM | 90.24 | 0.8043| 90.24 0.8038 95.12 0.90p1 9512 0.90&8D.49 | 0.6105| 82.93 0.6571
% MLP 92.68 | 0.8537| 99.01 | 0.9803| 95.12 | 0.9021| 97.56 | 0.9512| 80.49 | 0.6086| 70.73 0.411p
E Bayesian 90.24 | 0.8048| 85.37 0.70701L 92.68 0.8534 9268 0.8535.61 | 0.5131| 78.03 0.5591
- Linear SVM | 69.70 | 0.3889| 75.76 0.50983 87.88 0.75Pp1 84(85 0.69@1.82 | 0.6387| 78.79 0.573
'% Radial SVM | 69.70 | 0.3889| 75.76 05098 87.88 0.75P1 84(85 0.69@1.82 | 0.6387| 78.79 0.573
% MLP 78.79 | 0.5698| 75.76¢ 0.514fy 4242 -0.1633 78(79 ©574/5.76 | 0.5147| 60.61 0.2157
o Bayesian 63.64 | 0.2612] 63.64 0.2639 78.19 0.5746 66[67 0.3263.64 | 0.2639| 60.61 0.1981




Using P3 and P4, Morlet transform performs quitddbeghan STFT in average.
The maximum accuracies are achieved by applying GAR classifying with

Multilayer Perceptron. CAR is not effective in mosases but for MLP it
increases the success above 95%. However, thisdaglracy is not trustable
since the source of this success is the stimulatmnP3-P4 channel pair.

Imagination case is again observed to be more ssfitdghan realization part.

When the C3-C4 and P3-P4 channels are combineactheacy becomes higher
which indicates that both stimulated and motor iimagy patterns are used in the

classification. Morlet Transform performs slighbgtter than STFT in this case.

For all cases, it is seen that the results of RBM&nd linear SVM are totally
same. The reason can be low dimensionality of #ta dr the low variance value
set for RBF SVM causes the classifier to behavéits linear.

According to the results, C3-C4 channel pair doatsperform as well as P3-P4

pair. This fact shows that stimulations are moreigant than Ml patterns in this

record.
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Table 6-8: The accuracy (%) and Kappa values obtaid for C3-C4-P3-P4 channel combination on datasetftrr Subject K

STFT Morlet Tr CSFP
C3,C4,P3,P4 Ear Ref. CAR Ear Ref. CAR Ear Ref. CAR
Acc K Acc K Acc K Acc K Acc K Acc K

- Linear SVM | 95.12 | 0.9021| 90.24 0.803897.56 | 0.9511| 90.24 | 0.8038| 82.93 0.6604 82.93 0.6563
'% Radial SVM | 95.12 | 0.9021| 90.24 0.8038 97.56 | 0.9511| 90.24 | 0.8038| 82.93 0.6604 82.93 0.6563
% MLP 92.68 | 0.8537| 90.24 0.8043 | 97.56 | 0.9512| 87.80 | 0.7557| 78.05 0.5602 85.37 0.70/1
E Bayesian 87.80 | 0.7574| 87.80 0.755¢ 87.80 0.757/4 92,68 0.8580.49 0.6114 78.083 0.5581
- Linear SVM | 81.82 0.636 84.85 0.695 87.88 0.7574 81{82 0.684M.706| 0.3911 87.8§ 0.7582
'% Radial SVM | 81.82 0.636 84.85 0.695 87.88 0.75Y4 81{82 0.684B.706| 0.3911| 87.8§ 0.7582
% MLP 81.82 | 0.6333| 63.64 0.266f 72.73 0.459 75(76  0.5148B.79 0.573 84.85 0.6984
o Bayesian 60.61 | 0.1981| 60.61 0.204p 78.79 0.5714 69,70 0.38682.42| -0.1764| 84.85 0.695




6.3.4.4Dataset 2

Subject-specific patterns vary according to theetsuch that characteristics of the
brain activity might change after a while [63]. Té#@re, it is necessary to work
on different datasets of a subject collected ifed#nt times. For this purpose, a
new dataset is collected from subject K 4 montier @ahe collection of dataset 1.
The classification results for the same procedusen@ channel combinations and
CAR) are provided for the dataset 2 for Subjecnhkoider to validate the results
given in Table 6-6, Table 6-7 and Table 6-8.

Dataset 2 is composed of only imagination datainbthwith the same interface

and procedure with Dataset 1. The classificaticulte are provided for all cases
in Table 6-9, Table 6-10, Table 6-11 and Table 6-12
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Table 6-9: The accuracy (%) and Kappa values obtaied for C3-C4 channel pair on dataset 2 for Subjedt. *Cz is used for only CSFP analysis

STFT Morlet Tr CSFP*

C3,C4

oy Ear Ref. CAR Ear Ref. CAR Ear Ref. CAR

,Cz

Acc K Acc K Acc K Acc K Acc K Acc K

- Lin. SVM | 71.14 | 0.4258| 73.82 | 0.4773 | 7450 | 0.4908 | 72.48 | 0.4505| 67.79| 0.3565 65.78 0.3198
(@)
b= RBF SVM | 71.14 | 0.4258| 73.82 | 0.4773 | 74.50 | 0.4908 | 72.48 | 0.4505| 67.79| 0.3565 65.78 0.3198
C
% MLP 67.11 0.3443| 73.15 | 0.4637 55.70 0.1137 67.79 0.3561 66.44 0.3282 61.152381
E Bayesian | 61.75 | 0.2364| 65.10 0.3032 71.81 0.4363 70{47 0.41086.44 0.33 61.75| 0.2381




Table 6-10: The accuracy (%) and Kappa values obtaed for C3-C4-F3-F4 channel combination on dataset for Subject K. *Cz and Fz are used for
only CSFP analysis

=0T

-

STFT Morlet Tr CSFP*

C3, C4, F3, F4,

Ear Ref. CAR Ear Ref. CAR Ear Ref. CAR
(Cz, F2)*

Acc K Acc K Acc K Acc K Acc K Acc K
- Lin. SVM 69.80 0.3998 65.77 0.3176 75.17 | 0.5052 48.99 0 66.44 0.3304 59.73 0.2021
(@)
k= RBF SVM | 69.80 | 0.3998| 65.77 0.3176 75.17 | 0.5052 | 48.99 0 66.44 0.3304 59.73 0.2021
c
g’ MLP 67.11 0.3457| 72.48 | 0.4505 68.46 0.3707 50 0 63.76 0.2784 59|73 0.2p12
e

Bayesian | 62.41 0.25 61.07] 0.2212 71.14 04243 6577 0.315%.446) 0.3315| 61.42 0.254%




Table 6-11: The accuracy (%) and Kappa values obtaed for C3-C4-F3-F4-P3-P4 channel combination on daset 2 for Subject K. *Cz, Fz and Pz are
used for only CSFP analysis

STFT Morlet Tr CSFP*

C3,C4,F3,F4, P3, P4
(Cz, Fz, P2)*

Ear Ref. CAR Ear Ref. CAR Ear Ref. CAR

Acc K Acc K Acc K Acc K Acc K Acc K

vOT

Lin. SVM 79.87 | 0.5989| 79.87 0.598981.88| 0.6387 | 83.22 | 0.6656| 76.51] 0.5314 75.17 0.506
RBF SVM 79.87 | 0.5989| 79.87 0.598081.88| 0.6387 | 83.22 | 0.6656| 76.51] 0.5314 75.17 0.506

MLP 79.87 | 0.5985| 70.47 0.409881.21| 0.6248 | 77.85] 0.5577 64.43 0.2896 69,80 0.3982
Bayesian 73.83 | 0.4776/ 7181 0.4366 78.%2 0.5717 73.83 0.4784.50| 0.4917| 74.50 0.4919

Imagination
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Table 6-12: The accuracy (%) and Kappa values obtaed for P3-P4 channel pair on dataset 2 for Subjedf. *Pz is used for only in CSFP analysis

STFT Morlet Tr CSFP*

P3, P4

- Ear Ref. CAR Ear Ref. CAR Ear Ref. CAR

Pz

Acc K Acc K Acc K Acc K Acc K Acc K

- Lin. SVM | 83.22 | 0.6656 | 83.22 | 0.6653 | 80.54| 0.6117 79.19 0.5883 75.17 0.5052 80.536119
@]
k= RBF SVM | 83.22 | 0.6656 | 83.22 | 0.6653 | 80.54| 0.6117 79.19 0.5883 75.17 0.5052 80.326119
C
% MLP 81.21 0.625 83.89 0.6779 81.2 0.6246 78|52 0.571m1.14 0.4262 75.84 0.517
§ Bayesian | 75.17 0.5046 76.51 0.5319 78.5 0.5721 76(51 0.5334.17 0.5046 75.17 0.504




In Dataset 2, the general accuracy decreases [fmas¢s due to two possible
reasons. One reason is the difference betweendiagotimes of two datasets
since the MI patterns might change in time. Theeofhossible reason is the fact
that the subject is aware of the dominance of tineugation in this record and she
is required to be more careful about this fact.

Considering the C3-C4 channel pair mainly, it isrs¢hat Morlet performs quite
better than STFT while CSFP is not as good as thdrma. maximum accuracy
achieved is 75.17% in C3-C4-F3-F4 combination réigas the P3-P4 pair
results. The accuracy achieved by C3-C4 pair, P4.59 also close to this
accuracy which means that F3-F4 pair does not geoaisignificant contribution
on the classification. On the other hand, usingnoks C3 and C4, 87.80%
accuracy was achieved with the Dataset 1 for Stlijeshowing that there is a
significant change in the MI patterns of Subjeank-month duration.

6.3.5 Informed Cue Dataset

It is observed that stimulations are dominant i& dscrimination especially for

P3-P4 channels. In our case, the stimulus is tfevashowing up on the screen.
At the same time, the subject starts to imaginertbeement thus the imagination
and stimulation happen at the same time resultinguippression of the motor
imagery patterns by the evoked patterns. In ordgprévent this situation and

observe the effect of the cue on the classificapatterns, a new dataset is
collected in which the cue is given prior to theagmation and there is no cue

during the imagination.

In this part, the dataset will be described andréselts will be given with the use
of STFT and Morlet wavelet transform.
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6.3.5.1Experiment Procedure

This dataset is collected from Subject K since lshe more experience in motor
imagery tasks and by this way the results can lepaoed. It consists of 156
trials in total with 78 left and 78 right hand mowent imagination trials. There is
not any visual cue displayed in the beginning andngd the imagination. The

flow of the trials is similar to the previous tri@rmat (see Figure 5-7). The cue is
again an arrow showing the hand side to be imagimmednove. The only

difference is the timing of the cue. It is preseh8 seconds prior to the start of
the imagination and it is only displayed for 1 satoAfter two seconds the cue
disappears, the imagination starts and during brseémagination the subject

does not see anything on the screen.

For this dataset, 3 pairs of channels F3-F4, C3a8d P3-P4 are analyzed
separately and then combined for the offline anslysor each case, two types of
analysis are used in terms of feature extractiomchviare STFT and Morlet

wavelet transform. The frequency search, training &sting are performed for

these features separately.

In this dataset, both frequency search method aBdMQ are performed.

According to the search method, the beta band é&mcjas give higher accuracy.
However, DSLVQ gives the discriminative frequencésong the alpha band.
Since the search method gives the importance afglesfrequency feature by
directly classifying, they are robust and reliablée result of the search show
that the left/right movement information lies iretbeta band and DSLVQ is not
reliable for the beta band. Therefore only the deasutputs are used in the

classification.

According to the frequency search, beta band isenmformative meaning that
the spectral region of interest is higher for tégaset. Thus, temporal resolution
should be increased for the time frequency anali{gisthe computation of STFT
features, the window width is selected as 0.2 ss@f@iples) and it is shifted by
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0.02 s (2 samples). For morlet transformation sgmectral resolution is same with

the sampling frequency therefore it is high enofaghihe processes.

Until now, the interval that the imagination stagsnvestigated in order to detect
the state change of the brain from idle to imagaomatin such a state change, the
patterns are more significant than a continuouginaion case. By this analysis,
it is also aimed to understand the imaginationntib& in case of continuous
imagination. Therefore last 4s of the duration hesen to be processed for the
offline analysis over 5 s imagination duration. dther words, the duration in
which the imagination is stationary is taken intc@unt and there is not any
pattern reflecting the transition between idle andgination. The results can be

seen in Table 6-13.
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Table 6-13: 5-fold cross validation and average priction accuracy results with the features
exracted by the methods (Subject K)

Channel Freguencies General| Avg. CV Avg. Test
Combination CV (%) (%) Accuracy (%)
F3, F4

DSLVQ 7,8,9,6 10 - - -
STFT 17,23, 24 57.86 54.51 54.62
Morlet 10, 15, 22 64.78 60.93 64.17
C3,C4

DSLVQ 7,8,9, 10 - - -
STFT 23, 28 62.89 57.95 59.09
Morlet 13,21, 22 61.01 61.13 63.09
(F3+C3)/2, (F4 + C4)/2

DSLVQ 7,8,9, 10 - - -
STFT 11, 22, 23 52.20 53.83 54.78
Morlet 21, 22 56.61 60.76 60.02
P3, P4

DSLVQ 12, 13, 16, 23 - - -
STFT 23, 24, 28, 29 52.83 53.18 55.50
Morlet 19, 27, 28, 29 58.49 59.65 59.56
F3,F4,C3,C4

STFT 23, 28 59.12 56.44 54.56
Morlet 10, 13, 22 66.04 62.07 63.09
F3,F4,C3,C4,P3,P4

STFT 23, 28 57.86 53.18 56.61
Morlet 10, 21, 22 52.20 54.75 55.78

For the Morlet transformation results, channel 9&B-C4 and F3-F4 perform
bettter than P3-P4 since the effect of evoked pwités decreased by the new
interface. When they are all inserted into analygie accuracy is observed to
decrease. The reason can be explained with the laugber of features. With
Morlet transformation, feature vector correspondittgy each frequency and
channel has a length of whole processed duratiochwis 4 s (400 samples).
Therefore, combining 3 frequencies and 6 chanresslts in a feature vector of

3x6x400 = 7200 elements which might lead to cufs#iroensionality.
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The inconsistency between the frequencies foundDBY.VQ and iteratively
searched ones might arise due to the propertigheofacquisition system. As
stated before, our EEG system performs a filteopgration between 0.1 — 40 Hz,
however after 13 Hz the gain starts to decreasuefisigntly when it is compared
with the 0.1- 12 Hz interval [6]. Due to this chetexistic of the analog filter, the
alpha band is amplified better than beta band. Tdus causes a decrease in the
amplitude of the beta band signals which are alremdaker than alpha band
signals. Therefore it becomes harder to detectptiterns in beta band. Since
DSLVQ analyzes according to the total power of elsequency component, the
high power signals are more dominant whereas theplmver signals seem to be
less effective even they carry more discriminaiivi®rmation. Therefore, beta
band is suppressed by the alpha band during DSLN&ysis and alpha band
seems more effective while beta band is actuallyemoformative as found by
the frequency search.
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6.4 Experiments Conducted at Hacettepe University
Biophysics Department

The probable defects of our acquisition system imigtve important effects on
the analysis results; therefore it is necessargdmpare the system with an
external reference. For this purpose, another datasrecorded in Hacettepe
University Biophysics Department with a SynAmps EEgtem in a shielded

room.

In this experiment, interface for Ping-Pong likemgais used since it is less
stimulative when it is compared with the cue-baseperiment. For this dataset,
three methods are used: STFT, Morlet Transform@®8HP. Using this dataset, it
is aimed to observe the effect of the acquisitigatesm on the accuracy and

provide comparison of the methods with a relialdtadet.

The dataset is collected from Subject K and she geformed two types of
experiment one of which is only imagination and tb#her one is slight
movements. She is required to perform or imagireeithnd movements by an

action such as softly clenching a ball.

The cross validation and overall accuracies arepcded for four different
classification algorithms: Linear SVM, Radial BaSi§M, Multilayer Perceptron
and Naive Bayesian Classifier. The results foredéht channel combinations are
given in Table 6-14, Table 6-15 and Table 6-16.
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Table 6-14: The accuracy (%) and Kappa values obtaed for C3-C4 channel pair on Hacettepe dataset foBubject K. *Cz is used for only CSFP

analysis
STFT Morlet Tr CSFP*
C3, C4,
oy Ear Ref. CAR Ear Ref. CAR Ear Ref. CAR
Acc K Acc K Acc K Acc K Acc K Acc K
- Lin. SVM 60.22 | 0.2018| 69.89 | 0.3986 | 61.29| 0.2236 67.74 | 0.3557 58.06 0.1583 61.2p 0.2225
'% RBF SVM | 60.22 | 0.2018| 69.89 | 0.3986 | 61.29| 0.2236 67.74 | 0.3557 58.06 0.1583 61.20 0.2225
'% MLP 50.54 | 0.0097| 59.14 0.1831 61.29 0.2236 66,67 0.3336.2366| -0.0749] 59.14 0.1808
E Bayesian | 62.37 | 0.2464| 67.74 0.3551 61.29 0.225 62|37 0.2484%43.76 0.0737| 55.91 0.116}
- Lin. SVM 61.34 | 0.2277| 66.39 0.3288 63.03 0.26p2 61.34 0.22688.07 0.3604 60.52| 0.2104
'% RBF SVM | 61.34 | 0.2277| 66.39 0.3283 63.03 0.2602 6134 0.22688.07 0.3604 60.52| 0.2104
% MLP 62.18 | 0.2433| 59.66 0.193p 50 0 56.30 0.1267 63.87 .2758 | 57.14| 0.1424
o Bayesian 57.14 | 0.1419] 57.14 0.1444 61.34 0.22/3 5966 0.19257.23 0.3435 59.66 0.193y¢




Table 6-15: The accuracy (%) and Kappa values obtaed for C3-C4, F3-F4 channel combination on Hacetpe dataset for Subject K. *Cz and Fz are
used for only CSFP analysis

=TT

-~
-

C3 ., C4, STFT Morlet Tr CSFP*

F3, F4, Ear Ref. CAR Ear Ref. CAR Ear Ref. CAR

Cz, Fz* Acc K Acc K Acc K Acc K Acc K Acc K
- Lin. SVM | 69.89 | 0.3961 | 53.76| 0.0737 64.52 0.2871 60.p2 61.P9 0.2P10224 | 56.99| 0.1337
% RBF SVM| 69.89 | 0.3961 | 53.76| 0.0737 64.52 0.2871 60.p2 61.P9 51160.0224 | 56.99| 0.1337
'% MLP 56.99 | 0.1405| 62.37 0.2484 56.99 0.1383 6129 0.2R763.44 0.2681| 55.91 0.1159
= Bayesian | 54.84 | 0.0963| 51.61 0.0319 63.44 0.2681 63|44 0.26883.44 0.2684| 52.69 0.051b
- Lin. SVM | 59.66 | 0.1939| 67.23 0.3458 57.98 0.151 60{50 0.21083.87 0.2765| 63.87 0.276bH
'*% RBF SVM| 59.66 | 0.1939| 67.23 0.3458 57.98 0.15p1 60{50 0.21083.87 0.2765| 63.87 0.276bH
% MLP 70.59 | 04113 | 63.03| 0.2607 56.30 0.1262 56.80 0.1262 57.968.1596 | 57.98| 0.15964
o Bayesian | 51.26 | 0.0243| 67.23 0.3448 58.82 0.1763 59|66 0.19280.50 0.2084| 60.50 0.2084
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Table 6-16: The accuracy (%) and Kappa values obtaed for C3-C4, F3-F4, P3-P4 channel combination oHacettepe dataset for Subject K. *Cz, Fz
and Pz are used for only CSFP analysis

C3, C4, STFT Morlet Tr CSFP*

F3, F4, Ear Ref. CAR Ear Ref. CAR Ear Ref. CAR

P3, P4,

Cz.Fz, Pz* Acc K Acc K Acc K Acc K K Acc K

_ | LinSVM | 7634 | 05259 | 72.04| 04397 73.1p 0464775.27 | 05041 | 73.12| 04609 7097 0.418
S [RBFSVM| 7634 | 05250 | 7204] 0439 731p 046077527 | 05041 | 73.12| 04604 7097 0.418
% MLP | 66.67 | 0.3325| 73.12 04624 70,97 0.4189 74/19 0.4B%b659 | 0.3111] 59.14 0.181
E | "Bayesian| 6022 | 0204| 6452 02897 6774 03542 7312 04618344 | 02667| 6559 0.309
_ | Lin.SVM | 7143 04285 7563 | 0512 | 75.63| 05132 7059 04116 6807 03402  78.1.4610
S |RBFSVM| 71.43 | 04285| 75.63 | 0512 | 75.63| 05137 7050 04116 6807 03602  7B.1.4610
% MLP | 7059 | 0.4115| 66.39 0.3271 69.75 0.3947 73|95 0.479%B.82 | 0.1758| 63.87 0.276
@ [Bayesian | 61.34 | 0.2266] 7143 04279 6807 03618 73|11 046B9.75 | 0.3937| 7059 0.410




The dominancy of the P3-P4 channel pair is agasedable but it is less in this
experiment. Without P3 and P4 the maximum overatlueacy is 70.59% while
75.63% is obtained by using C3-C4, F3-F4 and P3&s. Even the optimum
conditions are provided for data acquisition, tlysteam couldn’t discriminate
better than the dataset 1 analysis. This resulbiigpend on the time varying Ml
patterns or lack of subject concentration.

6.4.1 Experiments for Subject M

Subject M is a 27-year old male and has experiencBCI studies and data
collection but has not performed motor imagery sadke is applied the same
recording and analysis procedure for both cue-based ping-pong like
experiment. The offline classification results fare-based experiment can be
seen in Table 6-17 and Table 6-18.
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Table 6-17: The accuracy (%) and Kappa values obtaed for C3-C4 channel pair on dataset for Subject M*Cz is used for only CSFP analysis

STFT Morlet Tr CSFP*

C3, C4,
Cz*

Ear Ref. CAR Ear Ref. CAR Ear Ref. CAR

Acc K Acc K Acc K Acc K Acc K Acc K

ITT

Imagination

Lin. SVM | 85.89 | 0.7179 | 78.21| 0.5641 82.05 0.641 71.y9 0.43587.18 | 0.7436 | 83.33| 0.6667
RBF SVM | 84.62 | 0.6923| 78.21 0.5641 82.0 0.641 7179  0.43597.18 | 0.7436 | 83.33| 0.6667

MLP 74.36 | 0.4872| 73.08 0.461b 74.3 0.48f2 75|64 0.50128.31 | 84.62 74.36| 0.4872
Bayesian 79.49 | 0.5897| 82.05 0.641 76.9 0.5385 76/92 0.58857.18 | 0.7436 | 79.49| 0.5897

Nl o o




Table 6-18: The accuracy (%) and Kappa values obtaed for P3-P4 channel pair on dataset for Subject M* Pz is used for only CSFP analysis

STFT Morlet Tr CSFP*
P3, P4,

- Ear Ref. CAR Ear Ref. CAR Ear Ref. CAR
yA

Acc K Acc K Acc K Acc K Acc K Acc K

ITT

Imagination

Lin. SVM | 82.05 0.641 | 9359 | 0.8718 | 76.92| 05385 87.1
RBF SVM | 82.05 0.641 | 9359 | 0.8718 | 76.92| 05385 87.1

(99

0.7436 74.36 0.4872 85.11.7001
0.7436 74.36 0.4872 82.06.641

(99

MLP 76.92 | 0.5385| 91.03 | 0.8205| 76.92| 0.5385 87.18 0.7436  67.p5 0.3p9 78.415641

Bayesian 76.92 | 05385 79.48 0.589y 73.08 0.46{15 7949 0.589/5.64 | 0.5128| 80.8§ 0.612




It is seen that P3-P4 channel pair is less domifwairubject M. There still exists
the effect of evoked patterns in these channelsithdiwbes not suppress the Mi
patterns in C3-C4 channels. Therefore Subject Mhase suitable for an online

application than Subject K.

For online application, the algorithms to be usethe analysis should be chosen.
For this purpose, the results obtained from theegrents are averaged for each
combination of classifier and feature extractiorthod for subject K and M. The
resulting average accuracy values show that LiB&& classification with STFT
feature extraction method performs the highestr@oyu(see Table 6-19).

Table 6-19: Average accuracies for combination oflassification and feature extraction
methods

Accuracy (%) STFT Morlet CSFP
Lin SVM 76.26 75.80 72.77
RBF SVM 75.95 75.19 72.77
Multilayer 68.74 65.52 65.88
Naive Bayes 70.42 73.85 70.14

6.5 Online Ping-Pong Game

A training dataset is collected from Subject M lsng the Ping-pong like game
interface. By offline analysis, the subject specifarameters are investigated with
both DSLVQ and search methods.
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DSLVQ weight coefficients of frequency features for C3 and C4 for subject M

18 T ~ T T T
| | | | |
] : | :
i R T —_—,—
| Il | | |
) | | |
R | It AEEEEEEEREE e
o | | |
:“s"\ [ | | | |
1_27”””””5“H‘++Wﬂﬁ 77777777777 e

Frequency(Hz)

Figure 6-15: DSLVQ weights of frequency features foC3—C4 channel pair for Subject M

The activation in beta band can be observed by O@lWethod despite the
supression effect of both acquisition system and\&& There is also alpha
band activity which seems a little bit more effeeton discrimination. However,
in order to see more realistic weights, the ougfube search algorithm should be

considered.
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Frequency Search for C3-C4 channel pair for Subject M

Frequency(Hz)

Figure 6-16: Frequency Search Results using C3-Céannels in CAR and Ear Ref. case for

Subject M

Frequency Search for P3-P4 channel pair for Subject M

(9%)AoeINd0Y

Frequency(Hz)

Figure 6-17: Frequency Search Results using P3-PAannels in CAR and Ear Ref. case for

Subject M
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For C3-C4 channels, beta band is more informatihereas for P3-P4 pair the
case is reverse. It can be concluded that evokierps are observed generally in
the alpha band which explains the reason that Ntep®s cannot be caught for

subject K.

For the online analysis, the classifier model @ned with STFT of first two
seconds of imagination period. On the other handR Geems to be more
contributive for evoked patterns rather than Mitgais. Therefore, it is not used

in the online analysis.

In the online experiment, the game is started byexernal mechanism. Then
there are 10-second trials with 2-second breakeiwd&en. When the trial starts,
one of the rackets is colored randomly in one seéc®he subject is supposed to
move the ball toward the colored racket to hit astrin 10 seconds. If the ball
hits the racket before the trial ends, it is codrde a success and the trial is ended

even the time is not over. Otherwise, the trialseap with fail.

The classifier produces output in each 50 ms uiadast 2-second data which is
nearly a continuous classification. The succesthefsystem is evaluated by hit
rate which is defined as the ratio of the trialsewhhe target is hit to the total
number of trials. Current hit rate is displayedtbe screen after each trial. In the

following figure, the experiment carried by Subjdttan be seen.
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Figure 6-18: Picture of the online game experimentarried by Subject M. He tries to move
the red ball to the blue racket.

Subject M has played the online game four time$opming average hit rate of
85%. In this result, first trials of the experimee not taken into account since

the subject gets adapted to the system in thigidara
At the end of online experiment, the subject M r&gub that it takes time to get

adapted to the system even it is trained for hitsoAe claimed that predictions

are more consistent whenever he calms down.
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6.6 Wheelchair Experiments

In this partial study, a prototype wheelchair systes constructed in order to
investigate the applicability of the developed nalBCI system on an external

electronic device.

The control of the wheelchair is provided for baekevand forward movement by

using left and right hand imagination commands.

Figure 6-19: Pictures from the wheelchair experimets

The experiments with the wheelchair have been padd by Subject M as a
continuous control. All instrumentation is placed ihe wheelchair at the back
and side parts in a way not to disturb the suldjbet.subject is prepared for the

EEG data acquisition and sits on the wheelchaiPAis provided in front of the
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subject for both the system to operate on and thgest to follow the

instructions.

The system is initiated by the subject with an ek switch which is always
accessible to be used in also emergency casebutimg down. After the system
starts, the same interface with the game applicasiaised for the directives to be
given to the subject. Furthermore, two feedbacksgiwen simultaneously with
the wheelchair and the game screen. When the wiaelnoves forward, the ball
on the screen slides through the right racket andasly backward motion of the
wheelchair is accompanied by the ball movementuthinothe left racket. The
speed of the control is kept in the minimum levebirder to prevent distortions in
the EEG record due to the sudden movements. Shecedntrol is kept in the
lowest speed, the trial duration is extended tes End the wheelchair performs

movement in each 50 ms in this duration.

The subject has performed 3 online sessions. Theelhair system is evaluated
by hit rate as in the game application since timeespredicted output is used for
the game and wheelchair. However, the hit ratdhefwheelchair is averaged as
55% which is a 30% decrease according to the axgati that only game

application was performed.

The decrease in the success of the wheelchair mighdue to the insufficient
smoothing of the moving average (MA) filter. Whdre twheelchair movements
are compared with the ball movements on the scriéas, verified that filter
provides smoothing such that wrong predictions alieminated for a short
duration. However; in the case of command chargewheelchair stops and tries
to move in the reverse direction in 50 ms whichsegsusome vibration on the
system resulting in signal distortions. In ordeptevent these sudden movements

of the wheelchair, a better post processing meshadld be investigated.
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CHAPTER 7

CONCLUSION

In the scope of this thesis, a movement imaginabased BCI system design is
performed and realized with 2 online applicationamely the ping-pong like

game application and the power wheelchair devicgrob The study includes the
implementation of several signal processing andsdiaation algorithms as well

as the design of a hardware for the integratiothefwheelchair with an existing
EEG system [6].

7.1 Summary of the Thesis

To summarize the work done on the signal procesantclassification part of

this thesis:

- Short Time Fourier Transform (STFT) is implementid extract the
temporal and spectral patterns of the Ml tasks.

- Morlet Transform is investigated as an alternathethod to the STFT.

- Informative spectral features are selected with Diiginction Sensitive
Learning Vector Quantization (DSLVQ) method.

- A frequency search method is realized to validdte tesults of the
DSLVQ and the results of these two feature selectethods are

combined in the analyses.
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- Common Spectral Frequency Patterns (CSFP) algorishimplemented
for the automatic selection of the spectral and tigbafeatures
simultaneously.

- For the classification, Support Vector Machines ¥§\[58] is employed
with the linear and radial basis kernel options.|tNayer Perceptron
(MLP) and Naive Bayesian classifiers are usedtasnative classification
tools [69].

These methods are investigated on several Ml B&iséss and the results are
evaluated to form the basic framework of the dgvetbBCI system.

The study also includes the following hardware switiware work:

- A power wheelchair drive hardware is designed anglemented such
that the wheelchair can be operated by an exteomdtoller mechanism.

- Two online BCI applications are developed and irdtgd with the
existing EEG system

- Several hardware modifications are performed on EE€> system to
enable its communication with external electron@vides in a master-

slave mode.

7.2 Investigated Datasets and Discussions

To evaluate the performance of the algorithms orelable basis, the BCI

Competition IV - dataset llb is investigated. Fbrstpurpose, STFT method is
used to extract features, and then DSLVQ and frecpesearch methods are
combined for feature selection. The winning aldoris of the competition are
compared with the aforementioned methods on thiaséa regarding the kappa
values as the evaluation criteria of the competitidccording to the obtained
results, the methodologies presented in this thesig the % rank among the

126



participants of the competition with the averagepa value of 0.45 for all

subjects.

Furthermore, the most successful result obtainedigndataset belongs to Subject
4 with an average kappa value of 0.83 and the waxstiracy is obtained in
Subject 3 with the kappa value of 0.09. When thaults of 9 subjects are
compared (see Table 6-2), it is seen that the bititiaof the success is too high
among the subjects. This result can be considesed good example for the
significance of the subject dependency of BCI syisteln other words, it cannot
be guaranteed that an algorithm will work well &irsubjects.

In addition to the BCI Competition dataset, sevétakbxperiments are conducted
at METU Brain Research Laboratory. To realize tkigeeiments, the original cue
based MI paradigm is implemented to run with an E&Gtem. 2 subjects

participated in these experiments.

For the subject K, 4 datasets are collected in e&ethich the electrodes P3 and
P4 showed higher relevance to the discriminationthef left and right hand
imagination tasks. For dataset 1, accuracies up7t66% are achieved in the
online classification. This is expected to be apgisus result, since these
channels are not related to the motor imaginatictivites by the literature.
Therefore, the reason of this result is questioaed the existence of visual
stimulation effects is suspected. In order to itigase the relevance of these
channels with the motor activity, another experitnenconducted for subject K
without using the visual arrow cue. Instead, anildadcue is given by the
supervisor. In this experiment, it is observed that classifier success decreased
dramatically for electrodes P3 and P4. This resutifirmed the suspicions on the
origin of the information from these electrodes ahds concluded that the
classifier does not discriminate the imagery paiernstead it classifies the
evoking effect of the visual cue on the brain.
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However, it is also interesting that the stimulateffects are highly informative
for the discrimination and more dominant than thiepdtterns in these datasets.
For instance, the accuracy in these results isgisds 95% for both imagination
and realization. This might be due to the fact thatdisplayed cues function as
visual stimuli and the brain shows different resggmto left and right arrow cues.
Then it can be concluded from Figure 6-13 and Kdgi#l4 that the decrease in
the power of P channel pair, which is similar te ERD occurrences in C channel
pair but more significant, is actually the signvigual stimulus. This is reasoned
to the closeness of channels P3 and P4 to areae7Hgure 3-2) which is the
visual stimulus processing center of the brainsTifect might be caused by the
asymmetric shapes of the arrows used in the displaghe cues resulting in

asymmetric and strong responses in the parietadne®f the brain.

On the other hand, our major goal in this studyoigletect the motor imagery
patterns. Therefore, for the further experimertge, €3-C4 and F3-F4 channel

pairs are mainly considered.

As a next step, the same dataset for subject IKas/zed in detail using channel
combinations and different methods in order to caraghe channel effect on the
discrimination. By using C3-C4 channels, the maximprediction accuracy of
87.8% is achieved. If the P3 and P4 channels &sntato account with C3 and
C4 channels, the accuracy increases up to 97.6%. adas means that the visual
evoked response is again dominant when the cha@®i€4 and P3-P4 are
considered together. At this point, Common AverBgéerencing (CAR) method
is used instead of ear referencing in order toteeeeffect on M|l and evoked
patterns. It is observed that CAR weakens the Miepas such that the
discrimination in C channel pair decreases by amusrn of 20% whereas it
slightly enhances the evoked patterns. Unlike tbenmon sense that CAR
enhances MI patterns, the opposite situation has bbserved in this study. The
reason might be using small number of electrodesomputing the CAR point.

Furthermore, the locations of these electrodesat@listributed uniformly on the
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scalp. Instead, they are concentrated on the dersor areas of the brain (see

section 5.1.1 for electrode locations).

After 4 months, dataset 2 is collected from subkeetith the same procedure as
dataset 1. Following the same analysis steps,dherédnce of P3-P4 channel pair
is again observed. The most significant result iabth from this dataset is the
decrease in the general accuracy for all methodshwnik an indication of time

dependency of the MI patterns for a subject.

After observation of the evoked potential effeetsiew interface is designed such
that the cue stimulation is reduced as much asilgessio achieve this, cue
display is ended 2 seconds prior to the imaginationother words, in the
beginning of the imagination interval, the subjabtady knows what to do but
does not see any visual cue. The dataset colléatestibject K by this interface is
analyzed with only SVM method using both Morlet iséorm and the STFT as
feature extraction algorithms. It is observed thldtchannels have similar effect
on the success and none of them is dominant. Fartire, the overall accuracy in
this case has decreased as compared to the predatasets of subject K. This
decrease can be related with the early cue onséthwmight cause the
preparation of the subject before the required ineagn time. Probably as the
most of the MI patterns are observed just beforé ainthe beginning of the
imagination; the most informative interval is midséefore the required
imagination interval. In other words, the staterge of the brain from idle to
imagination might not be observed since the sulgkeady knows the next task

and prepares herself involuntarily.

For the informed cue dataset, the DSLVQ and frequesearch method give
inconsistent outputs such that the frequenciesddaynsearch method are in beta
band whereas DSLVQ indicates that alpha band igrnmitive. However, the
results show that beta band carries more relevdotnnation. DSLVQ is an

energy-based method and it evaluates each spectrgdonent lying in the power
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of each trial. Therefore the bands having highergyare determined to be more
effective even if the case might be reverse. Thghtrbe the reason for improper
feature selection of DSLVQ. Also, it might deperndtbe hardware deficiency in

our EEG system such that the frequencies higher 18aHz are not acquired as
well as the lower band due to the analog filterpleyed in the system.

Finally, a separate dataset is collected in Hagett&niversity Biophysics
Department with a commercial EEG system called SQRMmMps Express [78].
The experiments are conducted in an electricallyeldbdd environment.
Furthermore, the interface is changed to the pmmgpyame application since the
cue onset is less stimulating for this case. BefideMorlet Transfom and STFT
methods, CSFP method is also constructed for adiors@lection of frequency
and channel components for this dataset. For thesification part, three other
methods, Multilayer Perceptron, Radial Basis SVMd aNaive Bayesian
classifiers are applied on the data besides tleali8VM. In this experiment, the
parameters are optimized as much as possible imstesf environmental
conditions, training of the subject and applicatioh several methods in a
comparative basis. The results on this dataset shatthe dominance of the P3-
P4 pair is weakened but not eliminated for subkecThe maximum prediction
accuracy obtained for subject K is 69.9% excludimg channel pair P3-P4 from
the analyses. It is also seen that the channelarfeB F4 do not have any
significant contribution on the overall accuracgdéhence they are discarded in

the final design of the BCI system to reduce thealner of EEG channels.

Some of the analyses applied to subject K are padd for subject M in order to
compare the performance of the algorithms on daiffesubjects. For this purpose,
a dataset is collected from subject M with the sameedure as dataset 1 (cue-
based application). It is observed that MI patteaires strong enough to provide
92.3% discrimination with C3-C4 channels where clgds P3 and P4 show a
prediction accuracy of 93.6% which means these redlando not dominate the
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C3-C4 information for subject M. This result oncemn emphasizes the subject

dependency in Ml BCI patterns.

Regarding the superior analysis results obtainedh fsubject M, the ping-pong
like game experiment is carried out with continu@®@ ms period) and real-time
prediction output. In this online analysis, lin€8WM classification with STFT
method is used since these are found to be thecbegie among all method
combinations (see Table 6-19). The performancevaduated as average hit rate
of 85% which corresponds to the rational counth&f tacket-hit by ball in 10-
second intervals. After the experiments, the subMcreported that correct

control of the game is performed easily when heretain his calmness.

When the feature selection outputs (see Figure, @=ithure 6-16, Figure 6-17) of
the methods are investigated for this datases, seen that the beta band activity
of the subject M is higher than the beta band #gtief the subject K which

seems to be reason for better classification result

In order to provide the basis for a potential haadkv application, several
experiments are conducted with subject M on thesldged wheelchair system.
Finally, the subject M is able to operate the wblegir using the timing prepared
for the game application. Smoothing operation witkighted moving average
filtering is applied to the outputs of the classafion model as a post-processing
step to reduce the rapid change of the predictiand hence smooth the
movement of the wheelchair. In this applicatione therformance is again
assessed by the hit rate followed from the screl@ntate has decreased to 55%
due to the disturbance and vibration exposed oE® system as a result of the
wheelchair movements. One may find the videos oéséh preliminary
experiments in the BCI sections of the webpage:

http://www.eee.metu.edu.tr/~biomed/brl/
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7.3 Future Studies

It is a well known fact that MI based BCI systems #&b0 much subject
dependent such that the brain signal patterns dered in these systems
may not be observed clearly for all subjects. Tioeesthe algorithms
should be tested on different subjects in ordethéwe a meaningful
measure of performance. One of the future taskli®ktudy is to perform

deeper analysis of the algorithms on numerous stshje

In the training phase of the classification modelke specific time interval
has been used in this study. Considering the fettNI patterns are more
observable in the duration of transition (rest nmagery or imagery to
rest), the training data are selected from therbegg of the imagination.
Then the continuous prediction is provided durirgple imagination time
by using this classification model. However, a gaheation can be
performed by training the model from all instanckstributed over the
trial duration. This procedure might give bettersulés since the
continuous imagination patterns are also consideretie classification
model. The second task to be completed after thidysis to consider

various time intervals to train the classificatedgorithms.

The movements of the wheelchair should be smodblogia for the EEG
signal quality, hence the system success and factipal use. For this
purpose, it is aimed to improve the post processieghod by applying
Kalman filtering.

Since the aforementioned applications are developgdrding the needs
of the disabled people, a cue- based MI BCI systambe a solution in a
limited extent. In order to provide flexibility anleedom, the MI BCI
should be developed in a self-paced manner suc¢hthbaonly controller

of the system is the subject without dependency tloen computer
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directives. The final future objective of the studyto design a self paced

MI BCI system that can be accurately operated bydikabled people.
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