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ABSTRACT

A GRID-BASED SEISMIC HAZARD ANALYSIS APPLICATION

Kocair, Celebi
M.S., Department of Computer Engineering
Supervisor : Dr. Cevat Sener

Co-Supervisor : Prof. Dr. Aysen Akkaya
September 2010, 55 pages

The results of seismic hazard analysis (SHA) play a crualkd in assessing seismic risks
and mitigating seismic hazards. SHA calculations genemallolve magnitude and distance
distribution models, and ground motion prediction modsls@mponents. Many alternatives
have been proposed for these component models. SHA cadoidanay be demanding in
terms of processing power depending on the models and &algsameters involved, and
especially the size of the site for which the analysis is tgpedormed. In this thesis, we
develop a grid-based SHA application which provides theess@ry computational power
and enables the investigation of theegets of applying dierent models. Our application not
only includes various already implemented component nsoolat also allows integration of

newly developed ones.

Keywords: Grid, Grid Computing, Seismic Hazard Analysis
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GRID TABANLI SISMIK TEHL IKE COZUMLEME UYGULAMASI

Kocair, Celebi
Yiksek Lisans, Bilgisayar Muhendisligi Bolumu
Tez Yoneticisi : Dr. Cevat Sener

Ortak Tez Yoneticisi : Prof. Dr. Aysen Akkaya
Eylul 2010, 55 sayfa

Sismik tehlike ¢coziimlemesinin (STC) sonuglar sikmsklerin degerlendiriimesinde ve sis-
mik tehlikenin azalt Imas nda buyuk onem tasr. ST€saplamalar bilesen olarak genel-
likle bllytikluk ve uzakl k dag | m modelleri ile yer maketi tahmin modellerini icerir. Bu
bilesen modelleri icin bir cok secenek dnerilmistB TC hesaplamalar ; icerdigi modellere,
cozimleme parametrelerine ve 0Ozellikle ¢cozimlemeyap lacag bdolgenin buyukligine
bagl olarak yuksek islem giicti gerektirebilir. Bu tiez gerekli berim giiclini saglayan ve
farkl modellerin uygulanmas n n etkilerinin incelennres olanak sunan grid tabanl STC
uygulamas gelistirilmistir. Uygulamam z kendi iciedcesitli bilesen modelleri bulundur-

makla kalmay p yeni gelistirilen modellerin de eklennmesizin vermektedir.

Anahtar Kelimeler: Grid, Grid Hesaplama, Sismik Tehlikéz@mlemesi
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CHAPTER 1

INTRODUCTION

Seismic hazards are very important aspects of public safedyneed to be analyzed with re-
spective consideration. Seismic Risk Assessment (SRAgistudy of quantifying the proba-
bilities of occurrence of losses due to seismic hazardsrdardo provide these probabilities,
SRA requires information on earthquake-related phenorasnaput. Seismic Hazard Anal-
ysis (SHA) tries to provide this information by describingpbgnd shaking, ground failure,
fault rupture etc. that have potential to cause harm and gbecited occurrence frequen-
cies. That is to say, SHA tries to quantify probabilities otorrences of future earthquakes
and the damages and losses they can evoke. The outputs of &Hbeaused, via SRA, for
assessing public safety and hazards mitigation, estaigiskppropriate insurance rates, for
improving earthquake-resistant design and constructia@nwergency plans with the help of
zoning maps. All these processes require a reliable seisazard assessment, and this re-
guirement makes SHA a very complex and time-consuming stidgrder to provide good
estimations and realistic outcomes, the natural uncéitaiconnected to earthquakes have
to be integrated into SHA, increasing the assessment darattolerably. Also, data stor-
age problems may arise because the amount of the requiradatabe particularly large for
some instances. Since SHA is very important for the afordiomed issues, it is essential
that these problems are solved. The elds of applicatiomgase as well as the rate, required
customizations and deadlines; and current SHA applicatfane di culties answering the
demands. It is only rational to try and nd a less time-conswgrand more generic way of

providing the outcomes of SHA than the current solutions.

The purpose of this thesis is to provide a solution for degliith the di culties that are
encountered in SHA studies. Since thesedlilties are mostly computational it is reasonable

to search for a more powerful computing approach to attaiskpttoblem, which yields the



idea of using grid computing for that purpose. The virtuallylimited resources, both in
terms of storage capability and computational power, pleyiby grid computing seem to be
the only option for SHA. In this thesis, an attempt to utilthe grid computing resources for

constructing a powerful solution for SHA is realized.

In the scope of this work, after brie y studying the theoceti background information re-

garding earthquake-related phenomena, numerous sdaiesttidies related to the method-
ologies used in SHA are investigated. Afterwards, curyeatlered software solutions for
SHA are examined and their strengths and weaknesses arptgteto be determined. Using
the obtained background information, a Grid-based appraaproposed for the solution of
aforementioned problems encountered in SHA studies. Byxmeffollowing the proposed

approach, an application that uses both computing andggt@esgsources provided by the Grid

infrastructure is implemented.

The rest of the thesis is organized as follows: In the nexpteraa brief introduction to SHA
concepts and some information regarding the necessamla@ns will be given. Chapter 3
will introduce grid computing. In Chapter 4, a brief survayavailable software for SHA will
be presented. Chapter 5 will describe the structure of thielded application. In Chapter
6 some details about the implementation of the applicatidhbe explained followed by
a description of the tests performed. The last chapter witictude the thesis by brie 'y

summarizing the work done and pointing out some future toes.



CHAPTER 2

BACKGROUND ON SEISMIC HAZARD ANALYSIS

Seismic hazard analysis (SHA) methods can be classi edtimtomain categories, hamely
deterministic and probabilistic approaches. In the folfaysections; rst, the fundamental
concepts will be explained, and then the probabilistic agtrininistic approaches to SHA

will be described in detail.

2.1 Fundamental Concepts

In both deterministic and probabilistic SHA approachesalgses are performed atsite
region This site region may be a point or a rectangular region ssuréing the location of
interest, such as a construction area or an existing bgildincity, a country, a continent, or

even the whole world may be used as the site of interest ielscgle analyses.

Seismic sourcesre essential components in SHA. A seismic source can beedean a region
that has almost invariant features in terms of seismicify [Bor SHA, it is necessary to
characterize all seismic sources near the site of inteféss.characterization mainly involves
identifying the locations and the geometries of the sour&@sismic sources are commonly

categorized geometrically as follows:

Line sourcegorrespond to actual faults, and are represented witlghtriies or, more
generally, with a series of line segments. Since faults lilaree-dimensional planar

structures, line sources actually represents a map-vighedault plane [49].

Area sourcesire used for describing the regions where many small fardts@located

or the previous earthquake activity cannot be associattdwell-known fault struc-
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tures, or representing the faults which cannot be repredes line sources [2]. Area

sources are depicted as polygons with arbitrary boundaries

Point sourcesare used for modeling past seismic activity concentrated small area

far from the site of interest, possibly originating from eahic or geothermal activities

2].

In addition to the location and the geometry of a seismic @museismicity parameters,
namelymaximum earthquake magnituded earthquake recurrengespeci c to that source

must be determined as a part of the seismic source charatien process [6].

As the name implies, maximum earthquake magnitude is tgesapossible magnitude of an
earthquake that a speci ¢ seismic source may produce. Twooaphes are commonly used
for determining maximum earthquake magnitude. The rstrapph makes use of historical
earthquake evidence. Among the earthquakes correspotalihg source, the one with the
largest magnitude is selected, and its magnitude with sowrement (generally 0.5 mag-
nitude units) is used as the maximum earthquake magnitutle.s&cond approach is used
when the underlying fault structure of the seismic sourémavn. The maximum earthquake
magnitude is determined through empirical regression éetvearthquake magnitude and a
geometric feature of the fault such as its total length otutglength. For example, the fol-
lowing relations between earthquake magnitude and surfgatere length are proposed by

Wells and Coppersmith [52]:

My = 5:16+ 1:12logL; (strike-slip)
My = 5:00+ 1:22logL; (reverse) (2.1)

My = 4:86+ 1:32logL;  (normal)

whereM,, is moment magnitude aridis the fault rupture length in kilometers. Here, it should
be noted that when the fault rupture length cannot be detexdrempirically, generally one-

half of the total fault length is used as the rupture leng#].[3

Earthquake recurrence of a seismic source is de ned as ¢gogidncies of earthquakes with
distinct magnitudes generated by that source [6]. A recggeaelation between earthquake
magnitudes and the number of earthquake occurrences istoasgbcribe the earthquake

recurrence. The most widely used earthquake recurrenatorelis proposed by Gutenberg
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and Richter [26] and is given as follows:
logN(m)=a bm (2.2)

wheremis the Richter magnitud®J(m) is the number of earthquakes with magnitudes greater
thanm, anda andb are constants. The constaatandb are determined through regression
of historical earthquake data, and the most commonly usekade for this purpose are least

squares estimation and maximum likelihood estimation.

Since estimating the ground motions expected to occur ositdef interest is the main focus
of SHA, ground motion attenuation relatiorfer ground motion prediction modglare crucial
for SHA. Ground motions are quanti ed using intensity measu Peak ground acceleration
(PGA), peak ground velocity (PGV), and spectral accelena(SA) are the most commonly
used ground motion intensity measures. The ground mottenustion relations aim to esti-
mate the ground motion intensity on the site region in terfres selected intensity measure.
They predict the probability distribution of ground motioriensity as a function of one or
more predictor variables such as magnitude, distancd,tfgad and local site conditions [3].
Baker [3] notes that ground motion prediction models arallgdeveloped using statistical
regression on previously observed ground motion intensiliyes, and gives the general form

of ground motion prediction models as follows:
InY=InY(MR )+ nv(MR ) " (2:3)

where InY is the natural logarithm of the chosen ground motion intgmaieasureY) and itis
modeled as arandom variabla.Y and |,y are the predicted mean and the standard deviation
of this random variable, respectively. Both the predictezhmand the standard deviation are
given as functions of earthquake magnitudi#)(distance R) and other predictor variables
(). Finally," is a standard normal random variable which represents theredd variability

ininY.

Many ground motion attenuation relationships are propdsetieing used in SHA studies.
Some of them are developed for speci ¢ regions and some arerigei.e. they can be used
for any region. As an example, the following generic grourmtion attenuation relationship

is proposed by Cornell et al. [10]:

InY = 0:152+ 0:859M 1:803In R+ 25),
(2.4)



whereY is PGA in units of g. Here, it should be noted that the relati@pends only on
magnitude and distance, and also the standard deviatioonstant for all magnitude and

distance values.

2.2 Probabilistic Seismic Hazard Analysis

The main idea behind the probabilistic approach to SHA igtwide a way of assembling all
the uncertainties while assessing the seismic hazard. fid¢ertainties in the location, time,
and magnitude of future earthquakes are considered in pitiha seismic hazard analysis
(PSHA) studies [32]. Furthermore, uncertainties relatedround motions are also consid-
ered by means of the ground motion prediction models, asiam&tt in the previous section.
By combining the probability distributions correspondiioghese aforementioned uncertain-
ties, PSHA estimates the probability of observing a groumdion with an intensity greater

than a particular level at the site of interest in the future.

Baker [3] describes PSHA as the following ve-step process:

1. The seismic sources which can generate considerabladjyroations on the site region

are determined.

2. The probability distribution of source-to-site distands characterized for each selected

source.

3. Di erent earthquake magnitudes that each selected sourceochut is characterized

as a probability distribution.

4. An appropriate ground motion prediction model is selkateorder to quantify varia-

tion of ground motion intensity.

5. The distributions are combined using the total probighiieorem in order to evaluate

the exceeding probabilities.

In the following subsections the details of these stepsxgamed.
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2.2.1 Selecting the Seismic Sources

Among all the seismic sources characterized as describ8ddtion 2.1, the ones which can
produce damaging ground motions on the site of interest etermined as the rst step of
PSHA. Since earthquakes at large distances will not prodigsg cant ground motions at
the site of interest even if they have large magnitudes,cesuthat are far from the site will
not contribute to the ground motion at the site [6]. Hence,dlstance between the site and
the source is generally used as the selection criterion,cantmonly the sources within a

150-300 kilometers radius of the site region are selected.

2.2.2 Characterizing the Distribution of Source-to-site Dstances

After relevant sources are identi ed; the distributionssofurce-to-site distances, which ra-
tionalize the uncertainties in earthquake locations, hegacterized for the selected sources.
In general, a probability density function (PDF), gengralenoted asfr(r), is derived to

represent the distance distribution.

For point sources, the corresponding PDF is given as:

8
%1 if r =rp;
fr(r) = § (2.5)

0 otherwise

whererg is the distance between the site and the point source.

For line and area sources, potential earthquake locatimgenerally assumed to be uni-
formly distributed throughout the source [32]. Althouglisthssumption is not necessary, i.e.
non-uniform distributions can also be used; it simpli eg ttharacterization of source-to-site

distance distributions.

One way to characterize the distance distribution for a én@n area source is to derive
it analytically by making use of the geometry of the sourceak& [3] provides examples
of this derivation for both line and area sources. Anothenmwonly used approach is to
split the seismic source into smaller equal-sized elemertsline segments for line sources
and rectangles for area sources; and approximate the chsthstribution numerically using
the distances between the center of each element and th@2ZjteOne other method for

characterizing the distribution of source-to-site disemagain uses the idea of dividing the

7



source as in the previous approach. As opposed to the peegjmroach though; this method
considers each element as a point source, which is locatéitearenter of the element, and

uses the PDF in equation 2.5.

2.2.3 Characterizing the Distribution of Earthquake Magnitudes

After the distribution of source-to-site distances araabterized, the next step is to determine
a probability distribution of earthquake magnitudes thatheselected source may produce.
As in the case of source-to-site distance distributionsphatbility density function, generally

denoted ady (M), represents the distribution of earthquake magnitudes.

The earthquake recurrence described in Section 2.1 astestithe basis for deriving the mag-
nitude distribution of a seismic source. Generally, the P@Fhe distribution of earthquake
magnitudes depends on the constants (especially the lso-bavalug determined through

statistical regression of the corresponding recurreniegioa.

Three most commonly used models for assessing the distribat earthquake magnitudes

are described next.

Gutenberg-Richter model

This model is derived directly using Gutenberg-Richteuureence relation described in Sec-
tion 2.1. Cumulative distribution function (CDF) for the gratudes of earthquakes is de ned
as the following ratio [3]:

Fu(m) =P(M  mjm> mpin)

_ Rate of earthquakes withmpin < M m_ (2.6)

: : m> Mmi
Rate of earthquakes withmyin < M Mhrin

wheremnin is some minimum magnitude, generally taken as 4 or 4.5. Thbagakes with
magnitudes smaller thany,;, are ignored in SHA calculations due to their lack of prodgcin

strong ground motions.

Without loss of generality, Gutenberg-Richter recurreraation given in Equation 2.2 can

be rewritten for the rate of earthquake occurrences asifsllo

log n=a bm

8



where ., denotes the rate of earthquakes with magnitudes greatenth&ubstituting this
form of the relation in Equation 2.6, the CDF is obtained as:
Fu(m) = -0 D=1 10 6™ M m> my,
Mmin
Taking the derivative of the above CDF, the PDF for the distion of earthquake magnitudes

is obtained as follows:

fm(m) =  bIn(10)10 ™ Muin): M > myin (2.7)

Bounded Gutenberg-Richter model

The Gutenberg-Richter model described above estimatedigtrioution of earthquake mag-
nitudes without an upper bound. However, this unboundedisesot coherent with the real
situation. Hence, bounding the earthquake magnitudesanéthnstraint on maximum possi-

ble magnitude value, the following PDF for the distributigrobtained:

_ bIn (10)10 bM Mwin)
fM (m) - 1 10 b(Mmax Mmin) ’

Mmin < M < Mmax (2.8)

wherempax is the maximum earthquake magnitude, which is determineitevidentifying

the seismic source characteristics as described in Settlon

Characteristic earthquake model

Schwartz and Coppersmith [39] proposed that earthquakésmagnitudes approximately
equal to the maximum magnitude are frequently produced diyiglual faults and fault seg-
ments. Such earthquakes are called characteristic eaktbgjuand their magnitudes vary in a

range of one-half magnitude units.

Using the characteristic earthquake model, Youngs and &sppth [54] derived a distribu-

tion for earthquake magnitudes, with the following PDF:

8
%k e (mm) m m<m 05
fm(m) = % (2.9)

Pk e (M 32 my) m 05 m m;

wheremy is the minimum earthquake magnitude angdis the characteristic earthquake mag-

nitude, instead of which the maximum earthquake can be aksd.u andk are are constants

9



de ned as follows:

= bIn 10;

o .
k=1 e MOSM), o (m 32 mgg *.

2.2.4 Selecting the Attenuation Relation

The last step before combining all the distributions foraiting exceeding probabilities is
to determine the ground motion attenuation relation to lEdus the analysis. Although
generally only one attenuation relation is used for the wi8HA study, it is actually possible

to choose dierent attenuation relations for each selected source.

While choosing the attenuation relation, its suitability the site region and the seismic
sources should be inspected. As already mentioned in 8e2tilp some ground motion
prediction models are region-speci ¢c; and hence they camuged only in that particular
region (or maybe in a region similar to that particular regio terms of both site and source
characteristics). Furthermore, many attenuation relatitecessitate some constraints for the
site andor the seismic source. For example; some relations may bedapmd for only sites
of speci ¢ soil type, hence the underlying soil type (rockilssti  soil, etc.) of the site region
should be known before choosing to use such attenuatiotioreda As another example; an
attenuation relation may change formulation accordindhéfault type (normal, strike-slip,
reverse) of the seismic source. Hence, that attenuatiatiaelcannot be used for a seismic
source when the fault type of the corresponding fault catmeotetermined, or when the
source does not actually represent a fault. Another camditiat ground motion prediction
models commonly require is about the source-to-site distsnMany attenuation relations

require that the site and the source are not further thanteylar distance.

2.2.5 Calculating the Probabilities

The nal step of PSHA is to evaluate the exceeding probaedity combining the mod-
eled uncertainties in the previous steps. Firstly, thecsetkattenuation relation is used for
calculating the probability of exceeding a particular grdumotion intensity level when the
magnitude and the distance are given. Since natural Ibgaritf the ground motion inten-

sity is observed to be normally distributed, the exceedirdpability for a particular level of

10



ground motion intensity can be calculated as follows:

P(Y>yjmr)=1 M% (2.10)

InYy

where is the standard normal cumulative distribution function.

Equation 2.10 evaluates the exceeding probability whemthgnitude and the distance are
known. However; as already mentioned future earthquakatitots and magnitudes are un-
certain, and they are modeled as probability distributioftsese distributions and the condi-
tional probability formulated in Equation 2.10 are combinesing the total probability theo-

rem as follows [3]:
PnaxPinax
P(Y>y) = P(Y >yjm;r) fyu(m) fr(r) dr dm (2.112)
Mmin 0
In order to obtain the probability that ground motion inigngxceeds a particular level on

the site region, the formula above uses integration to sutheiponditional exceeding prob-

abilities of all possible magnitude and distance values.

Analysis studies are generally interested in determiniregftequency of earthquake occur-
rences. By applying a simple modi cation to Equation 2.14e tate of observing ground

motions with intensity levels greater than a particulaelaan be calculated as follows [3]:
PmaxPinax
(Y>y) = (M>mmin) P(Y>yjmr) fu(m) fr(r) dr dmy (2.12)
Mmin 0
where (Y >y)is the rate of ground motions with intensities greater thaand (M > Myin)
is the rate of earthquakes, produced by the seismic souitemagnitudes greater thanin.

(M > mpin) is determined by using the historical earthquake cata#ig.d

Here, it should be noted that Equation 2.12 computes theeelikog rate of ground motion

intensity that a single seismic source causes. Considetimglevant seismic sources, the
total rate of exceeding a particular ground motion intgnigivel at the site is the sum of the
exceeding rates computed individually for each seismiccguHence, the total exceeding

rate can be formulated as follows [3]:

N¥urces PmaxPmax
(Y>y) = (Mi > Mmin) P(Y > yjmr) fy(m) fr(r) dr dn (2.13)

=1 Mmin 0

Although numerical integration methods can handle theginade in Equation 2.13, generally

these integrals are converted to summations by means tifrgpthe magnitude and distance

11



ranges into small intervals. Baker [3] gives the formulatiszvhen possible magnitude and
distance ranges are divided img andng intervals respectively, as follows:
Ngurces Kv XRr
(Y>y) = (M > Mmin) P(Y >yjmjrg) P(Mi = m) P(R =ry); (2.14)
i=1 j=1 k=1
whereP(M; = m;) and P(R = ry) are probabilities of particular magnitude and distance

valuesm; andry respectively. These probabilities are calculated as:

P(M; = mj) = Fm (Mj+1)  Fwm (My);

P(R =) = Fr(r1)  Fr(ri);
whereFy, andFg are CDFs of the magnitude and distance distributions réispsc Since
calculation of these probabilities uses CDFs; in order tothe summation formula in Equa-

tion 2.14, magnitude and distance distributions are requio be characterized using their

CDFs instead of their PDFs.

2.3 Deterministic Seismic Hazard Analysis

The deterministic seismic hazard analysis (DSHA) appraaabives a scenario-based meth-
odology. The worst-case earthquake scenario, i.e. thageeake which will generate the

largest ground motion intensity level at this site, is assdrand the ground motion that the
predicted scenario will produce at the site region is arelydZ he DSHA methodology can be

de ned as the following four-step process based on the gegmr provided by Reiter [37]:
1. The seismic sources that are capable of producimgtéve ground motions at the site
region are identi ed.
2. The distances between the site and the selected souecelsaaiacterized.

3. The controlling earthquake, i.e. the earthquake thdtgeiherate the largest ground

motion intensity, is determined.
4. The seismic hazard at the site region is evaluated usagahtrolling earthquake.
The rst step actually is the same as the one in PSHA, i.e. ¢&nsc sources within a cer-

tain proximity of the site are selected. On the other handhénsecond step only the closest

distances between the site region and the selected sourcesrssidered as opposed to the
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case in PSHA methodology, in which source-to-site distaace characterized as probability
distributions. Again in contrast to the case in PSHA, no nitage distributions are char-
acterized in DSHA. The maximum possible earthquake mag@ita used for each source
for determining the controlling earthquake. After selegta suitable attenuation relation, for
each source the closest distance and the maximum magnstudsed to evaluate the ground
motion that is expected to be produced at the site. The flaggeand motion intensity value
obtained among those evaluations is selected as the groatidmproduced by the control-

ling earthquake, and it is treated as the output of DSHA study
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CHAPTER 3

BACKGROUND ON GRID COMPUTING

In the scope of computing; the ter@rid, in its most general form, is used to describe an
infrastructure that combines geographically distributechputer systems for providing high-
throughput computing capabilities. Foster et al. [16]adticed the concept efrtual organi-
zations(VO) by de ning the grid computing as an approach for solviagye-scale problems
by means of a collaborative sharing of various computaticesources dynamically among

multiple institutions and organizations.

Grid computing provides not only transparent and relialdeeas to additional, possibly
under-utilized, computing and storage resources for iddal users, but also a collaborative

research infrastructure for scienti c communities.

In the rest of this chapter; rst, the general architectur&ad systems is described, and then

some e orts to classify types of Grid systems are examined.

3.1 Grid Architecture

A protocol architecture, as can be examined in Figure 3rithi® Grid is proposed by Foster
et al. [16]. The proposed architecture follows a layeredag@gh similar to the Internet pro-
tocol architecture. The top-most three layers corresporfpplication layer in the Internet
protocol architecture, whereas the Fabric layer is analedo the Link layer. The Connec-
tivity layer, on the other hand, relates to the combinatibthe Transport and Internet layers

in the Internet protocol architecture. In the following {sathese layers are described brie y.
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Application layer

!

Collective layer

Resource layer

Connectivity layer

Fabric layer

Figure 3.1: The Grid protocol architecture, adapted fro6i [1

3.1.1 Fabric Layer

The Fabric layer involves the physical and logical resaglioeluded in the Grid infrastruc-

ture. Hardware resources such as cluster computers arajstarrays constitute physical
resources, whereas a le system implementation or a dasdocginay be considered as exam-
ples of logical resources. This layer mainly necessitatgs sliscovery and resource-speci ¢
management functionalities for the resources involved.révarlvanced operations are not
generally requested, because such a demand will comptluaeployment of the resources

to the infrastructure.

3.1.2 Connectivity Layer

As the name implies, the Connectivity layer provides theessary communication mecha-
nisms among Grid resources. Moreover, this layer also wegbauthentication protocols in
order to ensure trust among the users and the resourcese@wity layer implementations

mostly utilize existing protocols de ned in TG stack.
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3.1.3 Resource Layer

The Resource layer provides information and managemettqmis which access the rele-
vant functions in the Fabric layer, passing through comigcation and authentication mecha-
nisms of the Connectivity layer, for discovering and manggiingle resources. Information
protocols are analogous to state discovery functions irfr#iwic layer, i.e. they are used for
monitoring the state and structure of the resources. Maneageprotocols provide secure

instantiation and management of various operations pagdron the resources.

3.1.4 Collective Layer

The Collective layer provides the necessary functionailityerms of protocols and services,
for organizing the interactions among collections of alali# Grid resources. Resource al-
location, job scheduling, data replication, and collextigsource monitoring services can be

given as examples to the services that this layer involves.

3.1.5 Application Layer

The Application layer in the Grid protocol architectureaiwes the user applications. The ap-
plications in this top-most layer are developed by makingafsmany protocols and services

implemented within the scope of the other layers in the &chire, as depicted in Figure 3.1.

3.2 Grid Classi cation

Although, mostly a major classi cation based on the mainufof the system, namely com-
putational and data Grids, is agreed upon; there existsamalatd classi cation of Grid sys-

tems. In this section some classi cationa@ts are described.

Krauter et al. [33] proposed a classi cation for Grid systgereeen in Figure 3.2, which adds
service Griddo the major classi cation mentioned above. Service Griglsatibe the systems
providing large-scale services that cannot be providedifiyles machines. These type of
Grids are further divided into three sub-categori@s-demangdcollaborativeandmultimedia

Grids. The rst sub-category represents the systems teatapable of aggregating resources
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on a dynamic basis for the services they provide. Collab@dbrids enable interactions
among people and applications involved in the same or gimilaual study groups. As
the name implies, the last sub-category involves an erwissit for real-time multimedia
applications. Moreover, the proposed taxonomy also dévienputational Gridgnto two
categories, namelyistributed supercomputingndhigh throughput The former sub-category
involves the systems that are capable of executing sindke ijo parallel, whereas the latter

describes the systems favoring stream-type jobs involpargmeter studies.

distributed supercomputing
computational Grid
high throughput
Grid systems data Grid
on demand
service Grid collaborative
multimedia

Figure 3.2: A Grid systems taxonomy, adapted from [33]

Another categorization based on system topology, provigedrerreira et al. [13], is as

follows:

Intragrids consist of one or more computer clusters, which are condebr®ugh an
internal private network, operated by single organizatj@mnd they provide only a small

number of Grid services.

Extragrids involve more than one intragrid connected through a wide aetwork,
operated by multiple organizations, and provide a more ghyn@nvironment than in-

tragrids for partner integration purposes.

Intergridsconstitute a more general form of extragrids, since theyigeoan infrastruc-
ture for a collaborative community involving many organiaas and multiple business

partners.
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3.3 SEE-GRID Infrastructure

The regional Grid infrastructure in the South Eastern Eeaop(SEE) region is mostly re-
ferred as the SEE-GRID. This infrastructure includes thenal Grids of most of the coun-
tries in the region. After the infrastructure was constdatithin the scope of the SEE-GRID
(South-Eastern European Grid-enabled elnfrastructureldpment) project [46], the SEE-
GRID-2 [41] and SEE-GRID-SCI (SEE-GRID elnfrastructure fegional eScience) [43]
projects not only expanded and improved the infrastrudiutelso strengthened the commu-
nication and collaboration among the scienti c commursitie the SEE region. A shapshot
view of SEE-GRID-SCI elnfrastructure, which expands thiginoal SEE-GRID infrastruc-
ture, can be seen in Figure 3.3 [44], provided by Scienti m@aiting Laboratory (SCL) at
the Institute of Physics Belgrade.

SEE-GRID-5CI elnfrastructure
Total Countries: 14
Total Sites:
™ Dedicated CPUSs:

HELo i
AEGIS03-ETE-LEDA,
I

Figure 3.3: SEE-GRID-SCI elnfrastructure as of 15 June 2tak&n from [44]

3.3.1 Overview of the Infrastructure

The SEE-GRID infrastructure is described using the foltayihree sub-groups [42]:

Operational infrastructurerepresents the core Grid infrastructure. It consists of the

Grid sites and the necessary services deployed on themduidprg the major func-
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tionality of the Grid. The required tools and services irsthifrastructure are provided

by gLite middleware [19].

Operational support infrastructurassists the Grid administrators in maintaining the
operation of the Grid infrastructure. It mainly includes elient tools which collect and
serve monitoring data, such as the availability of the dggdoservices or the statuses

of the resources in derent Grid sites.

User support infrastructur@rovides some services for aiding end-users and maintain-
ing the communication among administrators. It mainly eaorg mailing lists and tech-

nical forums.

3.3.2 Details of Operational Infrastructure

As already mentioned in Subsection 3.3.1, the operatioriedstructure contains Grid sites
and services implementing the main Grid functionality. dzsites typically consist of the

following components:

Computing Element (CEA CE represents the computing resources that are provided
by a Grid site. It includes a Grid Gate (GG), a Local Resouramdfjement System
(LRMS), and a set of Worker Nodes (WNSs) [8]. The WNs are the mat@rs where the
Grid jobs are actually executed. The GG initiates job exenston WNSs by using the
LRMS.

Storage Element (SEANn SE represents the storage resources that are provided by
a Grid site. An SE includes a Storage Resource Manager (SBMhénaging the
available storage resources such as large disk arraysesbtesed storage systems [8].

Di erent SRM implementations are available for managingidint types of storage

resources.

User Interface (UI) A Ul provides the necessary environment for the users tchese
Grid. The users perform Grid-related operations, such #eeatication, job manage-
ment, and le management, through using the related toasiged by a Ul where they

have personal accounts [8].

The core services deployed in the scope of the operatiofrakiructure are as follows:
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Virtual Organization Membership Service (VOMS$an authorization service that man-
ages and serves the information about the users in a VO [4&]information provided

by this service includes the roles, groups and capabilitidbe users.

Berkeley Database Information Index (BDis)a Grid service that periodically checks
and serves the information about computing and storageiness in the Grid infras-

tructure [8].

Workload Management System (WM#nages the Grid jobs. For job submission, the
attributes related to the job are de ned using Job Desariptianguage (JDL) and ac-
cording to those attributes the WMS determines the mosilseitCE for the execution
of the job [8]. Other job management operations such assstdtecking and output

retrieval are also handled by the WMS.

Resource Broker (RB3 another service for job management operations. It débesn
the appropriate resources for a submitted Grid job, sclesdile job, and monitors it
[42]. Although RB service is deployed in the SEE-GRID infrasture; it has been
abandoned in favor of the WMS, since the latter is more rohust provides more

functionality [40].

Relational Grid Monitoring Architecture (R-GMA} used for gathering accounting
information [42]. Both system-level and user-level acdmgqdata are collected and

published by this service [8].

LCG File Catalog (LFC)manages the mappings between actual Grid les and their
logical names [8]. It provides a hierarchical namespaagcsire and integrated Grid

authentication mechanisms, and also supports accessldsis [42].

MyProxy Servicgrovides storage and retrieval mechanisms for user criedenc-

tual Grid authentication system involvpsoxy certi cateswhich hold the user creden-
tials, and these proxies expire after a prede ned time. Mykrservice provides an
automatic proxy renewal mechanism, enabling the executigobs that require long

running times [8].

File Transfer Service (FTS$ a service that controls the le transfer operations among

the SEs in the Grid, and it is mostly used for large-scale tatesfers [8].
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ARDA Metadata Catalog (AMGAS a service that provides an interface for database
access. It supports integrated Grid authentication méstmsnand enables Grid appli-

cations to use dierent types of databases [8].
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CHAPTER 4

RELATED WORK

As described in Chapter 2, SHA requires a great deal of nwalezomputations even in the
case of a single site location and a single seismic sourgeeSictual SHA studies involve
large site regions, or thousands of site locations, and reaigynic sources, the use of com-
puters is inevitable for SHA studies. In addition, many SHédges investigate the ects of
applying di erent SHA models in the analyses; and hence, they de nityire automated
procedures for SHA computations. Furthermore, due to thamyc nature of seismic events;
repetition of the analyses is occasionally required, whighin introduces the necessity of au-
tomation. Despite some computer programs written spelty dar some SHA studies, there
also exist software projects and products to be used asigsoéstions. In this chapter, some

widely used software for SHA are described.

SEISRISK Il [5] is the nal revision of Fortran programs ubséy the United States Geo-
logical Survey (USGS) for seismic hazard mapping prior t86L9AIthough SEISRISK 111

is not used by USGS for producing seismic hazard maps sin@é; i0is still being used,
mostly with some modi cations by individual erts, for producing seismic hazard maps
around the world and for teaching purposes. SEISRISK llinlyaiomputes the ground mo-
tion exceedance probabilities, and it requires that albiéta including information regarding
seismic sources and tables for attenuation relations asedad as inputs prepared by many

other programs. Hence, it cannot be considered as a congikiesolution.

USGS further provides the software [1] used for producirgy 2008 Update of the United
States National Seismic Hazard Maps [36]. Although the maxstnt developments in SHA
methodology are utilized in computations for producing mheps, the software involves re-

gion speci c attributes since it is developed for seismizdra mapping of the U.S. The soft-

22



ware uses dierent Fortran programs for dérent parts of SHA computations, and C codes

for some inpufoutput operations.

EZ-FRISK [12], developed by Risk Engineering Inc., is a vijdesed commercial product
for SHA. EZ-FRISK supports both probabilistic and deteristioc approaches, and it also
provides capabilities other than SHA, namely spectral atcand site response analysis. It
comes with a comprehensive database of attenuation redatmd a regional seismic source
database. Itis also possible to purchase additional seswarce databases for almost the en-
tire world. Furthermore, EZ-FRISK also allows user-de regismic sources and attenuation

relations through its graphical user interface (GUI).

FRISK88M [17], which is another commercial product by Rishgiheering Inc., provides
advanced PSHA capabilities. It uses multiple weighted tigauameters designated to repre-
sent both randomness and uncertainty, and follows a logé&dpproach depending on those
weighted parameters through PSHA computations. Althougt8K88M lacks a GUI and
requires the seismic sources and the attenuation relai@rspeci ed in text input les, there

are a few tools developed for input pre-processing and okpst-processing.

OpenSHA [15] is a project, conducted jointly by Southernii@Getia Earthquake Center
(SCEC) and USGS, for developing a framework for SHA. The gb#the project is described
as to build a "community modeling environment” for suppogtinterdisciplinary research in
SHA. Several standalone applications are already implézdenithin the project. However,
the main purpose of OpenSHA is to build a framework for SHAevehany SHA model can
be plugged in and used in the analyses. In order to achieverthilular structure, an object-
oriented approach is employed. The applications and timecinsork are implemented in Java
programming language not only since Java is an objectiadelanguage, but also to provide
platform-independence and to enable GUI and web-basedsicEeirthermore, SHA codes
written in other programming languages may also be used anmef implementing wrap-
pers. Although the source code has not been released y&t;rasne implies, OpenSHA will

be open source.

The major de ciency of the solutions mentioned above is tlrening time of the analysis
computations. In case of large-scale analysis studies enulie analysis involves complex
models that require intensive numerical calculations, Stefputations may require a few

days to be completed on a single processor. Recent verdi@sBRISK uses multiple pro-
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cessor cores to overcome this issue, and it is claimed tagea\d to 60 percent decrease in
execution time. However, multi-core processing does notcgufor many SHA studies. For
example, analyses that involve logic tree computations regyire intolerably long running
times even when executed on a quad-core processor. Tharefmmsidering the computa-
tional power required, the use of grid computing is vitaldotual SHA computations. Open-
SHA project includes an application, developed by Field.efl&], utilizing grid computing
for hazard map calculations. However, the details reggrbdow SHA computations are dis-
tributed among available grid resources are not clearla@x@d and also the utilized grid is

a relatively small one.
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CHAPTER 5

A GRID-BASED APPROACH TO SHA

The main goal of our application is to perform SHA computasiby utilizing grid computing
resources. While providing alternative SHA models, it adsables the use of new models
for assessing seismic hazards. In this chapter, the redésonsing grid computing will be

explained rst, and then the structure of the applicatiofl g described.

5.1 Use of Grid Computing

Depending on the complexity of the analysis models invglibd size of the analysis site,
or the number of neighboring seismic sources; SHA calaratimay require a great amount
of processing power. The main idea behind our applicatioto istilize grid resources in
order to provide that necessary processing power for SHApotations. This use of grid
resources not only helps reduce the time required for aisadyisdies but also provides more
precise results since discrete numerical calculationsbegperformed with ner granularity.
Furthermore, this grid-based approach not only shortemsrtie required for evaluating SHA
studies that incorporate logic tree methodology but alsdks the use of a greater number of
branches in such studies; and hence it helps to quantify aidate uncertainties associated

with seismic hazards more precisely.

Another intent of our application is to bene t from the stgearesources provided by grid
infrastructure. Grid storage resources are used for gtdhia input data required for SHA
calculations, such as information regarding seismic ssuand site conditions. Depending on
the analysis models used, the number of seismic sourcdalaeaior the variety of available

site-related attributes; this input data may demand a greatnt of storage. This grid-based
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storage approach also allows future SHA models to use arg/ afplata as input by only

inserting the related information into this already avaiadata repository.

5.2 Application Description

Our application consists of four main components as degpiictd-igure 5.1. The ENGINE
constitutes the core of our application, since utilizatadrgrid resources for performing all
SHA calculations is realized by this component. The DATA poment is responsible for
providing input data stored in grid storage resources wiegneasted by the ENGINE. The
data and the functions related to SHA models, i.e. distaistakiition models and ground
motion attenuation models, are provided by the MODEL conepbn The GUI component

eases the usage of the application by means of a web-baseddat

GUI

ENGINE

DATA MODEL

Figure 5.1: Components of the application

In the rest of this chapter, the details of these componarddtee interactions among them

are described.

26



5.2.1 The DATA Component

The major task of the DATA component is to supply the requirgalit data for the analysis
models. The structure of the component is shown in Figure Bl data provided by the
DATA component can be examined in two main categories aaugtd the method of access.
The rst category of data is accessed using an applicatiovice already deployed on the
grid infrastructure. On the other hand, the second datgostés accessed directly from grid

storage elements.

DATA

seismic source and site

earthquake catalog condition data access

data access |

[ R*-tree index structure

A

SDS
Application
Service

Grid Storage

Figure 5.2: Structure of DATA component

The rst data category involves earthquake information.d&scribed in Chapter 2, informa-
tion about the previous earthquakes is necessary for digiegnthe maximum earthquake
magnitudes and characterizing the distributions of eadkg magnitudes. Therefore, SHA
calculations require access to a catalog of historicahgaeke data. In the scope of our ap-
plication, this access is provided through Seismic Datae3ekpplication Service (SDSAS)
[35]. The purpose of SDSAS is to serve seismic data provigedaltional seismology insti-
tutions of the countries in the South Eastern European ($&f0)n. In addition to historical
earthquake catalog data, station information and seismaieform data are also available
through the high-level interface, which is based antGterators, provided by the application
service. As this high-level iterator interface providestom querying capabilities; instead of

gathering all earthquakes, the DATA component is able tigerat only the information for
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earthquakes that are relevant to the current SHA study. @legant earthquakes are deter-
mined based on their locations and magnitudes. Firstlyeantgquakes that are outside a rect-
angular region covering the site and selected seismic es@@ eliminated. Secondly; since
only the earthquakes with magnitudes greater than a pkntiminimum earthquake magni-
tude are considered in the analyses, the earthquakes with sragnitudes are eliminated.
Furthermore; since the earthquake catalog involves variaagnitude scales, the magnitudes
of retrieved earthquakes are converted to moment magnitideh is the mostly used mag-
nitude scale in SHA models, using the following empiricdatiens derived by Yenier et al.
[53]:

My = 0:57IMg + 21484 3.0 Mg<55
My = 0:817"Ms+ 1:176, 55 Mg 77
My = 0:953M + 0:422 39 M_ 638
My = 0:764Mg + 1:379 37 My 60

My = 1:104m, + 0:194 35 m, 63

whereMy, is moment magnitudeyls is surface wave magnitud®]_ is local magnitudeMy

is duration magnitude, and, is body wave magnitude.

The second data category involves all input data exceptaaake information. This infor-
mation includes data related to seismic sources and sitditmrs. The DATA component
maintains this data as a repository on grid storage eleramisprovides access to that repos-
itory as requested by the ENGINE. Since the repository ieslspatial data, it requires a
spatial index structure for ecient access. For indexing the seismic data repository riapu
plication, R*-tree spatial index structure [4] is choselneTR*-tree is a variant of the R-tree
spatial index structure [27], which can be considered as ld-dimensional generalization
of the B'-tree structure. The R-tree structure organizes the $pdtjacts by splitting the
space into overlapping minimum bounding rectangles (MBR) e€nclose the objects. While
splitting the space, R-tree tries to optimize the areas oRg|Bvhereas the R*-tree structure
additionally uses other optimization criteria on overlapsl margins in order to improve per-
formance of both point and rectangle queries. The DATA comepd maintains an R*-tree
structure for the seismic data repository of our applicabiy means of adapting SalL spatial
index library [28], which provides an ecient R*-tree implementation, for being used on grid

storage elements.
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Currently, 39 seismic source zones supplied by Demiraiaglal. [11] are inserted into the
seismic data repository. In addition to the coordinateefgolygonal regions representing
the supplied area sources, seismic source informatiorepr@s the repository also includes
fault length and fault type information for the sources esponding to actual fault lines
or segments. The fault lengths are assigned by summing ufenigéhs, computed using
provided coordinates, of fault lines and segments insideséfismic source zones. The types
of corresponding faults are determined by manually inspgcind matching the provided
fault lines with the ones compiled by Kayabal and Ak n [3&hd using the types of the

faults they provide.

One site condition attribute commonly required by modeksduisi SHA calculations is the
average shear-velocity from the surface to 30 meters dapfi?, USGS manages a global
V530 map server [21] that providegs3® values for the whole world based on a method,
proposed by Wald and Allen [51], correlating topographiaps! with shear velocity. The
map server provides prede ned maps together with accompgmumerical data, and also
allows custom maps to be constructed. Combining the preztémaps provided fdstanbul,
Turkey, and Southern Europ‘a!'s30 values for 18,729,288 derent locations are inserted into

the seismic data repository for being accessed as requir&HiB models.

Some models used in SHA calculations require soil pro lerabteristics of the site, in-

stead of using average shear velocity values. For such Kimbdels; the mapping between
soil pro le and shear velocity, de ned by National Earthdg@aHazards Reduction Program
(NEHRP) [7], shown in Table 5.1 is used to determine the typsod pro le on the site

region.

Table 5.1: NEHRP site classi cation

Site Class Soil Pro le Vs Condition
A Hard rock Vs30 > 1500 nis
B Rock 760 ms< V530 1500 mis
C Very dense soil and soft rock 360 ms< V530 760 mis
D St soil 180ms Vs30 360 nis
E Soil Vs30 < 180 nis

29



5.2.2 The MODEL Component

As explained in Chapter 2, SHA involves various alternativelysis models for dierent
parts of the calculations. The MODEL component maintairch @lternative models. Imple-
mentations of magnitude distribution models and groundangtrediction models reside in

this component as depicted in Figure 5.3.

MODEL

magnitude ground motion
distribution prediction
models models

Figure 5.3: Structure of MODEL component

All magnitude distribution models described in Subsecfidh3, namely Gutenberg-Richter,
bounded Gutenberg-Richter, and characteristic eartlegoaddels, are already implemented.
In addition to the ground motion attenuation relation by r@&iret al. [10] formulated in

Equation 2.4, two other attenuation relationships progdseCampbell [9] and Sadigh et al.

[38] are also present as ground motion prediction models.

Furthermore, the MODEL component also allows adding newnitagde distribution and
ground motion prediction models. The component providesratt base classes that serve as
interfaces for new models. To add a new magnitude distabutiodel a function representing
the PDF of the distribution and two initialization funct®must be implemented. One of the
initialization function is for setting constant valueslunted in the model that depend on study
parameters that are invariant with respect to the site amates, and the second initialization
function is for setting the parameters of the model that dépm the site and source related
attributes. The implementation of new ground motion priéaiicmodels involve de ning two
functions describing the model, namely the predicted mearstéandard deviation functions

corresponding to the random variable representing thengroootion intensity as described
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in Section 2.1, together with again two initialization ftieo similar to the ones in the case

of magnitude distribution models.

5.2.3 The GUI Component

The GUI of our application is a web-based interface thatraais with the users. It is devel-
oped as a portlet for the P-GRADE Grid Portal [30], which pdes a web-based environment
for managing grid jobs on various grid platforms. The paortleveloped for our application

provides a graphical interface, seen in Figure 5.4, foirgpthe parameters involved in SHA

studies.
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Figure 5.4: Parameter settings via web-based GUI

Setting the parameters for the study involves selectingdhtangular site region, choosing
among available magnitude distribution and ground motimdigtion models, and setting
other study-speci ¢ parameters. The site region can be @ either by means of manually
entering the coordinates of its two opposite corners or lgctag the rectangle using the
embedded Google-powered map [24]. The selection amontablaground motion predic-

tion and magnitude distribution models, setting sloeirce distance bounevhich determines

the sources to be considered in the calculations, and dg tiie number of subparts that the
site region will be divided into can be performed via the ¢iiagl interface. Furthermore, the

GUI also allows setting more advanced analysis parametgeh, as the minimum earthquake
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magnitude to be considered in the calculations, via a tex provided irdetailed parameters

page.

The GUI component organizes analysis studies of the usdlgiform of projects each of
which may contain one or mogparameter setsThis organization allows the user to manage
analysis studies in a systematic way. For instance, tleets of di erent parameters and
models for a particular site may be investigated by creafingrent parameter sets for that
particular site of interest in the scope of a single proj&ctrithermore, since each parameter
set corresponds to single grid job that can be managed éhdilly, by means of the interface

seen in Figure 5.5, many analysis studies may be conductadtaneously.
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DEMO Refresh | Back | [ Createnew
Name Status output

MK_SampleSite _Edit | _Delete Done Submit | Cancel | _Prepare | View | Downioad | _Delete |

TR_10x10_Site Edit | Delete Done supmit | cancel | prepare | view | Downioad | Delete |

TR_SempleSite _Edit | Delete | Notsubmitted Submit | Cancel | _Prepare | View | Downioad | _Delete |

Message: Project Selected.

Figure 5.5: Management of derent parameter sets in a project

Moreover, the GUI also provides the chance to directly igadhe analysis results by means
of drawing resulting output graphs in the web browser. Thex nsay directly download the
results as an archive le, or decide whether or not to dowthlafier examining the output

graphs.

5.2.4 The ENGINE Component

The ENGINE is the backbone of our application. All of the cdéddions related to the analysis
are performed within the scope of this component. Furthegmdilization of grid computing
resources is also the responsibility of the ENGINE. The garstructure of the component is

depicted in Figure 5.6.

The pre-processing modulprepares the necessary setup for grid job submission. rEthe
prede ned number of grid jobs are prepared for the analysidys or the parameters supplied

by the user via the GUI and current availability of grid cortipg resources are examined in
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ENGINE
ra—
arameters pre- : II post- tout
> processing computing processing output gy,

module

module

input data

Figure 5.6: Structure of ENGINE component

order to determine the number of grid jobs that will be subsdifor the analysis. When the
site region is divided into sub-regions according to theapsaters, each grid job handles the

calculations for equal (or nearly equal) number of thoserggjons.

The implementations of core SHA calculations reside indbwaputing moduleThis part of

the ENGINE can be thought as representing the executablacaothpanying les transferred
to computing elements (CE) on the grid. Hence, this moduleles multiple instances as
depicted in Figure 5.6. The following operations are penfed on the CEs by the computing

module:

1. The information supplied by pre-processing module, éftnm of a parameter le and
command line arguments, is processed in order to determ@artalysis parameters,

and what types of outputs will be generated for which parhefdite region.

2. The necessary input data is obtained through the DATA oomapt. This input data in-
cludes the seismic sources near the site region, corresgpadrthquake information,

and information regarding the site conditions.

3. The information regarding the selected ground motiodipt®n and magnitude distri-

bution models are obtained through the MODEL component.

4. Preliminary calculations are performed for characiegizhe chosen seismic sources

using the earthquake catalog data obtained. As describ€tapter 2, these calcula-
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tions involve determining earthquake recurrence constaramelya andb values, the
maximum magnitude, and rate of earthquakes with magnitgcester than the mini-

mum value.

5. Finally; core SHA calculations are performed using ththgaed input data and the
selected models, and the resulting data for requested toyipes are stored in binary

format for being processed by post-processing module.

As already mentioned, the site region is divided into sufemes in the scope of our ap-
plication. Similarly; while performing SHA calculationfé seismic sources are also split
into smaller equal-sized cells, as illustrated in Figuig &hich are then considered as point

sources.

Source 1

\X

Source 2

) ~
e

Site Region

Figure 5.7: Gridded view of the site and seismic sources

This gridded seismic source approach eliminates the catipnél burden of deriving the
source-to-site distance distributions for arbitrarilasld seismic sources and allows the use
of the simple source-to-site distance PDF, formulated indfgn 2.5, for point sources. Fur-

thermore, the use of this PDF for point sources enables thelation of total exceeding rates
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by the following simpler formula, eliminating the doubldegral involved in Equation 2.13.

Ngurces Pmax

(Y>y)= (Mi > Myin) — P(Y >yjmR) fi, (M) dm (5.1)

=1 Mimin

It should be noted here that the above formulation is valigt aten all the sources involved
in the analysis are point sources. In the scope of our apigliicathe sources in the above
equation correspond to the cells which the actual seismices are divided into. Moreover;
the rates of observing earthquakes with magnitudes gréfaderthe minimum earthquake
magnitude, i.e. (M; > mpyin), for these cell-type point sources directly relate to thtes
for their corresponding sources. Considering the randssioé earthquake occurrences, a
uniform distribution of these rates throughout the soumeezis assumed; and the relation

between them is formulated as follows:

(Mi > Min) = Nl (M > myin);

cells

where (M > mmi) is the rate of earthquakes with magnitudes greater thag for the

corresponding seismic source, adgs is the number of cells that the source is divided into.

Our application is capable of producing the following tyjeésutput for PSHA:

Annual rate of exceedanc@&he calculated values indicate how frequently events with
ground motion intensities exceeding a given level occuryger in the site of interest.
Annual exceeding rates are calculated using Equation bdi ferent levels of ground
motion intensities. Since the equation calculates theeslamce values for a single lo-
cation, the rates calculated for sub-regions should be owdbn order to determine
the annual rates of exceedance for the whole site regioninfganiformness assump-
tion, similar to the one mentioned above for seismic souc@corporated; and the

total rate of exceedance for the site region is calculat@wyube following formula:

Wells

(Y>y) = N (Yi>y), (5.2)

cells —4

where (Y; > y) is the annual rate of exceeding intensity leydbr theit" sub-region,

andNcgs is the total number of sub-regions that the site is split.into

Probability over yearsThis output type describes the probabilities of obsendagh-

quake events which are expected to produce ground motiagtisintensities exceeding
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a certain level, at the site region over the forthcoming ye@alculation of such proba-
bilities require information about the inter-event timésarthquakes, and these times
are most commonly modeled using Poisson distribution [3n¢¢, the probability of
observing at least one event within a speci ¢ time periodalkglated by the following
formula:

P(at least one event witkf > yin timet) =1 e (Yt (5.3)

Our application calculates the probabilities overeatient year periods for a particular
ground motion intensity level by utilizing the above forraulThese probability values

are calculated using the exceedance rate for the wholeegjier.

Magnitude deaggregatiorhis type of output is used for investigating the probaieii
of earthquake scenarios with dirent magnitudes, given the probable occurrence of a
ground motion with intensity exceeding a certain level. &gR] presents the following
formula for magnitude deaggregation in terms of rates:
Y>y; M=m),

Y>y)

where (Y >y; M = m) represents the rate of occurrences for earthquake ewveitits,

PM=mjY>y)=

magnitudem, causing ground motions withf > y; and it is calculated, by a simple
modi cation to Equation 5.1, as follows:

Ngurces
(Y>y;, M=m)= (Mj > miin) P(Y >y jm; R) P(M; = m): (5.4)
i=1

For a given speci ¢ ground motion intensity level, our applion calculates the deag-

gregation values for dierent magnitudes.

Probability map In order to help a better visualization of seismic hazarthatsite re-
gion, our application produces a probability map. This nsagoinstructed for a speci ¢
ground motion level using the probabilities calculatedipalarly for each sub-region

of the site.

For DSHA studies, our application calculates the groundandhtensity value for the worst-

case earthquake scenario at the site region as describelaajptel 2. For each sub-region

in the site of interest, the closest distances to every walesource are determined; and then

using those distances and maximum earthquake magnitudescsip each source, the cho-

sen attenuation relation is evaluated. Among the caladilgteund motion intensity values,
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the maximum one is determined for each sub-region in the aitd nally among the sub-
regions the one with the maximum intensity value calculé&edported. Furthermore, annual
rate of exceedance and probability values are also provimetthat deterministically calcu-

lated ground motion intensity value.

As the computing module nishes the calculations, binarypati produced are transfered
back from the grid CEs. Afterwards, tlpost-processing moduleombines all the outputs
generated by the submitted grid jobs, and produces thel&@k® results. For combining
the outputs related to probability map, only concatenatibproduced values into a single
le is adequate. Whereas, for other types of outputs, somglsi calculations are necessary.
For instance; to produce the actual annual rate of exceedasalts, the produced values are

summed up considering the number of sub-regions handleddiygrid job.

Furthermore; for helping easier visual investigation efdmalysis results, the post-processing
module also prepares three graphs for annual rate of exoeedarobability over years, and
magnitude deaggregation outputs. The task of drawing thieghility map mentioned above

is also handled by this module.
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CHAPTER 6

IMPLEMENTATION AND TESTING

In this chapter; rst, the details regarding the implemd¢iota are given, and then the tests

performed are described.

6.1 Implementation Details

Our application is developed mainly using+€ programming language. The DATA and
MODEL components are implemented completely usirg-@odes. Moreover; in the EN-
GINE component, the whole computing module and the outpuotbdoing part of the post-
processing module are also implemented usirg (Other parts of the ENGINE component
are implemented as numerous shell scripts. Java progragariguage and JavaServer Pages
(JSP) [29] technology are used for implementing the GUlgssiit is developed as a portlet
for the P-GRADE Grid Portal as already mentioned.

6.1.1 Implementation of the DATA component

As described in Subsection 5.2.1; the DATA component use<# iterators provided by
SDSAS for accessing earthquake catalog data, and the R%pra&tial index structure imple-
mentation provided by SalL for storing and accessing seisaurce and site information.
By default, SalL allows memory- and disk-based usage foRf#ree indexes. However, it
also provides an interface, namé§torageManagerfor implementing user-de ned storage
management for both index and data entries. In order to ablapgR*-tree implementation
provided by SalL for being used in the Grid infrastructureneav storage manager, which

is able to access the les stored on the Grid storage elem(&t3, is implemented. The
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implemented storage manager uses the Grid File AccessriLiferAL) [18] functions for

performing le operations on the SEs.

6.1.2 Implementation of the MODEL component

The MODEL component, as explained in Subsection 5.2.2 igesvinterfaces for magnitude
distribution and ground motion attenuation models. Algtz+-+ base classes with virtual
member functions are used for the purpose of de ning thesgfaces. Furthermore, imple-
mentations for alternative models also reside in this campbin the form of G+ classes

which inherit from the provided abstract classes.

6.1.3 Implementation of the GUI component

As already mentioned, the implementation of the GUI compbiolves the usage of Java
programming language and JSP technology. In particuld?, td8hnology is used for con-
structing the visual parts shown on the tabbed interfacé@P-GRADE Portal. For exam-
ple, direct visualization of analysis results in terms adgrs is provided using JSP codes.
Java codes, on the other hand, provide the required backsantionality. For instance, Java
class methods are used for managing a particular directegydtructure that provides the

project-based organization described in Subsection fo2 &nalysis studies.

6.1.4 Implementation of the ENGINE component

In the ENGINE component, the whole computing module and aqgfahe post-processing
module are implemented using-€ programming language, as previously stated. Other parts
of this component are implemented as shell scripts writbertfie GNU Bourne Again Shell

(BASH) [48].

The pre-processing module includes scripts for Grid job agement. These scripts han-
dle job related operations by means of invoking the relecamimands provided by gLite

Workload Management System (WMS) [20].

The computing module uses GNU Scienti ¢ Library (GSL) [25} fperforming numerical

calculations. The integration operation in the calculatid total rate of exceedance (Equa-
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tion 5.1), the evaluation of standard normal cumulativérithistion function in the calculation
of ground motion intensity exceeding probability (Equatid10), and the least squares esti-
mation of earthquake recurrence for seismic sources (eskcin Section 2.1) are performed

using relevant functions provided by GSL.

Since analysis calculations involve the distances betveg#enand source points, the calcu-
lation of the distance between two points is necessary. Hispurpose; rst, the following
formula (historically known as thbaversine formulpis used for determining the angular

di erence between them [45]:
+1

S , !
b = 2arcsir~i> Sin? — *cos 1c0s 5 sin? - E

where b is the spherical angular dérence between the two pointg, and , represent the

latitudes of the two points, and and are the angular dierences between their latitudes
and longitudes respectively. Afterwards, the distancealsutated ag b, wherer is the

average radius of the earth, which is taken as 6371.01 kiknsie

Furthermore, in order to characterize the properties afnsiei sources the relevant earth-
guakes should be determined. This process requires taslinther an earthquake location
is inside or outside the polygonal region representing snsiei source. For this purpose, a

simple inside-outside test for polygons which involves dde-even rule is implemented.

As mentioned in Subsection 5.2.4, the post-processing faqaepares three output graphs
and a probability map. Similar to the case for the pre-prsiogsmodule, shell scripts are
used for automating these tasks. Gnuplot [22] graphiniyuisl used for plotting the resulting

graphs. An example annual rate of exceedance graph cantedegure 6.1.

For the case of the probability map, The Generic Mapping S¢BIMT) [47] collection is
used. Contouring togbscontourincluded in GMT is used for producing contours of the
probability values obtained throughout the site regioningdsGMT, the probability map is
produced both as an image le and as a KMZ archive that can bbduexamined using

Google Earth [23]. In Figure 6.2 an example probability map be seen.
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Figure 6.1: An example annual rate of exceedance graph

Figure 6.2: An example probability map
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6.2 Testing Details

In the following part, after explaining the details regaiglivalidation of the developed appli-
cation, the performance and scalability of the applicatimmexamined. Finally, a comparison

of the application with the other SHA software packages ésented.

6.2.1 Validation

For the purpose of validating the calculations performecdbby application, a veri cation
study for PSHA software [50] is chosen as the reference. Tty £valuates the calculations
performed by many dierent software packages, including EZ-FRISK, FRISK88Me®p
SHA, and the Fortran programs from USGS mentioned in Chaptd&wo sets of test cases
are used for the numerical veri cation of the software. Thet set is designed for testing
the basic characteristics of the programs, such as thegyrased for modeling fault planes
and area sources, the usage of recurrence models, andageatiin of the standard devia-
tion in attenuation relationship calculations. The sectst case set is used for testing more
advanced concepts, such as multiple seismic sources, r@gadjgn, and logic tree based

calculation.

From the rst test set, a single test case (case 10) is seléatenumerical evaluation of our
application. This choice is made based on the fact that #de ¢s the only one which tests
area source related calculations in the rst set. Althouu decond test set includes a case
which also involves area sources, the cases in that secodrs®ot be used for veri cation

since their solutions are not provided.

The selected test case includes a circular area source angife locations as depicted in
Figure 6.3. The coordinates for the source and the sitesrakédpd, and it is also given
that the area source has a xed depth of 5 kilometers. For dlecs, the b-value is given
as 0.9, and the value 0.0395 is provided as the annual ratbseinang earthquakes with
magnitudes greater than 5. Furthermore, a grid spacing idérhé&ter is given for the source.
The truncated exponential model (the bounded Gutenbearigt€timodel in our terminology),
with boundsmpmax = 6:5 andmmin = 5:0, is selected as the magnitude distribution model to
be used. The attenuation relation by Sadigh et al. [38] isehpbut its standard deviation is

taken as 0. The site locations are assumed to have rock-djga s le.
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Figure 6.3: The area source and site locations for the test ealapted from [50]

After xing the provided study parameters, and modifying tstandard deviation function of
the selected attenuation relationship; the given cooteintor the source and site locations
are supplied as inputs to our application. Here, it shoulddied that a grid spacing of 0.009
degrees, which approximates the grid spacing of 1 kilonmfetelocations nearby the given
source, is used since our application divides the seismicces into cells using a degree-
based approach. Once the testing environment is set, thelaprobabilities of exceeding
di erent PGA levels are calculated for each site. The resuwtgravided in Table 6.1 together

with the mean values for the software tested in the originalys

In Table 6.1, the relative errors between the mean and eadliprobabilities are also pro-
vided. As observed from the table, our calculations devia® the mean values by at most
2.91 percent, and the average 0.93 percent deviation dératmssthe validity of our imple-

mentation.
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Table 6.1: The results of validation tests

Site 1 Site 2
PGA(g)| Mean | Calculated| Error Mean | Calculated| Error
0.001 | 3.87E-02| 3.87E-02 | 0% | 3.87E-02| 3.87E-02 | 0%
0.01 | 2.19E-02| 2.18E-02 | 0.46% | 1.82E-02| 1.81E-02 | 0.55%
0.05 | 2.97E-03| 2.96E-03 | 0.34% | 2.96E-03| 2.94E-03 | 0.68%
0.1 9.22E-04| 9.18E-04 | 0.43% | 9.21E-04| 9.12E-04 | 0.98%
0.15 | 3.59E-04| 3.59E-04 | 0% | 3.59E-04| 3.57E-04 | 0.56%
0.2 1.31E-04| 1.32E-04 | 0.76% | 1.31E-04| 1.31E-04 0%
0.25 4.76E-05| 4.71E-05 | 1.05% | 4.76E-05| 4.68E-05 | 1.68%
0.3 1.72E-05| 1.68E-05 | 2.33% | 1.72E-05| 1.67E-05| 2.91%
0.35 | 5.38E-06| 5.35E-06 | 0.56% | 5.37E-06| 5.33E-06 | 0.74%
0.4 1.18E-06| 1.20E-06 | 1.69% | 1.18E-06| 1.20E-06 | 1.69%
Site 3 Site 4
PGA(g)| Mean | Calculated| Error Mean | Calculated| Error
0.001 | 3.87E-02| 3.87E-02 | 0% | 3.82E-02| 3.83E-02 | 0.26%
0.01 | 9.29E-03| 9.32E-03 | 0.32% | 5.31E-03| 5.33E-03 | 0.38%
0.05 | 1.37E-03| 1.39E-03 | 1.46% | 1.24E-04| 1.25E-04 | 0.81%
0.1 4.37E-04| 4.41E-04 | 0.92% | 1.67E-06| 1.63E-06 | 2.4%
0.15 1.74E-04| 1.76E-04 | 1.15%
0.2 6.42E-05| 6.47E-05 | 0.78%
0.25 2.31E-05| 2.27E-05 | 1.73%
0.3 8.32E-06| 8.45E-06 | 1.56%
0.35 | 2.65E-06| 2.66E-06 | 0.38%
0.4 5.96E-07| 5.84E-07 | 2.01%
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6.2.2 Performance and Scalability

As described in Subsection 5.2.4, all the produced SHA dsiipuolve the rates of exceeding
particular intensity levels. Furthermore, as can be oleskfiom Equation 5.1, calculation of
these rates mainly requires the numerical integration efréiated functions provided by
the selected ground motion prediction and magnitude Higidn models for the analysis
study. Hence, the complexity of the used models directlgcss the running time of SHA

computations. For demonstrating theeets of using dierent models, the calculation times
are measured for a sample analysis study. The study invalkelatively small soil site, which

is divided into 100 sub-regions, and the seismic sourcdsmé 250 kilometers radius of the

site region. The results are summarized in Table 6.2.

Table 6.2: The calculation times for a sample SHA study udingrent models

Magnitude Model Attenuation Model| Calculation Time (S)
Bounded Gutenberg-Richter  Cornell et al. 329
Bounded Gutenberg-Richter Campbell 600
Bounded Gutenberg-Richter  Sadigh et al. 1692

Gutenberg-Richter Cornell et al. 244

Gutenberg-Richter Campbell 588

Gutenberg-Richter Sadigh et al. 1453

Characteristic Cornell et al. 4324
Characteristic Campbell 3131
Characteristic Sadigh et al. 3491

As can be observed from Table 6.2, the selected models lgiieatence the running times.

The Gutenberg-Richter model requires less time for calicula compared to its bounded
version. The characteristic model causes longer calouldtmes, since it involves more
complex calculations than the other magnitude distriloutimodels. For the case of ground
motion attenuation models, the simple model proposed byéloet al. is the fastest one,
except when used together with the characteristic modes. Beéhavior is due to the numerical
integration involved in the calculations. The attenuatioodels proposed by Campbell and
Sadigh et al. together with the characteristic magnitudeehoonstitute functions that can

be integrated in fewer iterations compared to the atteonatiodel by Cornell et al.

Equations 5.1 and 5.2 further indicate that the numerid¢abiration is performed for all pairs

of source and site cells while calculating the rates. Hebhoth) the number of cells that the
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site region is divided into and the number of cell-type psimtirces that represent the seismic
sources aect the time required for computations directly. The follegvformulation can be
used to describe the running time requirement for calagatie rate of exceeding a speci ¢
ground motion intensity level; 4, in terms of the time required for numerical integration,
tintegration-

trate = Nsitecells Nsourcecells tintegration; (6-1)

where Nsite cells iS the number of sub-regions that the site is split into Bigglrcecells IS the

total number of cell-type point sources that the seismiccemiare divided into.

Furthermore, the running time of the calculations depemndthe types of the outputs that
will be produced. For instance, the annual rate of exceedauntput involves the calculation
of exceeding rates for derent intensity levels. On the other hand, each of the otber o
put types requires the rate to be calculated only once foeai spground motion intensity
value. Hence, the total running time required for calcolagit.aiculation, can be formulated as
follows, by using the formula for the rate calculations ereed in Equation 6.1:

tcalculation = I\llM_IeveIs trate

(6.2)
= Nim_evels Nsitecells Nsourcecells tintegration;

whereNjm _jevels iS the number of dierent intensity levels involved in the requested outputs.
By default, our application calculates the annual rate eeerlance values for 100 @irent
intensity levels and one exceeding rate for each of the athigrut types. Hence, the default
value ofNjv _jevelsis 104. Here, it should be noted that the output types otfar the annual
rate of exceedance also involve drent types of calculations. However, the time required
for those calculations is negligible since it is dominateudtie time required for numerical
integration. For instance, the magnitude deaggregatigpubilype requires evaluating the
involved SHA models as seen in Equation 5.4. However, siheenumerical integration
involves many such evaluations, the time required for thesduations can be neglected.
Similarly, the probability over years output type and thelability mapping process require
the calculation of probabilities which involves exponatitin, as seen in Equation 5.3. How-
ever, the time required for exponentiation can also be oeglein the presence of numerical

integration.

Apart from the running time of the calculations, the totedlgsis time further depends on the

time required for obtaining the input data. The time reqlit@ complete this data gathering
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process mainly depends on the size of the site region. Adzbetthe site region increases,
more time is required to obtain the site related data fron@the SEs since the size of the data
also increases. In addition, the number of seismic souregkgh are selected as described
in Subsection 2.2.1, a&cts the time required for obtaining input data. As the nundfe

selected seismic sources increases, the size of sourtedrekta, i.e. source information and

earthquake catalog data, also increases and more timalisa@dor obtaining the data.

Since the necessary calculations are shared equally (asakgually) among the Grid jobs
constructed for the analysis, as described in Subsectihd,%ur application is expected to
scale out optimally in terms of calculation time. Howevdre aforementioned input data
gathering process is repeated in each Grid job. Thus, thectegb total running time of an

analysis on the Gridexpected Can be formulated as follows:

1:expected: tdata * tcalculation; (6-3)

jobs

wheretgata represents the time required to gather the input défas is the number of Grid
jobs constructed for the analysis, agluiation represents the time required to complete the

calculations on a single processor.

For testing the scalability of our application, a sample Stiddy is executed using dérent
numbers of Grid jobs. This study involves a relatively lasite region, which is split into
2,500 sub-regions, and the seismic sources within a 30énkilers radius of the site. Using
the bounded Gutenberg-Richter magnitude model and theuatien model of Cornell et al.,
the analysis calculations are performed by constructirgy 4, 5, 10, 20, 25, and 50 Grid jobs.
The obtained time measurements are illustrated as a grapiguine 6.4. This graph shows
the times spent both for the calculations and for obtainimginput data. Here, it should be
noted that the provided time values are the maximum onesnelok@among the Grid jobs for
a particular analysis instance. Furthermore, the totalingntimes, i.e. the longest total times

observed among the corresponding Grid jobs, are also mdvidFigure 6.4.

The measurements depicted in Figure 6.4 indicate that qulicagion scales out almost op-
timally in terms of calculation times for the cases with 254and 10 Grid jobs. For larger
numbers of Grid jobs, although shorter calculation timesaserved, the measured values
di er from the expected calculation times. This behavior caexmained by the hetero-

geneity of the Grid infrastructure. Since the hardware gumations of the WNs vary among
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Figure 6.4: Time measurements for drent numbers of Grid jobs

di erent Grid sites, the times required to perform the sameiledions may also vary among
them. As the number of Grid jobs constructed for an analyadysincreases, the chance that
the jobs are executed on dirent Grid sites also increases, probably causing longeimg

times.

Another observation that can be made from Figure 6.4 is attutata gathering times.
Although all the measurements involve the same site regightlae same seismic sources,
the time spent for obtaining the input data varies amongeint Grid job con gurations.
The reason behind this variation can be explained by thesldaé to the simultaneous data
access requests on the Grid SEs and SDSAS. Since the dalculates will dominate the
data gathering times, especially in large-scale analybhessituation does not interfere with

the scalability of our application.

Finally, using the calculation time measurement of thelskjgp case in Figure 6.4, the for-
mula for total calculation time derived in Equation 6.2 canveri ed. For this purpose,
the time requirement of numerical integration should bewheined rst. Since the bounded
Gutenberg-Richter magnitude model and the attenuatiorehiydCornell et al. are used in
the analysis, the related time measurement in Table 6.2 earséd for obtaining that nec-

essary time value. Since a total of 1,688 source cells andsit@Qells are constructed in
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the analysis study for comparing theeets of using dierent models, the time required for
numerical integration can be determined as 0.00001874dndsc On the other hand, the
SHA study for testing the scalability of our application ahwes 2,500 site cells, as already
mentioned, and a total of 5,145 source cells. Hence, by usogation 6.2, the expected
calculation time on a single processor can be calculate® 8@ seconds conforming to the

obtained value of 25,762 seconds for the single-job case.

6.2.3 Discussion

In this part, the developed application is compared withother software packages described
in Chapter 4. This comparison is based on the aspects ofsisility and parallel execution

capability.

Regarding extensibility, our application and OpenSHA heerhost successful solutions. Both
software provide interfaces for implementing new SHA medgid allow those new models
to be plugged into the analyses. On the other hand, EZ-FRt8Wdes some extensibility by
allowing user-de ned attenuation relations. Howeverstlgature does not provide adequate
freedom in developing new models. Since FRISK88M and SEBBRII both require the
attenuation models to be supplied in some pre-de ned faspihey do not have the capability
to be extended. The hazard mapping software provided by U#&®Sioes not cer any ways

to be extended apart from modifying the source codes.

Although the excessive processing power requirement in $&léulations necessitates par-
allel execution, only EZ-FRISK, OpenSHA, and our applicatprovide this capability. Al-
though EZ-FRISK oers multi-core processing, a single machine is not adegquatsidering
the high amount of processing power required especiallfafge-scale analyses. OpenSHA
utilizes a small Grid of 100 workstations for performing hed mapping calculations. How-
ever, even such a Grid may not be adequate for performingllesilans in large-scale SHA
studies. On the other hand, our application utilizes bothcthmputing and storage resources
available in SEE-GRID infrastructure, described in Seto3, and constitutes a powerful

solution for parallel execution of SHA computations.
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CHAPTER 7

CONCLUSION

Due to the dynamic and uncertain nature of seismic hazaki&,sfudies require continuous
updating. However, the uncertain nature of earthquakaeelphenomena also causes the
models involved in SHA to become extremely complex in terfnhe calculations required.
This complexity leads to the fact that SHA calculations dedhhigh amounts of computa-

tional resources.

In this thesis, the power of grid computing is utilized foe thurpose of supplying SHA stud-
ies with the necessary computational resources. The @GedebSHA application developed
not only provides a powerful infrastructure for existing Ahkhodels but also oers a chance
to quickly evaluate and validate possible new models. Theldped application shortens
the time required to complete analysis calculations by medmllowing parallel execution.
Furthermore, our Grid-based application also provides atwaitilize the available grid re-

sources for e ciently accessing to SHA-related spatial data.

As the results of the tests performed indicate, the impléetkGrid-based application is able
to perform SHA calculations correctly and within accepgatilirations. Hence, the developed
application enables large-scale seismic analyses to bpleted in reasonable time, providing
the opportunity to update SHA results on a continuous basithough only a subset of
the available SHA models are currently implemented, thdiegifon provides the necessary
exibility for implementing and using any other model. Thiexibility further helps the
development of new and arbitrarily complex SHA models by mseaf providing a powerful
framework that can be used for testing and validating pwpdalkroughout the development

process.
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One possible extension to this work may be about utiliziregstorage resources available in
the Grid infrastructure. By utilizing virtually unlimitedrid storage resources, it is possible
to store the results of the analyses. Those stored residtsway be used not only for helping
facilitate the collaboration among dérent researchers but also for preventing repetition of

previously performed analysis studies.
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