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ABSTRACT 
 
 
THEORETICAL INVESTIGATION OF CONJUGATE CONDENSATION 

HEAT TRANSFER INSIDE VERTICAL TUBES 

 
Köse, Serhat 

Ph.D., Department of Mechanical Engineering 

Supervisor: Prof. Dr. A. Orhan Yeşin 

 

September 2010, 165 pages 

 

 
Based on the well-known theoretical studies related to the film 

condensation inside vertical tubes, a known temperature distribution is prescribed 

as boundary condition at the inner surface of the tube wall. But, in reality, there is 

a thermal interaction between the condensate fluid and conduction through the 

wall where the temperature variation along the inner surface of the tube wall is 

unknown and this unknown temperature profile should be determined by taking 

account of this interaction. In other words, the heat conduction equation for the 

tube wall and the energy equation for the condensate fluid flow should be coupled 

and solved simultaneously. Therefore, this type of problem is named “conjugate 

condensation heat transfer problem”. 

 

Subject to the conjugate condensation heat transfer problem in the 

industrial applications, there are two different fluid flows separated by a tube 

where the vapor flowing inside the tube condensates whereas the other one is 

heated and it flows externally in the counter current direction in the annular 

passages. 

  



 v 
 

 

Because of its fundamental and practical importance, in this doctoral 

thesis, the studies are focused on the analytical and numerical investigation of 

conjugate heat transfer due to the steam condensation inside vertical tubes which 

is cooled externally by a fluid flowing in the counter current direction. The 

unknown wall temperatures of the condenser tube, condensate liquid layer inside 

the tube and the turbulent coolant flow outside the tube are coupled. A computer 

code, named ZEC, containing condensation conjugate heat transfer model is 

developed in FORTRAN 90 Language. This code and the models it contains are 

assessed against the various experimental databases. 

 

The predictions of the code ZEC are found to reasonably agree with the 

experimental results over a wide range of conditions. Therefore, this developed 

code, ZEC, may be used for the preliminary design of in-tube condensers and for 

the performance evaluation of such condensers in operation.  
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ÖZ 
 
 

DÜŞEY TÜPLERDE EŞLENİK YOĞUŞMALI ISI AKTARIMININ 
KURAMSAL ANALİZİ 

 
Köse, Serhat 

Doktora, Makina Mühendisliği Bölümü 

Tez Yöneticisi: Prof. Dr. A. Orhan Yeşin 

 

Eylül 2010, 165 sayfa 

 

  

Düşey tüpler içerisinde film yoğuşması ile ilgili kuramsal çalışmalarda, 

sınır koşulu olarak tüp duvarının iç yüzeyinde bilinen bir sıcaklık dağılımı kabul 

edilir. Oysa, gerçekte, tüp duvarındaki ısı iletimi ile tüp içinde yoğuşan akışkan 

arasında ısıl bir etkileşim vardır ve tüp boyunca iç yüzey sıcaklık dağılımı 

önceden sınır koşulu olarak bilinmez. Bilinmeyen sıcaklık profili ise bu ısıl 

etkileşim göz önüne alınarak belirlenmelidir. Diğer bir deyişle, tüp duvarındaki ısı 

iletim eşitliği ile yoğuşan akışkanın enerji eşitliği birlikte düşünülerek bağlaşık 

hale getirilmelidir. Bu nedenle, bu problem “eşlenik yoğuşmalı ısı aktarımı” 

olarak adlandırılmıştır. 

 

Eşlenik yoğuşmalı ısı aktarımına bağlı olarak endüstriyel uygulamalarda, 

bir tüp ile birbirinden ayrılmış iki farklı akış vardır. Tüp içinden akan buhar 

yoğuşurken, tüp dışındaki akışkan ters yönde akarak ısınır. 

 

Temel uygulamalardaki ve pratikteki önemi nedeniyle, bu doktora 

çalışmasında, dış yüzey duvarından soğutulan düşey bir tüp içerisinden akan su 
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buharının yoğuşması eşlenik ısı aktarım problemi olarak ele alınmıştır. Yoğuşma 

tüpü üzerindeki bilinmeyen duvar sıcaklık değerleri, tüp içinde yoğuşan sıvı sınır 

tabakası ve tüp dışındaki akış bağlaşık olarak birleştirilmiştir. Eşlenikli yoğuşma 

ısı aktarım modelini içeren, ZEC isimli bir bilgisayar programı FORTRAN 90 

dilinde geliştirilmiştir. Bu program, çeşitli deneysel veri tabanları ile 

karşılaştırılarak, geliştirilen programın ve içerdiği modellerin bir değerlendirmesi 

de ayrıca yapılmıştır. 

  

ZEC programı ile geniş bir aralığı içeren deneysel sonuçların 

karşılaştırmaları yapıldığında, bu karşılaştırmalar neticesinde sonuçların  

tatminkar bir biçimde örtüştüğü görülmüştür.  Bu nedenle, geliştirilmiş olan ZEC 

programı, tüp içi yoğuşturucuların öncül tasarımlarında kullanılabileceği gibi 

halen çalışmakta olan  tüp içi yoğuşturucuların işlevlerini yerine getirme  

değerlendirmeleri için de kullanılması söz konusudur.  

 

 

 

Anahtar Kelimeler: 

 

Yoğuşma, Eşlenik ısı aktarımı,  Düşey tüp 
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CHAPTER 1 

1. INTRODUCTION 

Conjugate heat transfer is a term used to describe the heat transfer 

between two different media such as fluid-solid or fluid-fluid where the interface 

boundary conditions between them are unknown. Conjugate heat transfer occurs 

when heat transfer in one medium is coupled with the heat transfer in the other. In 

common industrial applications, the fluid-solid problems are encountered and the 

flow properties affect the heat transfer and surface temperature in the solid region. 

Therefore, the governing energy equations for solid and fluid regions are solved 

simultaneously. 

 

Typically, the unknown parameter is the interface temperature, which can 

be determined from some knowledge of the heat source. Ever since Perelman 

(1961) suggested the expression “conjugate heat transfer”, numerous studies have 

been devoted to this problem. The interest in the conjugate heat transfer problem 

stems not only from the fundamental nature of the problem, but also largely from 

the fact that the problem has a wide range of applications in the nuclear reactors, 

desalination units, cooling of electronic components etc. The conjugate heat 

transfer problems are encountered in many engineering applications mainly in the 

following two forms:  
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a. Heating/cooling of a fluid by a solid body   

 

This form refers to a heat transfer process involving an interaction of heat 

conduction within a solid body with either of the free, forced, and mixed 

convection from its surface to a fluid (or to its surface from a fluid) flowing past 

over it. Thus, a realistic analysis of conjugate heat transfer problems requires the 

coupling of the conduction problem in the solid with the convection problem in 

the fluid by satisfying the conditions of continuity in temperature and heat flux at 

the solid–fluid interface. There are many engineering applications wherein this 

analysis becomes essential. One of the most common examples is a heat 

exchanger in which the heat conduction in the tube wall is greatly influenced by 

the convection in the surrounding fluid. Another important example of conjugate 

heat transfer problem can be found in fins [Barletta (2007), Mobedi (2006)]. The 

conduction within the fin and convection in the fluid surrounding it must be 

simultaneously analyzed to obtain design information precisely.  

 

The conjugate heat transfer analysis finds yet another very important 

application in the fuel element of nuclear reactors. [Ramis (2007), Jahangeer 

(2007), Jilani(2002)].  Knowledge of the temperature distribution in the fuel 

element is needed in order to predict its performance, in particular the highest fuel 

element temperature and the rate of heat removal. This necessitates a detailed 

conjugate heat transfer analysis of the heat generating fuel element cooled by 

forced fluid flow. Conventional heat transfer analysis pertaining to applications of 

similar nature is based on the assumptions of a uniform surface temperature or 

uniform heat flux, both of which actually may vary over the solid surface. 

 

Another application of conjugate heat transfer analysis is encountered in 

the electronic components, in which it is essential to maintain the temperature 

within the prescribed limits. Therefore, there are numerous conjugate heat transfer 

studies in the literature, in order to calculate the surface temperatures and to 
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analyze how it is affected by heat flux variations of the solid surface, depending 

on different inlet fluid flow conditions [Mathews (2006), Bautista (2006), etc]. 

 

In most of the theoretical analyses related to the heating/cooling of a fluid 

by a solid body which can be found even in the heat transfer textbooks, the 

temperature distribution along the solid surface is obtained based on the average 

heat transfer coefficient. However, the accurate temperature distribution at the 

solid surface can only be calculated by using problem specific local heat transfer 

coefficients instead of the average heat transfer coefficients obtained from 

empirical correlations. From another point of view, the calculation of local heat 

transfer coefficients directly depends on the determination of both the local fluid 

temperatures and local solid surface temperatures. Therefore, the conjugate 

solution where the heat conduction equation for the solid body and the energy 

equation for the fluid flow are coupled should be considered to provide more 

realistic results for these types of problems [Mobedi (2006)].  

 

b. Two different fluid flows separated by a solid wall  

 

There are common engineering applications for the coupling of two 

different fluid flows separated by a solid wall where one of them is cooled/heated 

whereas the other one is heated/cooled. An example for this type of application is 

the double-pipe heat exchangers. A specific application is the design of the multi-

effect distillation plant for seawater desalination, financed by European Union 

[EasyMED-project (2007)]. The objective is to develop a prototype plant which is 

easy to operate and which is efficient in use of energy. The basic elements of the 

plant are vertical plates. On one side of a plate, seawater flows as a falling film 

and evaporates, whereas on the other side, the plate is heated by condensing 

vapor. Evaporating and condensing fluid flows at both sides of the plate are 

laminar [Raach (2005)], Raach (2007)]. 
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In the nuclear technology, there are several engineering applications 

wherein the conjugate heat transfer becomes essential. The residual heat removal 

system of the pressurized power reactors (PWR) having once-through type of 

steam generators can be given as an example. System behavior during an accident 

initiated by the loss of residual heat removal system after reactor shutdown is 

greatly affected by the heat transfer mechanisms between the primary (tube) side 

and the secondary (shell) side of the steam generator, where the dominant mode 

of heat transfer in the tube is film-wise condensation. Many experimental research 

studies regarding countercurrent flow for the performance of the once-through 

type of steam generators during the accident were performed [Tanrıkut (2005), 

Seul (1999), etc].  

 

Another example of this type of the problem is found in the containment 

design of some advanced pressurized power reactors (PWR) such as AP1000 

[IAEA-TECDOC-872 (2001)]. This design utilizes a unique system to maintain the 

containment pressure and temperature within design limits. Figure 1.1 shows a 

schematic of the reactor containment. In the event of a postulated accident where 

high pressure cooling water escapes into the containment, the pressure and 

temperature will increase as water flashes to steam. The steam will in turn start to 

condense on the steel containment vessel surface which is initially at ambient 

temperature. This results in an increase in the surface temperature of the steel 

wall. The heating of the steel containment wall causes air flow from outside, due 

to buoyancy forces, to be drawn in through an air baffle between the concrete 

containment and the steel inner wall (not present in current reactors). This 

temperature difference along the wall leads to the condensation of steam inside 

the containment and sets up an air circulation in the countercurrent direction at 

the outside of the containment wall. 

 

Another example is encountered in the design of one of the safety system 

of the simplified boiling water reactor (SBWR). One of the major innovations of 

the SBWR is the passive containment cooling system (PCCS) capable of 
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sustaining containment cooling for 72 hours (long term cooling). This passive 

cooling system relies upon condensation efficiency to remove steam from the 

containment atmosphere. Typical example of in- tube condensation of steam is 

the isolation condenser (IC) of the PCCS that has a function of a passive heat 

exchanger. After a typical loss of coolant accident, steam from the reactor 

containment/ pressure vessel may flow to the IC where it condenses moving 

downward inside, externally cooled vertical tubes located in a pool (Figure 1.2). 

This increases the containment’s capability to withstand the loads expected in 

case of a hypothetical severe accident [Sato (2007), IAEA-TECDOC-1149 

(1998)].   

 

 

Figure 1.1 The containment cooling of AP1000 during the accident 
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Figure 1.2 Arrangement of isolation condenser in the pool 
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CHAPTER 2 

2. SCOPE OF THE STUDY 

2.1 Definition of the problem 

The thermal boundary layer formation over a wall surface is strongly 

influenced by the wall thermal conditions. These thermal conditions are either 

prescribed as wall temperature or wall heat flux. There is a third boundary 

condition where the interaction between the fluid convection and conduction 

through the wall is considered. In the third boundary condition, the temperature 

variation along the wall surface is generally unknown and the unknown 

temperature profile is determined by taking account of this interaction, i.e., 

coupling of the heat conduction equation for the wall, continuity, momentum and 

energy equations for the fluid flow. If there is a condensation process at one side 

of the wall, this condensation phenomenon is also involved into this interaction. 

Therefore, this type of problem is named “conjugate condensation heat transfer 

problem”. 

2.2 Thesis objective and outline 

In this study, the conjugate-condensation problem will be investigated in 

two concentric tubes. Figure 2.1 shows the system considered in the analysis. As 

the steam condenses downwards inside the condenser tube, the heat is transferred 

from the condenser tube by the cooling water flowing upwards in the jacket tube. 

The figure also shows the development of condensate liquid film layer inside the 

tube and thermal boundary layer in the coolant flow outside of the tube. 
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Figure 2.1 Schematic representation of the physical model 
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Due to unknown wall temperature of the condenser tube, formation of 

condensate liquid layer inside the tube and development of the thermal boundary 

layer in the cooling water flow are affected by the other’s local conditions (Figure 

2.1). Therefore, film-wise condensation, heat conduction through the condenser 

tube wall and heat removal from the outer surface of the condenser tube by 

cooling water flow should be coupled and solved simultaneously.  

 

For the solution of the conjugate condensation heat transfer problem 

inside the vertical tubes, the following boundary conditions and assumptions are 

considered:  

 

a) The vapor and cooling water flows at both sides of the condenser tube 

wall are steady.  

b) Hydrodynamically fully developed flows are established for the vapor and 

cooling water entering the tube and annulus respectively. 

c) Inlet thermo-physical conditions of the vapor and cooling water are both 

known. The vapor entering the tube is saturated. 

d) The vapor and cooling water flows are turbulent, whereas the condensate 

film flow inside the tube is laminar.  

e) Only film-wise condensation occurs inside the condenser tube; mist 

formation and wavy effects are disregarded. 

f) The jacket tube wall is insulated.  

g) The interfacial shear stresses acting on the condensate film and the vapor 

are not equal due to the condensation process inside the tube. 

h) Heat is transferred from the condensate to cooling water thorough the 

condenser tube wall only in radial direction.  

i) Dimensions of the condenser tube and jacket tube are uniform and 

constant throughout. 

 

There are three important phenomena in the conjugate condensation heat 

transfer in vertical tubes cooled by forced turbulent fluid flow.  These phenomena 
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can be classified as condensation process, heat transfer to the turbulent water flow 

inside the annulus and conjugate heat transfer between the solid and fluid regions. 

Therefore, in the present study, a stepwise modeling is performed for each 

phenomenon. 

 

For the first step, the condensation inside a vertical tube is analyzed with 

known variable tube surface temperature. In Chapter 4, an analytical model for 

condensation of a vapor flowing downward inside a vertical tube is developed. 

This model is also compared with the results of three experimental data bases; 

UCB [Kuhn (1994)], NASA [Goodykontz (1966)] and METU [Tanrıkut (1998)].  

 

At the second step, the fluid flow and the heat transfer mechanism is 

modeled at the outside of the condenser tube. In Chapter 5, inside the annular 

passage, the velocity and temperature distributions for the turbulent fluid flow are 

solved with a given variable heat flux ( ( )q z′′ ) from the outer surface of the 

condenser tube while the cooling water is flowing inside the annular passage. 

This model is also compared with some experimental results in the literature. 

 

At the final step, these two different problems are combined by the energy 

balance and the conduction equation for the condenser tube wall and they are 

coupled via temperatures and heat fluxes at the inner and outer surfaces of the 

condenser tube wall respectively. In order to solve this identified conjugate 

problem involving condensation-conduction-convection phenomena, a computer 

code named ZEC, is developed in Chapter 6. The comparisons between the results 

of ZEC and the experimental data bases of UCB [Kuhn (1994)], NASA 

[Goodykontz (1966)] and METU [Tanrıkut (1998)] are presented and interpreted. 

By using computer code ZEC, the effect of some parameters such as inlet 

pressure and mass flow rate of vapor, inlet temperature and mass flow rate of the 

coolant on the condensation process are analyzed in Chapter 7.  
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CHAPTER 3 

3. LITERATURE SURVEY 

There are three important phenomena in the conjugate condensation heat 

transfer in vertical tubes cooled by forced turbulent fluid flow. These phenomena, 

as previously stated in Chapter 2 are conjugate heat transfer, condensation process 

and heat transfer to turbulent fluid flow inside an annular channel. So, the 

literature survey is based on these three classifications.  

3.1. Conjugate heat transfer at solid-fluid interfaces 

Perelman (1961) is probably the first researcher who suggested the 

expression “conjugate heat transfer”. He studied the laminar flow over an 

internally heated flat plate with asymptotic expansions. He identified a parameter 

that combined the ratio of the conductivities of the fluid and the solid, the Prandtl 

number and the Reynolds number. This work was followed up by Luikov (1971, 

1974).  He termed Perelman’s parameter and used it in an approximate analysis 

involving simplified thin-solid geometry with a linear temperature distribution 

across the solid, i.e., a one dimensional model.  

 

Karvinen (1978) used the integral method to solve a problem similar to 

that considered by Luikov. Karvinen presented an approximate method for 

solving the conjugate heat transfer problem associated with a heat generating 

plate cooled by forced convection flow, and achieved good agreement with 

measured data.  
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Sparrow (1982) studied the conjugate heat transfer problem associated 

with a vertical plate cooled by laminar forced convection flow. One-dimensional 

conduction equation for the fin and boundary layer equations for the fluid were 

solved simultaneously by satisfying the conditions of continuity of temperature 

and heat flux at the solid–fluid interface. Keeping Prandtl number fixed at 0.7 for 

air, the numerical results were presented for a range of values of conduction–

convection parameter.  

 

Conjugate heat transfer problem of a plate cooled by laminar forced 

convection boundary layer flow was carried out by Garg (1986). One dimensional 

conduction equation for the plate and boundary layer equations for fluid were 

solved simultaneously by similarity solution approach. The results were presented 

for a wide range of Prandtl number and conduction–convection parameter.  

 

Yu (1991) proposed a very effective solution method for solving the 

conjugate conduction forced convection problems. For incompressible, laminar 

boundary layer flow of a fluid with constant thermo-physical properties over a flat 

plate and a wedge, the interface temperatures and heat transfer rates were 

computed accurately using finite-difference scheme with marching technique.  

 

Conjugate heat transfer problem associated with forced convection flow 

over a conducting slab sited in an aligned uniform stream was analyzed 

analytically as well as numerically by Vynnycky (1998). For the full numerical 

solutions, the governing equations were first developed in dimensionless stream 

function–vorticity–temperature form and then solved using a finite difference 

scheme. The numerical results were presented for a wide range of Reynolds 

number, Prandtl number, aspect ratio of the slab and thermal conductivity ratio of 

the slab and the fluid.  

 

Chiu (2001) studied conjugate heat transfer of horizontal channel both 

experimentally and numerically. He found that the parametric study of 
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operational parameters related to the conjugate heat transfer revealed that the 

addition of conjugate heat transfer significantly affects the temperature and heat 

transfer rates at the surface of the heated region. 

 

Jilani (2002) numerically studied conjugate heat transfer problem 

associated with a heat generating vertical cylinder cooled by upward forced flow. 

The two-dimensional conduction equation for the heat generating cylinder and 

boundary layer equations for the fluid were discretized using finite difference 

schemes. While the two-dimensional heat conduction equation for the cylinder 

was solved using Line-by-Line method, marching technique solution procedure 

was employed to solve the boundary layer equations for the fluid. Results were 

presented for a wide range of aspect ratio, heat generating and conduction–

convection parameters, keeping Prandtl number fixed at 0.005. 

 

Chen (2005) proposed a technique which was used the linear least-

squares-error method to estimate the unknown outer-wall heat flux for conjugate 

heat transfer within a thermally developing, hydrodynamically developed 

turbulent flow in a circular pipe. The proposed method was applied to solve the 

steady two-dimensional conduction equation for the pipe wall and the steady two-

dimensional convection equation for the flowing fluid simultaneously. The 

method requires no prior knowledge of the functional form of the unknown wall 

heat flux, and yields solutions for the unknown conditions within a single 

computational iteration. The results compared the experimental data confirm that 

this method is capable of providing precise predictions of the unknown outer-wall 

temperature, and heat flux. 

 

Jahanger (2007) studied the conjugate heat transfer problem pertinent to 

rectangular nuclear fuel element dissipating fission heat into upward moving 

liquid sodium. Introducing boundary layer approximations, the equations 

governing the flow and thermal fields in the fluid domain were solved 

simultaneously along with two-dimensional energy equation in the solid domain 
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by satisfying the continuity of temperature and heat flux at the solid–fluid 

interface. While the boundary layer equations were discretized using fully 

implicit finite difference scheme so as to adopt marching technique solution 

procedure, a second-order central difference scheme was used to discretize the 

energy equation in the solid domain and the resulting system of finite difference 

equations were solved employing Line-by-Line Gauss–Seidel iterative solution 

procedure. 

 

Barletta (2008) studied the conjugate heat transfer problem in a parallel-

plane channel. The hydrodynamically developed laminar flow inside the channel 

was assumed with a boundary condition given by a temperature distribution on 

the external side of the channel wall, which undergoes a sinusoidal longitudinal 

change. The local energy balance equation was written with reference to the fully 

developed region, where the temperature distribution was expressed as a periodic 

function of the longitudinal coordinate. The temperature field in the solid wall 

and in the fluid, as well as the local and average Nusselt number, was determined 

analytically and numerically. 

 

Ramis (2008) presented a comparative study of uniform and non-uniform 

volumetric energy generation in a rectangular nuclear fuel element cooled by 

upward moving stream of liquid sodium. Employing finite difference schemes, 

the boundary layer equations governing the flow and thermal fields in the fluid 

domain were solved simultaneously with two-dimensional energy equation in the 

solid domain by satisfying the continuity of temperature and heat flux at the 

solid–fluid interface. Numerical results were presented for a wide range of aspect 

ratios, conduction–convection parameters, total energy generation parameters, 

and flow Reynolds number.  

 

Lin (2008) investigated the conjugate heat transfer characteristics of a 

single-phase rectangular natural circulation loop numerically. Effects of the wall 

thermal conductivity and the wall thickness on the heat transfer behavior in a 
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circulation loop with fixed geometrical configuration were analyzed in detail. It 

was shown that the presence of axial conduction through thick and highly 

conductive loop wall tends to strengthen markedly the buoyancy-induced 

circulating flow in the loop at lower Rayleigh number.  

 

Bilgen (2009) presented a numerical and experimental study of conjugate 

heat transfer by conduction and natural convection on a heated vertical wall. The 

system considered was a wall subject to uniform heat flux on one side and cooled 

on both sides by natural convection of surrounding air. The equations of mass, 

momentum and energy conservations were solved by the control volume method, 

Simpler algorithm [Patankar (1980)]. The non-dimensional wall thickness vas 

varied from 0.02 to 0.10, the wall to air conductivity ratio from 1 to 100 and 

Rayleigh number from 103 to 109. The results were presented in terms of Nusselt 

number on both surfaces as a function of Rayleigh number, and in terms of 

governing parameters of wall thickness and conductivity ratio. It was found that 

Nusselt number was a strong function of Rayleigh number and wall thickness, 

and a weak function of conductivity ratio.  

 

Arıcı (2009) studied the conjugate heat transfer in thermally developing 

laminar forced convection in a pipe including viscous dissipation and wall 

conductance, numerically. The constant heat flux was assumed to be imposed at 

the outer surface of the pipe wall. For the solution of the problem, the finite 

volume method was used. The distributions for the developing temperature and 

local Nusselt number in the entrance region were obtained. The dependence of the 

results on the Brinkman number and the dimensionless thermal conductivity were 

shown. The viscous heating effect on the wall was also shown. Significant 

viscous dissipation effects have been observed for large Brinkman numbers. 

 

Ramis (2010) analyzed numerically the steady state fluid flow and 

conjugate heat transfer characteristics of liquid sodium as a coolant flowing past 

over rectangular nuclear fuel element having non-uniform volumetric energy 
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generation. Accordingly, employing stream function-vorticity formulation and 

using finite difference schemes, the equations governing the flow and thermal 

fields in the coolant were solved simultaneously with energy equation for the fuel 

element by satisfying the conditions of continuity of temperature and heat flux at 

the solid–fluid interface.  

 

Also, a literature survey has been performed for the conjugate coupling 

heat transfer between a condensation process at one side of a solid body and 

cooling with a fluid at the another side of this body. However, the theoretical 

studies related to the conjugate condensation heat transfer problems are limited in 

the literature. 

 

Patankar and Sparrow (1979) solved the problem of laminar condensation 

on an extended surface by considering the heat conduction in a plate coupled with 

the condensation process. Their numerical solution of the governing equations 

confirms the influence of non-isothermal extended surface over the condensing 

process. 

 

Wilkins (1980) showed that an explicit analytical solution is possible for 

the formulation of Patankar and Sparrow.  

 

Neglecting inertia and convection terms in the condensate film, Honda 

and Fujii (1984) solved the forced flow condensation on a horizontal cylinder as a 

conjugate heat transfer problem. 

 

Sarma (1988) studied the condensation process on a vertical plate of 

variable thickness. They studied the effect of the plate geometry on the 

condensation heat transfer and found that this interaction is very important. 

 

Brouwers (1989) performed an analysis of the condensation of a pure 

saturated vapor on a cooled channel plate, including the interaction between the 
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cooling liquid, the condensate and the vapor. He obtained in closed form the 

solution of the governing equations, confirming that this interaction has to be 

taken into account in order to have more realistic models for this type of process. 

 

Mendez (1996) analyzed the film condensation process of a saturated 

vapor in contact with one side of a vertical plate, caused by a forced flow on the 

other side of the plate. They showed that effects of the heat conduction through 

the plate substantially modify the classical Nusselt's solution [Nusselt, (1916)]. 

 

Trevino (1996) studied the transient conjugate condensation process on 

one side of a vertical plate, caused by a uniform cooling rate on the other surface 

of the plate, including the finite thermal inertia. In this work, the transient 

evolution of the condensed layer thickness and the temperature of the plate were 

obtained using different realistic limits, including the cases of very good and poor 

conducting plates. Their main results indicated that the condensed layer thickness 

evolution is almost insensitive to the longitudinal heat conduction effects through 

the plate, for a thermally thin plate and that the wall thermal inertia was the 

controlling factor for the transient condensation process, in most practical cases. 

 

Mendez (1997) solved the problem of the laminar condensation process of 

a saturated vapor in contact with one side of a vertical thin plate, caused by a 

natural laminar boundary layer flow on the other surface of the plate. The effects 

of both longitudinal and transversal heat conduction in the plate were considered 

in the problem.  

 

Mendez (2000) studied the conjugate condensation-heat conduction 

process of a saturated vapor in contact with a vertical plate. For the non-

isothermal wall conditions, it is considered that the base of the plate is maintained 

at a uniform temperature. The coupling between the vertical fin and the 

condensed phase offers a new theoretical perspective to the earlier fundamental 

works on laminar film condensation. In this work, a perturbation methods and the 
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boundary layer description for the condensed fluid flow is used to show that the 

longitudinal and transverse heat conduction through the plate. 

 

Char (2001) studied the conjugate film condensation and natural 

convection along the vertical plate between a saturated vapor porous medium and 

a fluid porous medium, theoretically. The solution takes into consideration the 

effect of heat conduction along the plate. The governing equations along with 

their corresponding boundary conditions for film condensation and natural 

convection are first cast into a dimensionless form by a non-similar 

transformation, and the resulting equations are then solved by the cubic-spline 

method. The primary parameters studied include the thermal resistance ratio of 

film to plate, the thermal resistance ratio of natural convection to film, and the 

Jakob number of the subcooling degree in the film. The effects of these 

dimensionless parameters on the plate temperature distribution and the local heat 

transfer rate on both sides of the plate are discussed in detail. In addition, the 

interesting engineering results regarding the overall heat transfer rate from the 

film condensation side to the natural convection side are also illustrated. 

 

Raach (2005) developed a solution in one-dimension for a plate, where 

evaporating seawater is distributed as a falling film one side of the plate, whereas 

on the other side, the plate is heated by condensing vapor. Evaporating and 

condensing flows at the both side of the plate are laminar. For the laminar 

condensation, model is based on Nusselt theory where the plate temperature is 

assumed to be constant for the design of the multi-effect distillation plant for 

seawater desalination. In the solution procedure, an adaptive grid was used, i.e., 

the number of cells was constant whereas their coordinates varied according to 

the changing film thicknesses. Two years later, this program has been  developed 

in two-dimensions for the simulation of the conjugate heat transfer between the 

condensing water film on the one side of the plate and the evaporating seawater 

film on the other side [Raach (2007)].  
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3.2. Film-wise condensation  

The first attempt to analyze the film-wise condensation problem is that of 

Nusselt (1916). It is assumed that wall temperature is constant, liquid film is 

laminar, material properties are not changing, vapor is stagnant (i.e., no interfacial 

shear), convective heat and momentum transfer in liquid film is negligible. With 

those assumptions, an expression for the local film thickness is derived and it is 

shown that the condensation heat transfer rate depends on condensate local film 

thickness. 

 

Since the pioneering analysis of Nusselt, many researchers tried to solve 

the problem by the boundary layer analysis or by an analytical model. The 

boundary layer model is based on solving the governing equations for the 

condensation process including the vapor and liquid film regions with appropriate 

boundary layer approximations. In the analytical models, mass, momentum and 

energy balances are established with/without some simplifications, depending on 

the specified problem.  

 

Rohsenow (1956) analyzed the flow of the liquid film and introduced a 

correction for latent heat in the Nusselt equation. The use of fluid mechanics to 

solve the condensation problems was proposed by Cess (1960). Sparrow (1959) 

solved the boundary layer equations of the condensate film for the laminar vapor 

flow. For flowing vapor, Shekriladze (1966) assumed that the shear stress at the 

liquid vapor interface is equal to the loss of momentum of the condensing vapour. 

The integral method has been used by Jacobs (1966) and Fujii (1972). Dobran 

(1979) numerically studied the laminar film-wise condensation of pure saturated 

vapor in forced flow in a vertical tube. Chen (1993) used the modified Nusselt 

analysis considering interfacial shear for the film and the self-similar velocity 

profile assumption to solve the governing partial differential equation in the vapor 

region. Neglecting the pressure gradient Srzic (1999) solved the boundary layer 

equations for condensation of a mixture of vapor and a lighter gas. 
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The influence of waves on the condensate film has been treated by Unsal 

(1988a, 1988b), Hung (1996) and Chou (1997), but the effect of waves on the 

heat transfer coefficient is not well understood in these studies. Jayanti (1997) has 

analyzed the influence of waves of a given shape and showed that the heat 

transfer is mainly due to conduction through the liquid film. 

 

For turbulent condensation inside a tube, Carpenter and Colburn (1951) 

attributed the resistance to heat transfer to the laminar sublayer. Ueda (1972) 

measured the film thickness and showed the disagreement with the Carpenter-

Colburn theory. Bellinghausen (1992) used k–ε turbulence model for 

condensation inside a vertical tube. Numerical analysis of the condensation of 

pure and mixed vapors by taking the turbulence in the liquid and vapour phases 

into account has been presented by Louahlia (1996). Munoz-Cobo (1996) 

developed a model for condensing flows inside tubes, relying on a coefficient of 

friction derived from single phase flows. An interfacial shear stress model has 

been proposed by Narain (1997). The effect of two phase flow regimes on 

condensation inside tubes is discussed by Dobson (1998). Panday (2003) solved 

numerically the turbulent film condensation of saturated vapor flowing inside a 

vertical tube based on the fully coupled liquids and vapor phase boundary layer 

equations. Oh (2005b) developed a modified Nusselt model with a correction 

factor and using the Blangetti model [Blangetti (1982)]. Oh (2006) also analyzed 

the film-wise condensation with the non-condensable gas by using this model. 

3.3. Heat transfer in the annular channels 

The primary practical interest in turbulent fluid flow in a concentric 

circular annulus is in connection with convective heat transfer in the outer 

passage of a double-pipe heat exchanger. Because of the non-linear radial 

variation of the total shear stress within the fluid, the analysis of flow in an 

annulus is considerably more complex than in a round tube or parallel-plate 

channel in the laminar as well as in the turbulent regime. Therefore, numerous 

analytical and numerical studies of turbulent flow in concentric annular channels 
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at different thermal boundary conditions have been reported. In the following, 

some of them related to the hydrodynamically fully developed turbulent flow are 

reviewed. 

 

Lorenz (1937) discovered experimentally that in turbulent flow the 

location of the maximum in the time–mean velocity distribution in an annulus 

differs considerably from that for laminar flow. Kjellstrom (1966) derived 

integral expressions involving the local turbulent shear stress from which it may 

be inferred that the location of the maximum in the velocity differs from the 

location of the zero in the total shear stress as well as from their common location 

in laminar flow. He was unable to confirm experimentally the difference in 

location between the maximum in the velocity distribution and the zero in the 

total shear stress for a smooth annulus, but did succeed for an annulus with a 

roughened inner surface, for which the difference in locations is magnified. 

Finally, Lawn (1972) confirmed experimentally the non-coincidence for smooth 

annuli. 

 

Kays (1963) correlated the experimental data of various investigations for 

the location of the maximum in the velocity distribution in the turbulent regime 

with the empirical expression  
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A lot of experiments to determine velocity and temperature profiles have 

been performed for different fluids. For instance, Heikal (1976) measured the 

velocity field and wall heat transfer rate in flow of air. Kuzay (1977) measured 

the wall heat transfer rate and mean temperature distribution in air flow. Hasan 

(1992) performed the measurements to obtain the velocity and temperature fields 

in turbulent upflow of liquid Refrigerant-113 through a vertical concentric 

annular channel. However, these measurements appeared to have suffered from 

the probes which were rather large compared to the annulus spacing, precluding 

the measurements near the wall and quite possibly disturbing the flow field. In 

order to rectify this shortcoming, Velidandla (1996) used a laser Doppler 

velocimeter for the velocity measurements and simultaneously, a cold wire for the 

temperature measurements.  Recently, by using this measurement technique, 

Kang (2001) measured time mean axial and radial velocities, the axial and radial 

velocity and temperature fluctuations, and radial velocity and temperature profiles 

precisely. Results were reported for Reynolds numbers at channel inlet of 22,800, 

31,500, 46,400 and for the annulus inner wall heat fluxes of 0, 9000 and 16,000 

W /m2. 

 

A number of numerical studies of turbulent flow in concentric annular 

channels at different thermal boundary conditions have been reported. Quarmby 

(1968) carried out an analysis of isothermal flow in a concentric annular channel 

using the Reynolds number and radius ratio of the channel as parameters. The 

results including the friction factor, the velocity profiles near at the inner and 

outer walls, and the maximum mean axial velocity location were reported. 

Hanjalic (1974) simulated isothermal turbulent flow in a concentric annulus using 

high Reynolds number versions of the transport equations for axial turbulent 

shear stress, turbulent kinetic energy, and its dissipation rate. The wall boundary 

conditions for the mean and turbulence quantities were imposed by means of a 

modified velocity wall law in which the additive constant is a function of the 

aspect ratio (inner diameter/outer diameter). Azous (1993) simulated isothermal 
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flow in concentric and eccentric annuli using a low-Reynolds number two-

equation k-τ model of turbulence and a mixing length model as closures. 

 

Numerical simulation of the velocity and thermal fields in turbulent flow 

through a concentric annular channel with its inner wall heated was performed by 

Wilson (1968) and Malik (1981). Wilson (1968) used the van Driest model of 

turbulent viscosity which takes into account the viscous damping in the near-wall 

region. A constant turbulent Prandtl number, (Prt =1), was used for Pr ≥ 0.1 and 

an empirical relation for Prt. Malik (1981) used three different turbulence models 

to evaluate the eddy viscosity and a constant turbulent Prandtl number of 0.9.  

 

The authors who have reported numerical simulation of turbulent flow and 

heat transfer in channels using the k-ε model of turbulence are Abdelmeguid 

(1979), Pietrzyk (1985) and Cotton (1990).  

 

Churchill (1997) reviewed the prior studies on turbulent flow and 

convection in annuli. As a result of this review, he found that the most of the prior 

predictive results were highly uncertain owing to the failure to account for the 

displacement of the maximum in the velocity from that for laminar flow and/or 

from the zero in the total shear stress. 

 

After Yu (2001) developed a general expression for the velocity profile in 

the round tubes, this expression has been developed for the circular annuli by 

Kaneda (2003), taking account of Churchill’s review [Churchill (1997)]. He 

presented a new, essentially exact, differential model, a set of numerical 

solutions, and a set of generalized predictive equations for the time-averaged 

velocity distribution and the mixed-mean velocity. The validity of these results 

was confirmed by comparisons with prior experimental data and with prior 

numerically computed values. 
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Yu (2005a) used this fully developed turbulent flow modeling developed 

by Kaneda (2003) in his analysis. He developed an analytic solution for fully 

developed convection extended in concentric circular annuli, with the boundary 

conditions of uniform heating on the inner wall and an adiabatic outer wall. These 

conditions correspond to longitudinally and angularly uniform electrical 

resistance heating of the inner wall as well as to iso-enthalpic counter-current 

flow through an inner tube and the annulus with perfect insulation on the outer 

wall. Such conditions may be approached in the heat exchangers far away from 

the entrance. Also this analytic solution which uses Kaneda’s velocity profile has 

been generalized for some alternative boundary conditions by Yu (2005b, 2005c).  

3.4. Concluding comments 

Since the pioneering paper of Nusselt (1916) on film-wise condensation, 

simplifications and idealizations have been re-examined during the past decades 

in order to improve the simple Nusselt's theory. Well-recognized works totally 

deal with film condensation over the known thermal boundary conditions at the 

wall. But, the theoretical studies taking the interaction between the solid wall and 

the film condensation process into account are very limited. 

 

For the conjugate heat transfer in round tubes, there are many studies in 

the literature, regarding the coupling of single phase fluid flow heat transfer with 

the solid heat conduction in the tube wall. However, it is apparent from the review 

of published literature that, any theoretical study considering the conjugate heat 

transfer between film-wise condensation processes of the saturated vapor flowing 

turbulently in contact with a surface of a wall caused by counter current forced or 

natural flow on the other surface of the wall does not exist. 
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CHAPTER 4 

4. IN-TUBE CONDENSATION MODEL 

The theoretical analysis of the condensation of the vapor in a tube has 

been carried out by many researchers. The analysis of the vapor condensation 

process generally involves either the boundary layer model or analytical models. 

The boundary layer model is referred to the solution of the governing equations 

for the condensation process including the vapor and liquid film regions with 

appropriate boundary layer approximations. In the analytical models, mass, 

momentum and energy balances are established with/without some 

simplifications, depending on the specified problem.  

 

When the analytical methods are compared with the boundary layer 

model, the balance equations are solved easier than the boundary layer equations 

due to their simplicity. But, one of the shortcomings of these methods comes from 

the question of which correlations would be the most appropriate for a given 

problem. Researchers suggest different correlations for interfacial friction factors, 

effect of suction, liquid film model, transition Reynolds number in film, waviness 

effects in film, etc. Therefore, it needs to be developed a mechanistic model 

reflecting the transport phenomena of mass, momentum and heat transfer.  

4.1 Physical description of the problem 

The physical model of the co-current downward flow film condensation in 

a vertical cylindrical tube is shown in Figure 4.1, where the pure vapor entering 
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the tube is assumed to be in saturated state and the condensate film forms along 

the tube surface and it is assumed to be laminar (see page 43, paragraph 3). The 

inner tube surface is maintained at varying temperature, Ti(z), which is given as  

boundary condition.  

 

 
Figure 4.1 Film-wise condensation in a vertical cylindrical tube 

  

 

An analytical model for the condensation of vapor flowing downward 

inside a cylindrical tube has been recently studied by Oh, employing the 

conservation laws [Oh (2006), Oh (2005a, 2005b, 2005c)]. However, OH-model 

which is summarized in Appendix A has five substantial deficiencies, where; 

 

• Force balance is established for the cartesian geometry, disregarding 

the area differences in the radial direction for the shear forces, 
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• Energy balance is constructed and local heat transfer coefficient is 

calculated in cartesian geometry assuming that the temperature profile 

in the liquid film is linear. 

• Pressure gradient is assumed due to the vapor head only as in the 

solution of stagnant vapor. But, this is not a good approach if the 

vapor flow is highly turbulent and the vapor interfacial shear is 

dominant 

•  
iR

δ  terms in velocity profile are neglected, assuming that 1
iR

δ   

(See Figure A.1 and Eqs. (A.10), (A.11)). 

• Shear stress from the liquid to vapor ( ILτ ) is assumed to be equal to 

shear stress from the vapor to liquid ( IVτ ). Namely, IL IV Iτ τ τ= = . 

 

Therefore, in this thesis work, an analytical model is developed for the in-

tube condensation, overlapping the all above deficiencies. Then, the resulting 

equations are numerically solved to predict the local condensate film thickness, 

condensate velocity and local heat transfer coefficients. 

4.2 Formulation 

Steady, film-wise condensation of a downward vapor flow in a vertical 

cylindrical tube is considered (Figure 4.1). The vapor flow regime can be either 

laminar or turbulent, depending on the axial location considered. Near the tube 

entrance and in the upper region of the tube, the regime may be turbulent. In the 

lower region, whereas the most of the vapor condenses, the regime might be 

laminar. It is also assumed that the vapor entering the tube is at saturated state 

with a fully developed velocity profile. 

 

In order to calculate the local heat fluxes and heat transfer coefficients, the 

velocity profiles in the liquid and vapor sides have to be determined initially. 

Therefore, the force balances at both sides should be considered separately. 
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4.2.1 Liquid layer 

An arbitrary distance z, measured from the entrance of the tube is chosen 

and a force balance is considered on the element of condensate film, lying radially 

between R-δ and R, axially between z and z+dz (Figure 4.2). 

 

Force balance inside the liquid layer between z and z+dz can be given as; 

 

[ ]1 2 1

2

( ) ( ) ( )IL L f L

L
L

R dz A p g A z dz A z r dz

pA p dz
z

τ δ ρ τΡ − + + + − = Ρ

⎡ ∂ ⎤⎛ ⎞+ + ⎜ ⎟⎢ ⎥∂⎝ ⎠⎣ ⎦

 (4.1)

 

where 

 

( ) 2 ( )R Rδ π δΡ − = −  

( ) 2r rπΡ =  

2 2 2 2
1 2 ( ) ( )A A A r R r Rπ π δ π δ⎡ ⎤= = = − − = − −⎣ ⎦  

 

Inserting above expressions into Eq. (4.1); 

 

[ ]

[ ]

2 2 2 2

2 2 2 2

2 ( ) ( ) ( )

2 ( ) ( )

IL L f

L
L L

R dz r R p g r R dz

pr dz r R p r R dz
z

τ π δ π δ ρ π δ

τ π π δ π δ

⎡ ⎤ ⎡ ⎤− + − − + − −⎣ ⎦ ⎣ ⎦
⎡ ∂ ⎤⎛ ⎞⎡ ⎤ ⎡ ⎤= + − − + − − ⎜ ⎟⎢ ⎥⎣ ⎦ ⎣ ⎦ ∂⎝ ⎠⎣ ⎦

 (4.2)

 

Eq. (4.2) becomes: 

 

2 2 2 22 2( ) ( ) ( )L IL f
L

dpr R g r R r R
dz

τ δ τ ρ δ δ ⎛ ⎞⎡ ⎤ ⎡ ⎤= − + − − − − − ⎜ ⎟⎣ ⎦ ⎣ ⎦ ⎝ ⎠
 (4.3)

2 2 2 2( ) ( )( )( )
2 2L IL f

L

r R r RR dpr g
r r r dz

δ δδτ τ ρ
⎡ ⎤ ⎡ ⎤− − − −− ⎛ ⎞⎣ ⎦ ⎣ ⎦= + − ⎜ ⎟

⎝ ⎠
 (4.4)
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Figure 4.2 Force balance in the condensate liquid layer 

 

 

Local pressure gradient can be defined with a fictitious vapor density, ρ*, 

expressed in the form of [Collier (2001)]; 

 

*

L

dp g
dz

ρ⎛ ⎞ =⎜ ⎟
⎝ ⎠

 (4.5)

 

where ρ*  will be determined later. 
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Defining the shear stress in the liquid layer as; 

 

( ) L
L L

dur
dr

τ μ ⎛ ⎞= ⎜ ⎟
⎝ ⎠

 (4.6)

 

Inserting Eq. (4.5) and (4.6) into (4.4); 

 
2 2 *( ) ( ) ( )

2
L L IL

L L

r Rdu g R
dr r r

δ ρ ρ τδ
μ μ

⎡ ⎤− − − −⎛ ⎞ ⎣ ⎦= +⎜ ⎟
⎝ ⎠

 (4.7)

 

Hence, the velocity profile in the laminar liquid film can be obtained from 

the integration of Eq. (4.7);  

 
* 2 2( ) ( )( ) ln ( ) ( ) ln ( )

4 2
L IL

L
L L

g r Ru r r R r Cρ ρ τδ δ
μ μ

⎡ ⎤− −
= − − − +⎢ ⎥

⎣ ⎦
 (4.8)

 

In order to find the constant C, the boundary condition 0Lu =  at r R=  is 

applied. 

 
* 2 2( ) ( ) ln ( )ln

2 4
L IL

L L

g R RC R R Rρ ρ τδ δ
μ μ

⎡ ⎤− −
= − − −⎢ ⎥

⎣ ⎦
 

 

Condensate liquid velocity profile at any point z, can be given as; 

 
* 2 2 2( ) ( ) ( )( ) ln ( / ) ( ) ln ( / )

2 4
L IL

L
L L

g R R ru r R r R R rρ ρ τδ δ
μ μ

⎡ ⎤− − −
= − −⎢ ⎥

⎣ ⎦
−  (4.9)

 

The first term in the right hand side of above equation is the velocity 

distribution, as in the case of Nusselt analysis with no interfacial shear. The 

second term is the logarithmic velocity distribution due to the interfacial shear. 
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For high interfacial shear, the second term is dominant. Hence, the velocity 

distribution is almost logarithmic. The mass flow rate can be calculated using the 

velocity profile as follows: 

 

( ) 2
R

L L L

R

m u r rdr
δ

ρ π
−

= ∫  (4.10)

 

The condensation mass flow rate per unit length can be defined as 

 

( )
2

Lmz
Rπ

Γ =  (4.11)

 

Integrating Eq. (4.10) by using Eq. (4.9) and inserting this expression into 

Eq. (4.11); Γ(z)  becomes;   

 

( )

( )( ) ( ) ( )

( ) ( )( )

4

*

2 2 2

3

ln ( )( ).( )
4 2 2

2 4

2
ln ( )

2 2

L

L

IL

L

R R
g R Rz

R R R
R R

R R RR
R R R

δ
ρ ρ δ

ν δ δ δ δ δ

δ δ δ δτ
ν δ

⎧ ⎫−
⎪ ⎪− ⎪ ⎪−Γ = ⎨ ⎬

− − −⎪ ⎪− −⎪ ⎪⎩ ⎭
⎡ ⎤− − −

+ −⎢ ⎥
−⎢ ⎥⎣ ⎦

 
(4.12)

 

The liquid film Reynolds number and the vapor Reynolds number can be given at 

any axial location as; 

 

4Re ( )L
L

z
μ
Γ

=  (4.13a)

2Re ( )
( )

v
v

v

mz
Rπ δ μ

=
−

 (4.13b)
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In Eq. (4.12), ( )zΓ is the function of ( )zδ , but also there are two 

unknowns; the fictitious density, *ρ , and the interfacial shear, ILτ . 

Interfacial shear 

In the above analysis, the interfacial shear is an unknown parameter, 

which should be determined by the momentum balance at the film–vapor 

interface. Two methods are possible for the calculation of the interfacial shear. 

One method is used to solve the governing equations in the vapor region and to 

impose the no-slip condition on the tube surface and the continuity of shear at the 

interface. This method requires relatively long computation time. The other 

method is used to calculate the interfacial shear with some appropriate 

correlations as follows: 

 

1. If τIL=0, it becomes Nusselt solution (no shear at the interface). It 

works for the stagnant vapor or low vapor flow velocities. However, 

as the vapor flow velocities increases, interfacial shear becomes 

dominant. So, τIL≠ 0. 

 

2. Shear stress from the liquid to vapor ( ILτ ) is equal to shear stress from 

the vapor to liquid ( IVτ ) [Oh (2006)]. 

 

IL IV Iτ τ τ= =  (4.14)

( )2 / 2
I

V V L

f
u u

τ
ρ

=
−

 (4.15)

 

where f is the interfacial friction factor given by;  

0 exp( ) 1
f

f

bf
f b

=
−

 (4.16)
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0( / 2)f
V V

d
dzb

u fρ

Γ⎛ ⎞
⎜ ⎟
⎝ ⎠=  (4.17)

 

where d
dz
Γ  is called as condensation mass flux.  

0.25
0

0

0.079 Re Re 2300

16 / Re Re 2300
V V

V V

f

f

−= ≥

= <
 (4.18)

 

 

3. The interfacial shear stresses, IVτ  and ILτ  acting on the vapor and 

liquid are different due to the influence of mass transfer in 

condensation [Silver (1964), Wallis (1969) and Spalding (1963)]. 

 

IL IVτ τ≠  (4.19) 

0 e 1IV I a

aτ τ ′

′
=

−
 (4.20)

0
e

e 1

a

IL I a

aτ τ
′

′

′
=

−
 (4.21)

 

where 0Iτ  is the interfacial shear stress in the absence of phase 

change, given by;  

 

( )2
0

1
2I V V Lf u uτ ρ= −  (4.22) 

 

where Vu  and Lu  are the mean velocities of the vapor and liquid, 
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respectively. a′  is defined by  Wallis (1969) as; 

 

( )2 / 2V V L

d
dza

f u uρ

Γ⎛ ⎞
⎜ ⎟
⎝ ⎠′ =

−
 (4.23)

0 1 360
2

f f
R

δ⎛ ⎞= +⎜ ⎟
⎝ ⎠

 (4.24)

 

where f0 is given in Eq. (4.18).  
 

 

IVτ  and ILτ  values obtained from Eq. (4.20) and (4.21) are used in the 

present analysis. 

Pressure drop and fictious density 

The fictitious density is another unknown parameter. It can be determined 

by solving the governing equations in the vapor region. Since this method 

requires a large computation time, the following approaches are applied to 

calculate the pressure drop in liquid layer at any axial location: 

 

1. If only pressure gradient is assumed due to the vapor head [Oh 

(2005b)], then the fictitious density can be assumed as *
vρ ρ= , as in 

the solution of Nusselt. But, this is not a good approach if the vapor 

flow is highly turbulent and vapor interfacial shear is dominant.  

 

2. One can obtain pressure drop from the force balance at the vapor side 

assuming average velocities in the radial direction instead of radial 

velocity profile and then calculate the fictitious density by using single 

phase approaches [Munoz-Cobo (1996)]. 
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*

V L

dp dp g
dz dz

ρ⎛ ⎞ ⎛ ⎞= =⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠

 (4.25) 

              

So, the fictitious density, *ρ , can be obtained from the vapor side force 

balance. 

4.2.2 Vapor side 

The next step is to apply the conservation of momentum to the vapor 

volume element shown in Figure 4.3, lying radially 0< r < (R-δ), and axially 

between z and z+dz.  

 

Force balance at the volume element inside the vapor layer lying between 

z and z+dz;  

 

( ) [ ]

( ) ( )

1 1 2 1

2 2

( )V V V V V IV IV

V V V V V V V
V

A p A u u g A z dz A z A

pA p dz A u u u u dz
z z

ρ ρ τ

ρ ρ

+ + + − =

⎡ ⎤∂ ⎡ ∂ ⎤⎛ ⎞ ⎛ ⎞+ + + +⎜ ⎟ ⎜ ⎟⎢ ⎥ ⎢ ⎥∂ ∂⎝ ⎠ ⎝ ⎠⎣ ⎦⎣ ⎦

 (4.26)

 

where 

2 ( )IVA R dzπ δ= −  

2
1 2 ( )A A Rπ δ= = −  

 

Inserting above expressions into Eq. (4.26), it becomes: 

 

( )( ) 2 ( ) ( )V IV V V V
V

dp dR g R R u u
dz dz

δ ρ τ δ δ ρ⎛ ⎞ ⎛ ⎞− = + − + −⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠

 (4.27)

( )2
( )V IV V V V

V

dp dg u u
dz R dz

ρ τ ρ
δ

⎛ ⎞ ⎛ ⎞= − −⎜ ⎟ ⎜ ⎟−⎝ ⎠ ⎝ ⎠
 (4.28)
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Figure 4.3 Typical vapor volume element, used to apply the momentum 

conservation 
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By using the definition of fictitious density given at Eq. (4.25), Eq. (4.28) 

becomes; 

 

( )* 2 1
( )V IV V V V

d u u
R g g dz

ρ ρ τ ρ
δ

⎛ ⎞= − − ⎜ ⎟− ⎝ ⎠
 (4.29) 

 

For the ( )V V V
d u u
dz

ρ⎛ ⎞
⎜ ⎟
⎝ ⎠

 term, the following expression can be used: 

 

( )
( )2

V
V V V V V

dud R du u G u
dz dz dzR

ρ
δ

Γ
= −

−
 (4.30) 

 

Inserting above expression into Eq. (4.29), the fictitious density is 

obtained as; 

 

* 1 41 4V
V V H V IV

V H H

d uD du D G
g D D dz dz

ρ ρ τ
ρ

⎧ ⎫⎡ ⎤Γ⎪ ⎪= + − −⎨ ⎬⎢ ⎥
⎪ ⎪⎣ ⎦⎩ ⎭

 (4.31) 

 
where the hydraulic diameter ( HD ) and the mass flux ( VG ) of the vapor are 
defined as; 
 

2( )HD R δ= −  (4.31) 

V V VG uρ=  (4.31) 

4.2.3 Energy balance 

The heat transfer rate at the vapor and the film region is balanced at the 

interface as; 

 

( )fg L sat i
d h h T T
dz
Γ⎛ ⎞ = −⎜ ⎟

⎝ ⎠
 (4.32) 
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Heat flux at any axial location in the film region is given as;  

 

.( )L sat iq h T T′′= −  
(4.33) 

L
dTq k
dr

′′= −  (4.34)

 

Since the condensate film flow is assumed to be laminar, heat transfer is 

by conduction and the temperature profile in the film is similar to that in a hallow 

cylinder with surface temperatures ( , )sat iT T ;  

 

( )( ) ln
ln

sat i
i

T T rT r T
R R

R
δ

− ⎛ ⎞= +⎜ ⎟−⎛ ⎞ ⎝ ⎠
⎜ ⎟
⎝ ⎠

 (4.35) 

 

By using Eq. (4.33), (4.34) and (4.35) at radial point r R δ= − , the film 

(condensation) heat transfer coefficient can be obtained as; 

 

( ) ln

L
L

kh
RR

R
δ

δ

=
⎡ ⎤⎛ ⎞− ⎜ ⎟⎢ ⎥−⎝ ⎠⎣ ⎦

 (4.36) 

 

If Eq. (4.32) and (4.36) are combined, the rate of change of the liquid 

mass flow rate per unit radial length is obtained as; 

 

.( )

( ) ln

L sat i

fg

k T Td
dz Rh R

R
δ

δ

−Γ
=

⎡ ⎤⎛ ⎞− ⎜ ⎟⎢ ⎥−⎝ ⎠⎣ ⎦

 (4.37) 

 

The liquid film (condensation) Nusselt number can be defined as follow 

[Tanrıkut (1998)];  
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2 L
L

L

h RNu
k

=  (4.38) 

4.3 Solution procedure 

In order to obtain the local condensation heat transfer coefficient given in 

Eq. (4.36), it is necessary to determine the local values of five unknown 

parameters, namely, the liquid film thickness ( )δ , the condensate mass flow rate 

per unit length ( )Γ , the interfacial shears ( ),IL IVτ τ  and  the fictitious density 

( )*ρ , where these parameters are coupled with five equations given in Eqs. 

(4.12), (4.20), (4.21), (4.31) and (4.37). 

 

The flowchart of the calculation procedure is summarized as follows 

(Figure 4.4): 

 

1) Specify inlet conditions for vapor ( ,v vm p ) and the condenser wall 

temperature profile ( ( )iT z ) 

2) Start the iteration for the specified node by assuming a condensation mass 

flux, 
n

node

d
dz
Γ⎛ ⎞

⎜ ⎟
⎝ ⎠

, where n is the index number of iteration and node is the 

number that shows the axial point for which the calculations are performed. 

For initial guess of condensation mass flux at node=1 and n=1 

 
1

6

1

10d
dz

−Γ⎛ ⎞ =⎜ ⎟
⎝ ⎠

 

 

3) Calculate the film thickness ( )n
nodeδ  from Eq. (4.37). 
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4) Calculate the interfacial shears ( )( ) , ( )n n
IL node IV nodeτ τ  by using Eqs. (4.18), 

(4.24), (4.23), (4.22), (4.20) and (4.21). 

5) Calculate the fictitious density ( )( )* n

node
ρ  from Eq. (4.31) 

6) Calculate the condensate mass flow rate per unit length 1/ 2( )n
node

+Γ  from Eq. 

(4.12) 

7) Calculate the condensation mass flux ( )n
nodeΓ  from 

 

1

n
n
node node

node

dz
dz−

Γ⎛ ⎞Γ = Γ + Δ ⎜ ⎟
⎝ ⎠

 

 

8) Compare 1/ 2n
node

+Γ  and n
nodeΓ   

 
1/ 2

1/ 2

n n
node node

n
node

ε
+

+

Γ − Γ
≤

Γ
 

 

9) Go to next step if the convergence is satisfied. If not, go to Step 2  for the next 

iteration (n=n+1) 

10) Calculate the local condensation heat transfer coefficient and the local heat 

flux from Eqs. (4.36) and (4.33) respectively.  

11) Repeat this calculation procedure from Step 2 through 10 until last node 

calculation at z=L is performed.  

 

 For this calculation procedure, ε  is chosen as 10-5 and the condenser tube 

of which the axial length is about 1.5 m is divided into 50 nodes, which is enough 

for the numerical accuracy (see Appendix B for the verification of 50 nodes). 

 



 41

 
 

Figure 4.4 Flowchart of the calculation procedure 
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4.4 Results and discussions 

There are some experimental facilities related to in-tube condensation 

phenomena, where the test sections generally consist of a double-tube annulus. 

Steam flows and condenses downward inside the condenser tube while the 

cooling water flows upward in the annulus.  

 

In order to obtain the local heat transfer coefficient from the experiments, 

steam bulk temperature, local inner wall temperature, and the local heat flux must 

be known. The thermocouples for certain axial locations are embedded in the wall 

of the condenser tube to measure the local inner wall surface temperatures. Also, 

to obtain the local heat flux through the condensate film, an energy balance from 

the coolant side is used. Another set of thermocouples are mounted into the 

annulus to measure the coolant bulk temperature. 

 

The local inner wall surface temperature is measured directly and the local 

heat flux is obtained from the knowledge of the axial coolant temperature profile. 

From a steady state energy balance on the coolant; 

 

( ) ,
cwcw p cwq z dA m c dT′′ =  (4.39) 

 

or 

( ) cwcw p cw
m c dTq z

d dzπ
′′ =  (4.40) 

 

From steady state heat balance, the local condensate flow rate is obtained. 

The heat balance considering only the latent heat transfer is given as; 

 

cond fgdq dm h=  
(4.41) 

 
The local condensation heat transfer coefficient is obtained as; 
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( )( )
( )sat i

q zh z
T T

′′
=

−
 (4.42) 

 

The experimental values of local heat transfer coefficient and local 

condensate flow rate can be compared with the calculated results. Also, 

experimental values of local liquid film thickness and local liquid Reynolds 

number can be readily obtained from the local condensate flow rate for the same 

purpose. 

 

In order to compare the calculated results, there are three available 

experimental data bases; UCB [Kuhn (1994)], NASA [Goodykontz (1966)] and 

METU [Tanrıkut (1998)]. The parameters of these experimental setups are given 

in Table 4.1. 

 

The condensate film is reported to be laminar in UCB and METU 

experiments (no information is reported in NASA experiments). Therefore, in the 

condensation model developed at the present study, the condensate film is also 

assumed to be laminar.  

  

From each database, four runs, shown in Table 4.2, 4.3 and 4.4 are 

selected regarding different steam inlet conditions such as the inlet vapor 

Reynolds number, the pressure and the mass flow rate. 

 

During the simulation of all experiments, vapor inlet mass flow rates and 

inlet pressures are selected as tube inlet conditions. Besides this, the condenser 

tube wall temperature profiles obtained from the experimental databases are 

directly used as a boundary condition of the simulations. For example, the wall 

temperatures measured in the UCB experiments are given in Figure 4.5. 
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Table 4.1 Comparison of the parameters for the pure steam experiments 

 
 
 
 UCB 

[Kuhn (1994)] 

NASA 
[Goodykontz 

(1966)] 

METU 
[Tanrıkut 

(1998)] 

Condenser Tube:    

Inlet steam pressure (kPa) 116-501 112-385 183-545 

Inlet steam temperature (oC) 130-151 105- 143 152-168 

Inlet steam flow rate (kg/hr) 22-60 15-53 50-123 

Inlet Reynolds number 12600-36100 44300-89400 54700-93300 

Material SS. SS. SS. 

Length (m) 2.42 2.43 2.15 

Inner diameter (mm) 47.5 15.875 33.5 

Thickness (mm) 1.65 1.5875  4.55 

Coolant Side:    

Jacket inner diameter (mm) 73.7 50.8 81.2 

Flow rate (kg/hr) 600-1200 492-3483 795-814 

Temperature rise (oC) 20-40 5-20 22-35 

Inlet Reynolds Number    3000-6500 2000-27000 2000-2200 
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Table 4.2 Simulated runs and conditions at the tube inlet for UCB tests 

 

Run  # Rev vm  (kg/s) pv (bar) Tin (oC) Tsat (oC) 

6.1-2 12614 0.00613889 2.155 130.2 122.6 

1.4-1 18083 0.00833333 1.106 126.2 102.5 

1.2-4R1 26007 0.01338889 4.093 148.1 144.5 

1.1-1 36143 0.01672222 1.161 138.8 103.9 

 

 

 

Table 4.3 Simulated runs and conditions at the tube inlet for NASA tests 

 

Run  # Rev vm  (kg/s) pv (bar) Tin (oC) Tsat (oC) 

6 44322 0.00743387 3.075 136.02 134.44 

14 52132 0.00856786 2.434 127.78 126.67 

10 71430 0.01222179 3.847 143.33 142.22 

4 89419 0.01474175 2.523 128.10 127.78 

 

 

 

Table 4.4 Simulated runs and conditions at the tube inlet for METU tests 

 

Run  # Rev vm  (kg/s) pv (bar) Tin (oC) Tsat (oC) 

1.3.1 66875 0.02314 3.03 157.0 133.9 

1.4.1 76645 0.02721 3.96 162.7 143.3 

1.5.1 85675 0.03101 4.84 165.5 150.6 

1.6.1 93365 0.03419 5.45 167.5 155.2 
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Figure 4.5  Condenser wall temperatures measured in UCB experiments 
 

 

The liquid film thicknesses, local condensation heat transfer coefficients 

(HTC) and the local heat fluxes calculated from the present analytical model (SK-

model) are compared with the UCB experimental results based on runs in Table 

4.2. Also, the calculations for another analytical model, named OH-model given 

in Appendix B [Oh (2005b)] are performed for the same runs. The comparisons of 

SK and OH-models with the experimental results are shown in Figure 4.6 through 

4.17.   

 

Figures 4.6, 4.7, 4.8 and 4.9 show the variations of the condensate liquid 

film thicknesses respectively for each case. One can see that the liquid film 

thickness increases rather steep at the condenser tube inlet. As the steam 

condenses, the liquid film becomes thicker and so that the thermal resistance 

increases, leading to slow down of the condensation rate. SK-model model 

predicts the general trend of experimental data reasonably well while OH-model 

predicts a thinner film thickness by about less than 15% difference compared to 

the experimental data.  
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 Figure 4.6  Liquid film 
thickness comparison for UCB 
Run 6.1-2 

  Figure 4.7 Liquid film thickness 
comparison for UCB Run 1.4-1 
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 Figure 4.8  Liquid film 
thickness comparison for UCB 
Run 1.2-4R1 

  Figure 4.9 Liquid film thickness 
comparison for UCB Run 1.1-1 
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In Figures 4.10, 4.11, 4.12, 4.13, the calculated and experimental local 

heat transfer coefficients are presented for each case.  The heat transfer 

coefficients obtained from SK-model are in agreement with the experimental 

data. However, OH-model overestimates the local heat transfer coefficients by 

about less than 20% difference compared to the experimental data for all cases. 

The calculated local heat transfer coefficient is inversely proportional to the liquid 

film thickness. SK-model calculates the temperature profile at the liquid layer in 

radial direction and obtains the local heat transfer coefficients from Eq. (4.36) 

while the temperature distribution in OH-model is calculated in cartesian 

geometry and it uses Eq. A.14 to determine the heat transfer coefficients. 

Therefore, one can say that among these two models, the main reason of the 

difference in the heat transfer coefficient is undertaken by the error of the 

calculated liquid film thickness itself and temperature profiles assumed in the 

liquid layer. 

 
In order to obtain the calculated heat flux values, calculated local heat 

transfer coefficients and the experimental wall temperatures (Figure 4.5) are used 

in the following equation: 

 

( ) ( ) ( ( ))calc calc sat i expq z h z T T z′′ ⎡ ⎤= −⎣ ⎦  (4.43) 
 

It is also noted that the experimental local heat fluxes are obtained from 

the temperature measurements in the jacket side given in Eq. (4.40). So, in 

Figures 4.14, 4.15, 4.16, 4.17, the calculated and experimental local heat fluxes 

are compared for each case. SK-model predicts the general trend of experimental 

data reasonably well while OH model overestimates the heat fluxes compared to 

the experimental data for all cases.  
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 Figure 4.10 Comparison of 
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  Figure 4.11  Comparison of 
condensation HTC  for UCB    
Run 1.4-1 
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 Figure 4.14 Calculated and 
experimental heat fluxes for 
UCB Run 6.1-2 

  Figure 4.15 Calculated and 
experimental heat fluxes for UCB 
Run 1.4-1 
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 Figure 4.16 Calculated and 
experimental heat fluxes for 
UCB Run 1.2-4R1 

  Figure 4.17 Calculated and 
experimental heat fluxes for UCB 
Run 1.1-1 
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The predictions of SK-model are found in favorable agreement over the 

whole range of UCB experimental results. Although results of OH-model are 

satisfactory and this model also predicts the general trends, the results of this 

model are not as accurate as SK-model due to its inherent deficiencies as 

mentioned before.  

 

Similar comparisons are performed for the NASA experiments. Since 

there is only experimental information about the local condensation heat transfer 

coefficients, the results of analytical SK and OH-models for heat transfer 

coefficients are compared with the experimental data from Figures 4.18 to 4.21. 

The figures show that both models achieve good agreement with experimental 

data within ±25% deviation, except at the inlet of the tube. This difference may 

arise from the high inlet steam Reynolds numbers that does not allow film-wise 

liquid layer formation at the inlet of tube. This situation may sweep the 

condensate liquid particles from the tube surface and inhibits the liquid film 

formation at the entrance of the condenser tube. Since both analytical models 

disregard the misty flow, the analytical results are very poor at the tube inlet.  

 

Finally, the analytical models are compared with METU experimental 

results for the liquid film Reynolds numbers and the condensate heat fluxes given 

in figures from 4.22 to 4.29. SK-model predicts the liquid film Reynolds numbers 

within ±30% deviation whereas OH-model significantly underestimates the liquid 

film Reynolds numbers (Figures 4.22, 4.23, 4.24 and 4.25).  In the case of heat 

flux comparisons (Figures 4.26, 4.27, 4.28 and 4.29), SK and OH models 

underestimate the experimental data within ±40% deviation. In METU 

experiments, it is reported that the maximum uncertainty associated with the heat 

flux is ±11% [Tanrıkut (1998)]. 
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 Figure 4.18  Comparison of 
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  Figure 4.19 Comparison of 
condensation HTC  for NASA 
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  Figure 4.21 Comparison of 
condensation HTC  for NASA  
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 Figure 4.22  Liquid film 
Reynolds number comparison 
for METU Run 1.3.1 

  Figure 4.23 Liquid film Reynolds 
number comparison for METU 
Run 1.4.1 
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 Figure 4.24  Liquid film 
Reynolds number comparison 
for METU Run 1.5.1 

  Figure 4.25 Liquid film Reynolds 
number comparison for METU 
Run 1.6.1 
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 Figure 4.26 Comparison of heat 
fluxes for METU Run 1.3.1 

  Figure 4.27 Comparison of heat 
fluxes for METU Run 1.4.1 
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 Figure 4.28 Comparison of heat 
fluxes for METU Run 1.5.1 

  Figure 4.29 Comparison of heat 
fluxes for METU Run 1.6.1 
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CHAPTER 5 

5. HEAT TRANSFER IN THE ANNULAR FLOW  

Turbulent flow and heat transfer in concentric annular channels have been 

studied extensively because of its many applications in engineering equipment. 

The primary practical interest in turbulent flow in a concentric circular annulus is 

in connection with convective heat transfer in the outer passage of a double pipe 

heat exchanger. Because of the non-linear radial variation of the total shear stress 

within the fluid, the analysis of flow in an annulus is considerably more complex 

than in a round tube or parallel-plate channel in the laminar as well as in the 

turbulent regime. As the aspect ratio (inner diameter/outer diameter) increases 

toward unity, the velocity distribution and the friction factor approach to those for 

a parallel-plate channel in turbulent as well as in laminar flow. As the aspect ratio 

decreases toward zero, the velocity distribution approaches to that for a round 

tube but never quite attains it, because the velocity remains zero and the velocity 

gradient is finite at the inner wall. 

 

As a consequence of its relative complexity, the behavior of both flow and 

convective heat transfer in an annulus in the fully developed turbulent regime 

should be characterized and generalized theoretically. The objective of this 

chapter is to improve a model in a quantitative sense by a combination of 

theoretical and correlative methodologies. The specific plan is; first to derive the 

correlating equations for the turbulent shear stress distribution, second to utilize 

such expressions to calculate the total shear stress distribution, as well as to obtain 

correlating equations for the time-average product of fluctuating velocity 
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components in radial and axial directions,  third to utilize these values to predict  

the velocity profile, fourth to utilize these predictive and correlative expressions 

to determine the heat flux distribution in the annulus. This mission is finally 

accomplished with the calculation of turbulent thermal conductivity and the 

temperature distribution in the annular channel. 

5.1 Formulation 

In this section, a system in which a Newtonian fluid flows with steady 

motion in an annular pipe is considered (Figure 5.1). It is analogous to the cooling 

water flow inside the jacket tube for the conjugate condensation heat transfer 

problem. The fluid temperature, mass flow rate and the pressure at the inlet of the 

annular pipe are known. A spatially non-uniform heat flux ( ( )q z′′ ) which is 

distributed along the outer surface of the condenser tube wall is removed by the 

coolant passing through the annulus. During the solution of the heat transfer 

problem inside the annular tube, the following conditions and assumptions are 

considered:  

 

a) The flow inside the annular tube is steady and potential flow.  

b) Hydrodynamic fully developed flow is established for coolant entering the 

annulus.  

c) The coolant flow might be laminar or turbulent.  

d) The jacket tube wall is thermally insulated.  

e) Heat is only transferred from the condensate to the coolant inside the 

annulus through the condenser tube wall. Therefore, the heat flux ( ( )q z′′ ) 

at the outer surface of the condenser tube (i.e. at the inner wall of the 

annulus) is a function of axial location only. 

f) Cross sectional areas of the condenser and jacket tubes are uniform and 

constant. 
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Figure 5.1 The annular flow and heat transfer inside the jacket tube 
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Figure 5.1 is a schematic representation of the considered annular pipe 

flow and heat transfer. The governing differential equation for the temperature 

field of the annular pipe flow can be expressed as: 

 

1
p z eff

T Tc u r k
z r r r

ρ ∂ ∂ ∂⎛ ⎞= ⎜ ⎟∂ ∂ ∂⎝ ⎠
 (5.1) 

 

The appropriate boundary conditions are as follows: 

 

•  ( , ) inT r z T=               at      z 0=   

• 0
owr R

T
r =

∂⎛ ⎞ =⎜ ⎟∂⎝ ⎠
           at    owRr =    (0 )z L≤ ≤  (L is the tube length.) 

• ( )
iw

eff
r R

Tq z k
r =

∂⎛ ⎞′′ = −⎜ ⎟∂⎝ ⎠
   at     iwRr =    (0 )z L≤ ≤  

 

where  effk  is the effective thermal conductivity given as; 

, for laminar flow (thermal conductivity
, for turbulent flow

( ) ( ))
( ) ( )eff

tur

k r k T
k

k r k r
⎧

= ⎨ +⎩
 

 

For turbulent flow, Eq. (5.1) has three unknowns, namely, uz, ktur and T. 

The fluid properties ( , ,pc kρ ) can be calculated from the polynomials given in 

Appendix C. 

 

If the flow is laminar, number of unknowns drops to two since ktur is equal 

to zero. In this case, one can solve Eq. (5.1) and obtain the temperature 

distribution if the velocity profile, ( )zu r , is known. So, for the fully developed 

laminar flow in an annular passage, the velocity profile is specified using the 

analytical expression obtained by Kays (1993): 
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2
2 1 ln

m ow ow

u R RB
u M R R

⎡ ⎤⎛ ⎞
⎢ ⎥= − +⎜ ⎟
⎢ ⎥⎝ ⎠⎣ ⎦

 (5.2) 

 

where mu  is the mean velocity and 

2

1

ln

iw

ow

iw

ow

R
R

B R
R

⎛ ⎞
−⎜ ⎟

⎝ ⎠=  

2

1 iw

ow

RM B
R

⎛ ⎞
= + −⎜ ⎟

⎝ ⎠
 

 

For the fully developed turbulent case, velocity profile is calculated in 

Section 5.2. The calculation of turbulent viscosities (eddy diffusivities) and  ktur are 

performed in Section 5.3.  

 

Finally, in Section 5.3, the solution methodology of the energy equation, 

Eq (5.1), is presented for the annular passages where the inner surface is heated 

and the outer surface is insulated. Also, the predicted results are compared to some 

experimental results.  

5.2 Velocity profile for the turbulent flow in an annulus 

The axial velocity profile, ( )zu r , of the turbulent flow in the cylindrical 

geometry  can be written from the definition of total shear stress as; 

 
z

r z
du u u
dr

τ μ ρ ′ ′= −  (5.3) 

 
where r zu u′ ′  is the time-average product of fluctuating velocity components in 

radial and axial directions. Eq. (5.3) may be re-expressed in a dimensionless form 

which is proposed by Churchill (1995); 
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( )r z
w

du u u
dy

τ
τ

+ +

+
′ ′= +  (5.4a) 

 

where 

 

( )r z r z wu u u uρ τ
+

′ ′ ′ ′= −   

( )1/ 2
z wu u ρ τ+ =   

( )1/ 2
wy y ρτ μ+ =  (5.4b) 

iwy r R= −   

( )1/ 2
wr r ρτ μ+ =   

( )1/ 2
wR R ρτ μ+ =   

 

If one can calculate ( )r zu u
+

′ ′  and wτ τ  precisely in a circular annulus, the 

dimensionless velocity profile, u+ , for fully developed turbulent flow can be 

obtained by stepwise integration of Eq. (5.4a). 

5.2.1 Shear stress distribution 

In order to find the distribution of shear stress, ( )rτ , the force balance for 

the cylindrical control element shown in Figure 5.2 can be given as: 

 

[ ](2 ) (2 ) (2 ) (2 )

(2 )

prdz p dz rdr rdz rdz dr
z r

p rdr

τ π π τ π τ π

π

⎧ ∂ ⎫ ∂⎛ ⎞ ⎧ ⎫+ + = +⎨ ⎬ ⎨ ⎬⎜ ⎟∂ ∂⎝ ⎠ ⎩ ⎭⎩ ⎭
+

 (5.5) 
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Figure 5.2 Schematic representation of velocity, turbulent shear stress, total 

shear stress and the force balance in an annulus 
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Rearranging Eq. (5.5), it becomes  

 

( ) pr r
r z

τ∂ ∂
=

∂ ∂
 (5.6) 

 

The annulus is divided into two regions as inner region, ( )0iwR r R≤ ≤ , 

and outer region, ( )0 owR r R≤ ≤ , where R0 is the location of zero in the total shear 

stress. The shear stresses can be calculated for both regions as follows: 

 

Inner Region (i) 

Integrating Eq. (5.6) to obtain; 

 

( )

( ) ( )

0

2 2

,

1
2

iw

r

i iw
R

i iw

pr rdr R r R
z

pr r R C
z

τ

τ

∂⎛ ⎞= ≤ ≤⎜ ⎟∂⎝ ⎠

∂⎛ ⎞⇒ = − +⎜ ⎟∂⎝ ⎠

∫
 

 

 

where C is the integration constant and it can be obtained from the boundary 

condition at, 

 

( )2 2
0 0

10
2i iw

pr R C R R
z

τ ∂⎛ ⎞= ⇒ = ⇒ = − −⎜ ⎟∂⎝ ⎠
  

 

and hence 

 

( )2 2
0

1( )
2i

pr r R
r z

τ ∂⎛ ⎞= −⎜ ⎟∂⎝ ⎠
 (5.7)
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Shear stress at the inner surface ( )iwr R= ; 

 

( )2 2
0

1
2iw iw

iw

p R R
R z

τ ∂⎛ ⎞= −⎜ ⎟∂⎝ ⎠
 (5.8)

 

Dividing Eq. (5.7) by (5.8), the following equation is obtained: 

 

( )
( )

2 2
0

2 2
0

iw

w iwi

r RR
r R R

τ
τ

−⎛ ⎞
=⎜ ⎟

−⎝ ⎠
 

(5.9)

 

Outer Region (o) 

By the same way, Eq. (5.6) can be written for the outer region as; 

 

( )

( ) ( )

0

2 2

,

1
2

owR

o ow
r

o ow

pr rdr R r R
z

pr R r C
z

τ

τ

∂⎛ ⎞= ≤ ≤⎜ ⎟∂⎝ ⎠
∂⎛ ⎞⇒ = − +⎜ ⎟∂⎝ ⎠

∫
 

 

 

 

Using the boundary condition at 

 

( )2 2
0 0

10
2o ow

pr R C R R
z

τ ∂⎛ ⎞= ⇒ = ⇒ = − −⎜ ⎟∂⎝ ⎠
  

 

and hence 

 

 ( )2 2
0

1( )
2o

pr R r
r z

τ ∂⎛ ⎞= −⎜ ⎟∂⎝ ⎠
 (5.10)

 

Shear stress at the outer surface ( )owr R= ; 
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( )2 2
0

1
2ow ow

ow

p R R
R z

τ ∂⎛ ⎞= −⎜ ⎟∂⎝ ⎠
 (5.11) 

 

Dividing Eq. (5.10) by (5.11), the following equation is obtained: 

 

( )
( )

2 2
0

2 2
0

ow

w owo

r RR
r R R

τ
τ

−⎛ ⎞
=⎜ ⎟

−⎝ ⎠
 

(5.12)

 

And finally, the surface shear stress ratio,τ ∗ , is defined by using Eq.(5.9) and 

(5.12); 

 

( )
( )

2 2
0

2 2
0

iwiw ow

ow iw ow

R RR
R R R

ττ
τ

∗
−

= =
−

 (5.13)

 

Rehme (1974) correlated his own experimental data for the location of 

zero in the total shear stress (R0) for the turbulent flow in an annulus with the 

following empirical expression; 

 
0.386

0

0

iw iw

ow ow

R R R
R R R

⎛ ⎞−
=⎜ ⎟− ⎝ ⎠

 (5.14)

 

Kays (1963) similarly correlated the experimental data of various 

investigations for the location of the maximum in the velocity distribution (Rmax) 

in an annulus for the turbulent regime with the following empirical expression; 

 
0.343

max

max

iw iw

ow ow

R R R
R R R

⎛ ⎞−
=⎜ ⎟− ⎝ ⎠

 (5.15)
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These two empirical expressions which are independent of the flow rate 

and fluid properties can be used to find the radial locations where the shear stress 

is zero and the axial velocity is maximum. 

 

One can easily obtain the surface shear stress ratio,τ ∗ , by using Eq. (5.13) 

and (5.14). But in order to find the shear stress distribution, the definition of mean 

friction factor can be used; 

 

2

2 wm
wm

m

f
u

τ
ρ

=  (5.16)

 

Kaneda (2003) proposed an expression for wmτ as the weighted mean of the 

shear stresses at both inner and outer surfaces of the annulus: 

 

( )
iw iw ow ow

wm
iw ow

R R
R R
τ ττ +

=
+

 (5.17)

 

Kaneda (2003) also proposed a mean friction factor ( )wmf correlation as; 

 

( ) ( )
( )

1/ 2 1/ 2
1/ 2

1 2752 3.2 ln Re 8
0.436 Re 8wm wm

wm

f f
f

⎡ ⎤= + −⎣ ⎦  (5.18)

 

where Reynolds number for an annular flow (Re) is defined as;  

 

2 ( )Re ow iw mR R uρ
μ
−

=  (5.19)

 

iwτ  and owτ  can be obtained by using Eqs. (5.13) and (5.17);  
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( ) ( )
( ) ( ){ }

2 2 2 2
0 0

2 2 2 2
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iw owiw ow
iw wm

iw iw ow

R R R RR R
R R R R R

τ τ
⎡ ⎤− −+ ⎢ ⎥=
⎢ ⎥+ − −⎣ ⎦

 (5.20)

 

( ) ( )
( ) ( ){ }

2 2 2 2
0 0

2 2 2 2
0 01

ow iwiw ow
ow wm

ow ow iw

R R R RR R
R R R R R

τ τ
⎡ ⎤− −+ ⎢ ⎥=
⎢ ⎥+ − −⎣ ⎦

 (5.21)

 

 By using Eqs. (5.18), (5.19) and (5.16), the weighted mean of the shear 

stresses ( )wmτ  can be calculated. Then, shear stress distribution in the annulus can 

be obtained from Eq. (5.9) and (5.20) for inner region and Eq. (5.12) and (5.21) 

for outer region.  

5.2.2 Fluctuating velocity distribution 

Churchill (1995) developed an equation of the non-dimensional time-

average product of fluctuating velocity components in radial and axial directions 

( )r zu u
+

′ ′  for a round tube and for a parallel plate channel. This equation was 

adopted by Kaneda (2003) for annuli, defining two regions inside the annulus as 

inner region max( )iwR r R≤ ≤  and outer region max( )owR r R≤ ≤ , where maxR  is 

given in Eq. (5.15). Both of these adopted equations have the following form: 

 

( ) ( ) ( )
0

n n n

r z r z r zu u u u u u
+ + +

∞

⎡ ⎤ ⎡ ⎤ ⎡ ⎤′ ′ ′ ′ ′ ′= +⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦ ⎣ ⎦
 (5.22) 

 

with a combining exponent n of -8/7. In this correlative model, it is assumed that 

flow regime in radial direction is divided into two sections shown with the 

subscript 0 and ∞.  ( )
0r zu u
+

′ ′  denotes the dimensionless velocity profile for the 

sublayer near the inner and outer surfaces while  ( )r zu u
+

∞
′ ′  denotes the 
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dimensionless velocity profile for the fully turbulent region from the sublayers 

near the surfaces to the point of maximum velocity.  

 

The following asymptotic expression for small values of y+ is presumed to 

be applicable for all shear flows for both the inner region max( )iwR r R≤ ≤  and 

outer region max( )owR r R≤ ≤ of an annulus [Kaneda (2003)]: 

 

( )
3

0
0.7

10r z
w

yu u τ
τ

++ ⎛ ⎞⎛ ⎞
′ ′ = ⎜ ⎟⎜ ⎟

⎝ ⎠ ⎝ ⎠
 

(5.23)

 

( ) 21 1 1r z
w

y B B C yu u
R y R B R

τ
τ

+ ++

+ + + +∞

⎡ ⎤⎧ ⎫⎛ ⎞ ⎛ ⎞ ⎛ ⎞⎪ ⎪⎛ ⎞′ ′ = − − + + +⎢ ⎥⎨ ⎬⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎜ ⎟
⎝ ⎠⎪ ⎪⎢ ⎥⎝ ⎠ ⎝ ⎠⎝ ⎠ ⎩ ⎭⎣ ⎦

 
(5.24)

 

For the arbitrary constants B and C, Zagarola (1996) suggested the values 

2.294 and 6.824, respectively for round tubes. Kaneda (2003) claims that these 

constants are also applicable to the annular passages. 

 

When Eqs. (5.23) and (5.24) are written for the inner region of annulus 

max( )iwR r R≤ ≤ , the dimensionless distance from the wall, y+ is replaced by 

iwr R+ +− , the radius  R+ by max iwR R+ +− , the shear stress at the wall, wτ  by  iwτ  and 

the shear stress ratio wτ τ  by iwτ τ given in Eq. (5.9). Then, these two equations 

become; 

 

( ) ( )
( )

0.8 2 2
0

2 20
0

0.7
10

iw iw
r z

iw

R rr R Ru u
r R R

+ ++ −⎛ ⎞−′ ′ = ⎜ ⎟
−⎝ ⎠

 
(5.25)



 68

( ) ( )
( )

2 2
0 max
2 2

max0

max max

21 1

iw
r z

iwiw

iw

iw iw iw

R rR R ru u
r R RR R

r RB B C
r R R R B R R

+

∞

+ + + +
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⎡ ⎤⎧ ⎫⎛ ⎞−⎪ ⎪⎛ ⎞× + + +⎢ ⎥⎨ ⎬⎜ ⎟⎜ ⎟− − −⎝ ⎠⎪ ⎪⎢ ⎥⎝ ⎠⎩ ⎭⎣ ⎦
 

 

(5.26)

 

Here; ( )
0r zu u
+

′ ′ , ( )r zu u
+

∞
′ ′ , r+ , iwR+  and maxR+  are normalized with respect to 

iwτ  (Eq. (5.4b)). For the outer region max( )owR r R≤ ≤ , Eqs. (5.23) and (5.24) are 

directly applicable in terms of w owτ τ τ τ= , i.e.,  ( )
0r zu u
+

′ ′ , ( )r zu u
+

∞
′ ′ , 

owy R r+ + += −  and maxowR R R+ + += −  are all normalized in terms of owτ . If Eq. (5.23) 

is written by using Eq. (5.4b), ( )
0r zu u
+

′ ′  for the outer region becomes; 

 

( ) ( ) ( )
31/ 2

0 0
0

10.7
10

ow
r z r z ow

w

u u u u y
ρτ τρ τ

μ τ
+ ⎛ ⎞ ⎛ ⎞

′ ′ ′ ′=− = ⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎝ ⎠⎝ ⎠
 (5.27)

 

 It is noted that the fluctuating velocity is normalized in terms of owτ . In 

order to be compatible numerically with the values of ( )
0r zu u
+

′ ′ for the inner 

region, it is convenient to renormalize the equation in terms of iwτ . If Eq. (5.27) is 

rewritten, ( )
0r zu u
+

′ ′  for the outer region becomes; 

 

( ) ( ) ( )
3 3/ 21/ 2

0 0

10.7
10

iw ow
r z r z iw

w iwi

u u u u y
ρτ ττρ τ

μ τ τ
+ ⎛ ⎞ ⎛ ⎞ ⎛ ⎞

′ ′ ′ ′=− = ⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎝ ⎠ ⎝ ⎠⎝ ⎠
 (5.28)
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3 3/ 2

*0

10.7
10r z

w i

yu u τ
τ τ

++ ⎛ ⎞⎛ ⎞ ⎛ ⎞′ ′ = ⎜ ⎟⎜ ⎟ ⎜ ⎟
⎝ ⎠⎝ ⎠ ⎝ ⎠

 (5.29)
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Using Eqs. (5.9) and (5.13), Eq. (5.29) becomes; 

 

( )
3/ 2 3/ 23 2 2 2 2 2

0
2 2 2 2 20

0

0.7
10

ow iw ow iw ow
r z

ow iw ow iw

R r R R r R R Ru u
r R R R R R

+ ++ ⎛ ⎞⎛ ⎞ ⎛ ⎞⎛ ⎞− − −⎛ ⎞′ ′ = ⎜ ⎟⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟ − −⎝ ⎠⎝ ⎠ ⎝ ⎠⎝ ⎠ ⎝ ⎠
 

(5.30)

 

By the same way, if Eq. (5.24) is rewritten by inserting Eqs.(5.13) and 

(5.9), ( )r zu u
+

∞
′ ′  for the outer region becomes; 
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(5.31)

 

For the inner region max( )r R≤ , a different value of C used in Eq.(5.26), 

designated as C′  is proposed by Kaneda (2003) in order to force the expression 

for the velocity distribution in the inner region and outer region to match at the 

point maxr R= .  Hence, C′ is evaluated as; 
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(5.32)

 
where the constant A is taken as 6.18. 
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5.2.3 Numerical evaluation 

Since non-dimensional time-average product of fluctuating velocity 

components in radial and axial directions ( )r zu u
+

′ ′  is the most important variable 

to obtain the solution of the velocity profile in the annulus, it is necessary to 

present the variation of this quantity.  As an illustration of this behavior, 

computed values of ( )r zu u
+

′ ′  from Eq. (5.22) are plotted in Figure 5.3 for four 

different values of aspect ratio ( iw owR R ) and for three different values of 

ow iwR R+ +− . At both surfaces of the annulus, the absolute value of ( )r zu u
+

′ ′  increases 

rapidly, whereas it shows almost linear variation across the central part of the 

annulus. 

 

Since ( )r zu u
+

′ ′  and wτ τ  are calculated readily in a circular annulus, the 

non-dimensional velocity profile,u+  can be obtained by a stepwise integration of 

Eq. (5.4a);   

 

( )
0

y

r z
w

u u u dyτ
τ

+

++ +⎡ ⎤⎛ ⎞
′ ′= −⎢ ⎥⎜ ⎟

⎝ ⎠⎣ ⎦
∫  (5.33)

 

For an annulus, non-dimensional mean velocity, mu+ , is defined as; 
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∫
 (5.34)
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For illustrative purposes, values of / mu u  computed from the Eqs. (5.33) 

and (5.34) for u+ and mu+ , respectively, are plotted versus the non-dimensional 

radial location ( )( ) ( )iw ow iwr R R R− − across the annulus in Figure 5.4  for three 

different values of aspect ratio ( )iw owR R  and for three different values of 

ow iwR R+ +− .  For a particular value of ow iwR R+ +− , as iw owR R decreases from unity to  

zero,  the maximum value of the ratio / mu u  moves from mid-point of the annulus 

to the inner surface. This result confirms that as 1iw owR R → , the velocity 

distribution approaches to that for a parallel-plate channel while the velocity 

distribution approaches to that for a round tube as the aspect ratio decreases 

toward zero. For a constant value of iw owR R , as ow iwR R+ +− , increases,  the 

maximum value of the ratio / mu u  decreases and / mu u  becomes flatter. This 

result confirms that as ow iwR R+ +−   increases, the effect of turbulence in the flow 

channel increases.  

 

In order to verify this annular flow model, it has to be compared to some 

experimental data for the developed turbulent annular flows. Figure 5.5 shows the 

calculated fully developed velocity profile and the experimental results obtained 

from the Kuzay (1973) data for an annulus of aspect ratio 0.556. Another 

comparison is shown in Figure 5.6 for an annulus of aspect ratio 0.25 where the 

experimental data from Ball (1972) are used.  

 

On the basis of comparisons with the experimental data, the computed 

values are seen to be in reasonable agreement for the turbulent annular flow.   
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Figure 5.4 Predicted velocity profiles for different flow and aspect ratios. 
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Figure 5.5  Measured and calculated velocity profiles [Kuzay (1973)]  
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Figure 5.6  Measured and calculated velocity profiles [Ball (1972)]  
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5.3 Temperature profile in an annular flow 

For steady, axisymetric, fully developed two dimensional flow in a pipe or 

in a concentric annulus, the energy equation is written as; 

 

1
p z eff

T Tc u r k
z r r r

ρ ∂ ∂ ∂⎛ ⎞= ⎜ ⎟∂ ∂ ∂⎝ ⎠
 (5.35)

 

Eq. (5.35) can be solved for the appropriate thermal boundary conditions 

given in Section 5.1 in case of known velocity profile and the effective thermal 

conductivity, effk  as well. The velocity profiles are given in Eq.(5.2) for laminar 

flow and in Section 5.2 for the turbulent flow respectively. If the flow is laminar, 

effk is directly equal to thermal conductivity (k(T)) of the coolant.  But if the flow 

is turbulent, turk should be taken into account. From the definition of effective 

thermal conductivity, effk  can be written as follow: 

 
1 Pr Pr

1 1

Pr1
Pr

tur

ptur tur tur
eff tur

p tur

tur

tur

ck kk k k k k
k c k

k

μ μ
μ μ

μ
μ

⎡ ⎤
⎢ ⎥⎛ ⎞ ⎛ ⎞ ⎛ ⎞⎡ ⎤ ⎢ ⎥= + = + = + ⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎢ ⎥ ⎜ ⎟⎢ ⎥⎣ ⎦ ⎝ ⎠⎝ ⎠⎝ ⎠⎢ ⎥
⎣ ⎦

⎡ ⎤⎛ ⎞ ⎛ ⎞
= +⎢ ⎥⎜ ⎟ ⎜ ⎟

⎝ ⎠⎝ ⎠⎣ ⎦

 (5.36)

 

Many empirical and semi-theoretical correlating equations are proposed in 

the literature for the turbulent Prandtl number (Pr )tur . In this study, the following 

numerically modified empirical equation of Jischa (1979) is used: 

 

0.015Pr 0.85 ,Pr 0.7
Prtur = + ≥  (5.37)

 

The eddy viscosity for the turbulent flow is defined as; 
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r z
tur

u u
du dr
ρμ

′ ′−
=  (5.38)

 

From Figure 5.2, the eddy viscosity is positive for maxr R≥ , infinite for 

maxr R= , negative for 0 maxR r R≤ ≤ , zero for 0r R=  and positive again for r  

smaller than 0R . Due to infinite and negative values of eddy viscosity, turμ  given 

in Eq. (5.38) is not applicable for an annulus. Yu (2005a, 2005b, 2005c) suggested 

an equation for the annular heat transfer to avoid the singularity and the negative 

values as follows: 

 

( )
( )

r ztur

w r z

u u

u u

μ
μ τ τ

+

+

⎛ ⎞′ ′⎜ ⎟= ⎜ ⎟⎜ ⎟′ ′−⎝ ⎠

 (5.39)

5.3.1 Heat transfer model 

In a concentric annulus, the inner surface is assumed to be heated and the 

outer surface is insulated. The heat transfer analysis can be carried out by a 

thermal energy balance.  The thermal energy balance for the cylindrical control 

volume in Figure 5.7 can be given as; 

 

[ ](2 ) (2 ) (2 ) (2 )

(2 ) (2 )

r p r r

p p

q rdz c uT rdr q rdz q rdz dr
r

c uT rdr c uT rdr dz
z

π ρ π π π

ρ π ρ π

∂⎡ ⎤′′ ′′ ′′+ = +⎢ ⎥∂⎣ ⎦
∂⎡ ⎤⎡ ⎤+ + ⎣ ⎦⎢ ⎥∂⎣ ⎦

 (5.40)

 

where rq′′  is the heat flux in the radial direction. From Eq. (5.40);  

 

( )r p
Tq r c u r

r z
ρ∂ ∂′′− =

∂ ∂
 (5.41)
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Figure 5.7 Schematic representation of  thermal energy balance in the annulus 

 

Integrating Eq. (5.41); 

 

( )
owR

r p
r

Tq r c u rdr C
z

ρ ∂⎛ ⎞′′ = − +⎜ ⎟∂⎝ ⎠∫  (5.42)

 

where C is the integration constant  and C=0 since  0q′′ =  at 0wr R= . 

 

It is assumed that there exists constant heat flux at the inner wall and 

constant heat transfer coefficient between z and z+dz. The temperature gradients 

in axial direction can be shown that 
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m iwT T T
z z z

∂ ∂ ∂
= =
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 (5.43)

By using Eq. (5.43), Eq. (5.42) can be rewritten as; 

1 owR

r p
r

Tq c u rdr
z r

ρ∂⎛ ⎞′′ = −⎜ ⎟∂⎝ ⎠ ∫  (5.44)

 

If Eq.(5.44) is rewritten for the inner surface with known uniform and 

constant heat flux, iwq′′ ,  between z and z+dz 

 

1 ow

iw

R
iw

iw p
iw R

Tq c u rdr
z R

ρ
⎡ ⎤∂⎛ ⎞′′ = − ⎢ ⎥⎜ ⎟∂⎝ ⎠ ⎢ ⎥⎣ ⎦

∫  (5.45)

 

Dividing Eq. (5.44) with Eq. (5.45), one can obtain the heat flux ratios as; 
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R
iw
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q r
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ρ

ρ

⎡ ⎤
⎢ ⎥

′′ ⎢ ⎥= ⎢ ⎥′′
⎢ ⎥
⎢ ⎥⎣ ⎦

∫

∫
 (5.46)

 

After determination of heat flux distribution along the radial direction, the 

temperature profile at any axial point, z, can be derived from the basic heat 

conduction equation: 

 

 z
r eff

Tq k
r

∂′′ = −
∂

 (5.47)

 

It should be noted that there is only conduction heat transfer in radial 

direction since advection can be disregarded in radial direction. Radial 

temperature distribution at point z ( ( ))zT r  can be obtained by integrating 

Eq.(5.47); 
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iw iw

r r
r

z
effR R

qdT dr
k

′′
= −∫ ∫  (5.48)

 

So, Eq.(5.48) yields; 
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r
r

z z iw
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qT r T R dr
k

′′
= − ∫  (5.49)

 

If  Eq.(5.46) is substituted into Eq.(5.49),  the radial temperature profile at 

any axial point z is given as; 
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z z iw R
effR

p
R

c u rdr
q RT r T R dr

k r
c u rdr

ρ

ρ

⎡ ⎤
⎢ ⎥

′′⎢ ⎥= − ⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦

∫
∫

∫
 (5.50)

 

The mean temperature ( ( ))T z  at any axial point z is given as; 

 

( ) ( )2 ow

iw

R

p
Rp

zT c u rT dr
mc

π
ρ= ∫  (5.51)

 

The local heat transfer coefficient (h) and Nusselt number (Nu) at any axial point 

z is given as; 

 

( )
( )

( )
iw

z
z iw z

h
T

q z
T R

=
−

′′
 (5.52)

2 ( )z ow iw
z

z

Nu
h R R

k
=

−
 (5.53)
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5.3.2 Solution procedure 

In order to determine the value of ( )z iwT R ,i.e., the temperature ( )iwT  at the 

inner surface and at axial point z+∆z,  conservation of energy between the axial 

points z and z+∆z can be used; 

 

( ) ( )
ow ow

iw iw

R R

p p iw iwz z z
R R

c u rT dr c u rT dr R z qρ ρ
+Δ

′′= + Δ∫ ∫  (5.54)

 

Since Eq. (5.50) is a double integral, it can be solved by simultaneous 

stepwise integration.  

 

The calculation procedure to be performed is summarized as follows: 

 

(1) Specify inlet conditions ( , )in inm T  and heat flux profile at the inner surface of 

the annulus ( )( )iwq z′′  as boundary condition 

(2) Calculate velocity distribution, ( )zu r , from Section 5.2 

(3) At axial point z, calculate the fluid properties ( , , ,pc kρ μ ) for the  mean 

temperature ( )zT  from Eq.(5.51) 

(4) Calculate ( )
ow

iw

R

p z
R

c u rT drρ∫  

(5) Calculate  ( )1

ow

iw

R

p z z
R

E c u rT drρ
+Δ

= ∫  from Eq.(5.54) 

(6) Assume  the temperature at the inner surface for the axial point z; ( )z iwT R  

(7) Calculate the heat flux distribution from Eq.(5.46) 

(8) Calculate effk  from Eqs.(5.36), (5.37) and (5.39) 

(9) Calculate the temperature distribution from Eq.(5.50) 

(10) Obtain ( )2

ow

iw

R

p z z
R

E c u rT drρ
+Δ

= ∫  from calculated temperature distribution 
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(11) If  ( )z iwT R  converges, i.e., 2 1

1

E E
E

ε
⎛ − ⎞

≤⎜ ⎟
⎝ ⎠

, go to the next step. If not, go to 

Step 6 for the next iteration. 

(12) Go to Step 3 for the next axial node. Repeat this calculation procedure from 

Step 3 through 12 until last node calculation at z=L is performed. 

 

The flow chart of the temperature distribution calculation in the annulus 

( )( )zT r  is given in Figure 5.8. For this calculation procedure, ε  is chosen as 10-5 

and the annulus is divided into 50 nodes, which is the same number of nodes in 

condensation model given in Chapter 4. 

5.4 Results and discussions 

Turbulent flow and heat transfer in concentric annular channels where the 

inner surface of the channel is heated and the outer surface is insulated have been 

studied experimentally by many researchers such as Carpenter (1946), McMillan 

(1946), Dufinescz (1938), Monrad (1942) and Miller (1955) for water 

(2 Pr 10)≤ ≤ , Leung (1962), Petukhov (1963), Roberts (1968), Quarmby (1967) 

and Vilemas (1987) for air (Pr 0.70)≅ , and Trefethan (1951) for mercury 

(0.01 Pr 0.03)≤ ≤ .  

 

In these earlier studies, sufficient information such as the local values of   

wall temperatures and mean temperatures or the local values of Nu number is not 

given. Instead of these, the average values of Nu and Re numbers are given by the 

authors due to inadequacy of the measuring instrumentation. But, one of the 

recent experimental studies performed by Kang (2001) covers all information for 

the velocity and thermal fields, where these values are measured in heated and 

unheated turbulent upflow of liquid R-113 through a vertical annular channel of 

inner to outer radius ratio 0.415. These experiments are conducted at test section 

inlet temperature of 42.7oC, three different flow rates and inner surface heat 

fluxes. Table 5.1 contains the experimental conditions and associated parameters. 
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Figure 5.8 Flow chart of the temperature distribution calculation in the annulus 
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Table 5.1 Inlet conditions and parameters for Kang’s experiments [Kang (2001)] 
 
 
 Experiment 

Parameter 1 2 3 4 5 6 7 8 

um (m/s) 0.374 0.374 0.374 0.516 0.516 0.516 0.760 0.760 

Re 22800 22800 22800 31500 31500 31500 46400 46400 

P (kPa) 269 269 269 269 269 269 269 269 

Tinlet (oC) 42.7 42.7 42.7 42.7 42.7 42.7 42.7 42.7 

iwq′′  (W/m2) 0.0 9000 16000 0.0 9000 16000 0.0 16000 

Pr 7.25 7.15 7.07 7.25 7.18 7.12 7.25 7.16 

 

 
Figures 5.9, 5.10 and 5.11 show the radial velocity profiles at the exit of 

the test section for each experiment and the corresponding calculated velocity 

profiles. It is observed that the velocity profile does not change significantly for 

heated and unheated channels in case of same inlet flow conditions.  

 
The comparisons of the measured and calculated temperature profiles for 

different heating cases are shown in Figures 5.12-5.16. On the basis of 

comparisons with the experimental data, the calculated values are seen to be in 

good agreement with them. One can conclude that the heat transfer model for the 

annular flow presented in this section seems to be reasonably well.  Moreover, the 

calculated and measured inner surface temperatures are sufficiently close to each 

other, where it has vital importance for the conjugate condensation heat transfer 

analysis to be performed in the following chapter.  
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temperature profiles for  
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CHAPTER 6 

6. CONJUGATE CONDENSATION HEAT TRANSFER  

The heat transfer mechanism and thermal boundary layer formation for a 

fluid flowing inside a tube is directly influenced by the tube wall boundary 

conditions. In common applications, the wall boundary conditions are prescribed 

as either known temperature distribution or known heat flux values at the wall 

surface along the tube. But, there might be a case where the fluid convection and 

conduction through the wall interact and the wall surface temperature or wall 

surface heat flux are not known. The unknown temperature or heat flux profiles 

are determined by taking account of this fluid convection and wall conduction 

interaction. Therefore, the heat conduction through the wall and heat convection 

to/from the fluid flow should be coupled. This coupling procedure is called 

conjugate heat transfer between the wall and fluid flow.  

 

In the conjugate condensation heat transfer process considered in this 

thesis work, there are two concentric tubes as shown in Figure 2.1, where the 

steam flows downward and condenses inside the condenser tube. The latent heat 

of condensation process is transferred out of the tube by the coolant flowing 

upward outside of the condenser tube. Because of the fact that only the inlet 

boundary conditions of steam and coolant are known, the conjugate solution 

should be applied to determine the outlet conditions of both condensed steam and 

heated coolant. In order to obtain these outlet conditions, an energy balance 

taking the heat transfer interactions into account should be established and the 
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parameters such as local temperatures and local heat fluxes along the condenser 

tube and annular passage should be calculated.  

6.1 Coupling of two different fluid flows separated by a solid wall 

Since the heat transfer characteristics of both annular side convection and 

steam condensation inside the condenser tube are directly dependent on the local 

heat fluxes and the local wall temperatures of the condenser tube respectively, the 

interaction between these two heat transfer mechanisms through the tube wall is 

important. Due to unknown wall temperature of the condenser tube, formation of 

condensate liquid layer thickness inside the tube and the fluid temperature 

distribution in the annulus are effected by the other’s local conditions. Therefore, 

film-wise condensation, heat conduction through the condenser tube wall and heat 

removal from the outer surface of the condenser tube by cooling water flow 

should be coupled and solved simultaneously.  

 

Two different and independent heat transfer models, namely 

“condensation model” and “convection model of annular flow” are previously 

given in Chapters 4 and 5, respectively. The solution of condensation model 

requires the local inner surface temperatures of the condenser tube wall as 

boundary condition while the convection model of annular flow solution uses the 

local heat flux values at the outer surface of the condenser tube wall as boundary 

condition. Therefore, it is essential to couple these two separate models via heat 

conduction through the condenser tube wall (Figure 6.1). 

 

Disregarding the axial conduction in the tube wall (see Appendix C), the 

heat balance through the condenser tube wall is given by;  

 

( ) ( )i
iw i

iw

Rq z q z
R

′′ ′′=  (6.1)
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Figure 6.1 Schematic representation of the coupling procedure 
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It should be noted that ( )iwq z′′  is the same as the local heat flux value 

which is taken as boundary condition at Section 5.3.1. 

 

A general expression for the inner surface temperature of the condenser 

tube wall at any location in axial direction for constant thermal conductivity of 

tube material can be written as; 

 

[ ]( ) ( ) ln / ( )i
i iw iw i i

w

RT z T z R R q z
k

′′= +  (6.2)

 

which satisfies the boundary conditions: 

 

( )iwT T z= at  r=Riw

( )iq q z′′ ′′= at   r=Ri  

 

If the thermal conductivity is considered as a linear function of 

temperature, it can be presented as follows: 

 

( )wk T a bT= +  (6.3)

 

where the parameters a and b can be determined for the specified material. The 

energy balance at any axial point of the condenser tube can be written as; 

 

2 2i i i i w

T
R q dz r q dz R q r k

r
π π

∂′′ ′′ ′′= ⇒ = −
∂

⎛ ⎞
⎜ ⎟
⎝ ⎠

 

 

( )
i i

iw iw

T R

i
w i

T R

R
k T dT q dr

r
′′= −∫ ∫  (6.4)
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The solution of Eq. (6.4) by using Eq. (6.3) is given by, 

   

( )2 2
( )i

a bc a
T

b
z

− −
=  (6.5)

 

where parameter c is expressed as;  

 

[ ] 2( ) ln /
2i i iw i iw iw

b
c q z R R R T aT′′= − +⎡ ⎤

⎢ ⎥⎣ ⎦
 

 

Also, the following interface conditions should be applied for coupling:  

 

• At   iwRr =  and  0 z L≤ ≤ , where L is the tube length; 

 

jw
w j

TTk k
r r

∂⎛ ⎞∂⎛ ⎞ = ⎜ ⎟⎜ ⎟∂ ∂⎝ ⎠ ⎝ ⎠
 

( , ) ( , )w iw j iwT R z T R z=  

 

 where subscript j refers to cooling fluid in the annulus (jacket side). 

 

• At   owRr =  and  0 z L≤ ≤ ; 

( , ) 0 0j
ow

T
q R z

r
∂⎛ ⎞

′′ = ⇒ =⎜ ⎟∂⎝ ⎠
 

 

For the complete solution of the conjugate problem, Eq. (6.1) and Eq.(6.2) 

(or Eq.(6.5)), as well as the interface conditions should be consistent all along the 

tube. Coupling between the condensate heat flux ( iq′′ ) and the temperature profile 

in the coolant flow (Tj) is constituted by using the energy balance and thermal 

resistances at the inner and outer surfaces of the condenser tube wall. And then, 
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the ultimate solution must also be satisfied by the interface conditions [Chen 

(2005)]. Therefore, an iterative procedure should be sought for the solution of this 

conjugate problem. 

 

During the solution of the conjugate condensation heat transfer problem 

inside the concentric tubes, the following conditions and assumptions are 

accepted:  

 

a) The vapor and the coolant flows inside and outside of the condenser tube 

are steady.  

b) Hydrodynamically fully developed flows are established for the vapor and 

external coolant entering the tube and the annulus, respectively. 

c) Thermo-physical conditions of the vapor and external coolant are both 

known at their respective inlets. The vapor entering the tube is at saturated 

or superheated state. 

d) The vapor and external coolant flows are turbulent. But the condensate 

film flow inside the tube is laminar.  

e) Only film-wise condensation occurs inside the condenser tube; mist 

formation and wavy effects are disregarded. 

f) The jacket tube wall is insulated.  

g) The interfacial shear stresses acting on the condensate film and the vapor 

are not equal due to the condensation process inside the tube. 

h) Heat is transferred out from the condensate to the external coolant through 

the condenser tube only in the radial direction. In another words, heat 

conduction along the condenser tube in the axial direction is disregarded 

(see Appendix C).  

i) Dimensions of the condenser tube and jacket tube are uniform and 

constant throughout. 
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6.2 Solution procedure 

Condensation process inside the condenser tube and external turbulent 

flow outside the condenser tube are coupled by using  the Eqs. (6.1) and (6.5) (or 

Eq.(6.2)) and interface conditions given in the previous section. Also, the solution 

methodologies for the condensation and turbulent flow heat transfer phenomena, 

developed in Chapter 4 and Chapter 5 are arranged according to the boundary and 

interface conditions at the inner and outer surfaces of the condenser tube wall.  

 

A computer code named ZEC covering an iterative solution scheme to 

solve the condensation-conduction-convection problem based on the conjugate 

heat transfer is developed in Fortran-90 language. During the iterative solution, 

the iteration to obtain the coolant flow outlet temperature is called “outer 

iteration” and the iteration to determine the inner surface temperature of the 

condenser tube wall is called “inner iteration”. The iteration procedure of ZEC 

can be summarized as follows: 

 

1. Specify inlet conditions for vapor ( ,v vm p  ) and coolant flow ( ,,j j inletm T )   

2. Start outer iteration by assuming an outlet mean bulk temperature for the 

coolant flow ( )( )
,
l

j outT  at z=0 where l is the index number of outer iteration. 

For the first outer iteration (l=1); 

 

,(1)

, 2
sat j inlet

j out

T T
T

+
=  

 

 Take   ( ) (1)

,0 ,

l

j j outT T=    

3. Start inner iteration for the specified node by assuming a temperature for 

the inner surface of the condenser tube wall ( )( )
,
n

i nodeT , where n is the index 

number of inner iteration and node is the number that shows the axial 
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point for which the calculations are performed.  For node=1 and n=1, (1)
,1iT  

is assumed to be slightly less than the saturation temperature of vapor. 

4. Apply the solution procedure of condensation model given in section 4.3 

to calculate the heat flux value ( )" ( )
,

n
i nodeq  at the inner surface of the 

condenser tube by using ( )
,
n

i nodeT  value designated in Step 3 as boundary 

condition.  

5. Obtain the heat flux value ( )" ( )
,
n

iw nodeq  at the outer surface of the condenser 

tube wall from Eq.(6.1).  

6. Designate this heat flux as boundary condition for the coolant flow.  

7. Calculate the temperature distribution in the coolant flow ( )( )
, ( )n

j nodeT r  by 

using the solution procedure of heat transfer model of annular flow given 

in section 5.3.2. 

8. Obtain the outer surface temperature of the condenser tube wall 

( )( ) ( )
, , ( )n n

iw node j node iwT T R=  

9. Calculate the updated inner surface temperature of the condenser tube wall 

( )( )
,
n

i node updated
T  from Eq. (6.5) (or from Eq.(6.2))  

10. Compare the updated and the previous values of inner surface  

temperatures of the wall, i.e.,  

 

( )
( )

( ) ( )

, ,

1( )

,

n n

i node i nodeupdated

n

i node updated

T T

T
ε

−
≤

⎡ ⎤
⎢ ⎥
⎢ ⎥⎣ ⎦

 

 

Go to next step if the convergence is satisfied. If not, go to Step 3 for the  

next inner iteration (n=n+1) by using Secant Method [Cheney (1999)]. 

 
11. Calculate the coolant mean temperature for the specified node ( )( )

,
l

j nodeT  

from  
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( ) ( )( )( )

, ,

,

2 ow

iw

R
nl

j node p j node
Rp j node

T c u rT dr
mc

π
ρ= ∫  (6.6)

 

12. Repeat this calculation procedure from Step 3 through Step 11 until last 

node calculation at z=L, ( )( )
,
l

j lastnodeT ,  is performed.  

13. When the last node is reached, compare the calculated mean temperature 

( )( )
,
l

j lastnodeT  and inlet mean temperature ( ),j inletT  given as boundary 

condition for the flow in annular jacket side 

 
( )

, ,

2

,

l

j lastnode j inlet

j inlet

T T

T
ε

−
≤  

 

14. If convergence is satisfied, stop the calculation. If not, go to Step 2 

(l=l+1) until outer iteration is converged.  

 

The complete flow chart for the calculations is given in Figure 6.2. The 

flow chart for the “condensation model” and “heat transfer model of annular 

flow” are previously depicted in Figures 4.4 and 5.8, respectively. These two 

models given in Chapters 4 and 5 are used in the conjugate solution where 

condensation model uses inner surface temperatures of the condenser tube wall as 

boundary condition obtained from the solution of annular flow model whereas 

annular flow model uses the heat flux values at the outer surface of the condenser 

tube wall as boundary condition obtained from the solution of condensation 

model for each node and for each iteration. 
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Figure 6.2 Flow chart of the whole calculational procedure  
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6.3 Numerical results and discussions 

The numerical calculation results are compared to three available 

experimental databases; UCB [Kuhn (1994)], NASA [Goodykontz (1966)] and 

METU [Tanrıkut (1998)]. The parameters of these experimental setups are 

previously given in Table 4.1.  

 

In these experimental setups, the condenser tubes are made of SS304. The 

thermal conductivity (kw) of this material is not constant for the operational 

temperatures of the experiments (Figure 6.3). Therefore, in numeric calculations, 

kw is taken as the linear function of temperature, which is given in Eq. (6.3).  

Figure 6.3 shows the temperature dependent thermal conductivity variation of 

SS304 given by Assael (2004) and Incropera (1985).  The study of Assael (2004) 

is used in the calculations, where the constants a and b in Eq. (6.3) are as follows: 

 

a = 13.96048   and    b=0.01857 50 150o oC T C< <  (6.7)
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Figure 6.3 Thermal conductivity variation of SS304 
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In all code calculations, the condenser tube is divided into 50 axial nodes, 

which is enough for the numerical accuracy.  The convergence criteria, 1ε  and 2ε  

are chosen as 10-4 and 10-3, respectively. 

6.3.1 Comparison of numerical calculations with UCB experiments  

UCB experimental data [Kuhn (1994)] contains sufficient information 

such as local coolant mean temperatures, local outer and inner surface 

temperatures of the condenser tube wall, local condensate liquid boundary layer 

thickness and the local heat transfer coefficients. Therefore, the numerical 

calculation results are compared to all these parameters. 

 

In UCB database, the steam inlet Reynolds number varies from 12600 to 

36100 for different pressures while coolant (jacket) side inlet Reynolds number 

changes between 3000 and 6500.  Therefore, six runs, shown in Table 6.1 are 

selected, from the database, regarding different steam and coolant inlet conditions 

covering the whole range of experiments.  

  

 
Table 6.1 Inlet conditions for UCB tests 

 
Condenser Side  

(vapor) 
Jacket Side  

(coolant) Run  

# Re m   
(kg/hr) 

pv  
(KPa) 

Tin 
(oC) 

Tsat  

(oC) 
Re m   

(kg/hr) 
Tin 
(oC) 

6.1-2 12614 22.1 215.5 130.2 122.6 4356.3 494.0 87.9

1.4-1 18083 30.0 110.6 126.2 102.5 3466.4  828.7 37.4

1.3-2 23213 40.4 199.2 136.7 120.1 3946.4 932.5 38.2

1.2-4R1 26007 48.2 409.3 148.1 144.4 6426.1 1095.8 40.4

1.2-1 29926   49.7 112.7 135.1 102.8 4872.5   1082.4 42.0

1.1-1 36143 60.2 116.1 138.8 103.9 4565.9   999.8 42.7
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For each case, the calculated values of the inner and the outer surface 

temperatures of the condenser tube wall, coolant axial mean temperatures inside 

the jacket tube, vapor Reynolds number, condensate liquid film thickness inside 

the condenser tube and local condensation heat transfer coefficients are compared 

with the experimental data from Figure 6.4 through Figure 6.39.  

 

The calculated coolant mean temperatures (Figures 6.4, 6.5, 6.6, 6.7, 6.8 

and 6.9) for each run predict the general trend of experimental data reasonably 

well.  The code ZEC calculates the coolant mean temperatures by about less than 

5% deviation, compared to the experimental data. The comparisons for the outer 

and the inner surface temperatures of the condenser tube wall are given in Figures 

6.10, 6.11, 6.12, 6.13, 6.14, 6.15 and Figures 6.16, 6.17, 6.18, 6.19, 6.20, 6.21, 

respectively for each case. The code ZEC predicts the outer and the inner surface 

temperatures of the condenser tube wall by about less than 8% difference 

compared to the experimental data for all case. In UCB experiments, a constant 

thermal conductivity value is used to calculate the inner and outer surface 

temperatures from the measured wall temperatures by means of embedded 

thermocouples into the condenser tube wall at certain axial locations while the 

temperature dependent function given in Eq.(6.3) is used during the code 

calculations. 

 

Figures 6.22, 6.23, 6.24, 6.25, 6.26, 6.27 and Figures 6.28, 6.29, 6.30, 

6.31, 6.32, 6.33 show the variations of the vapor Reynolds numbers (Eq. (4.13b)) 

and condensate liquid film thicknesses respectively for each case.  One can see 

that the liquid film thickness increases rather steep at the condenser tube inlet. As 

the steam condenses and its Reynolds number decreases, the liquid film becomes 

thicker and so that the thermal resistance increases, leading to slow down of the 

condensation rate. The ZEC model predicts a thinner film thickness by about 10% 

less than experimental data for all cases.  
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Finally, in Figures 6.34, 6.35, 6.36, 6.37, 6.38 and 6.39, the calculated and 

experimental local heat transfer coefficients are presented for each case. The heat 

transfer coefficients are in agreement with the experimental data. The code ZEC 

predicts the local heat transfer coefficients by about less than ±15% difference 

compared to the experimental data for all cases. The calculated local heat transfer 

coefficient is inversely proportional to the condensate liquid film thickness (Eq. 

(4.36)). Therefore one can say that the main reason of the difference in the heat 

transfer coefficient is undertaken by the deviation of the calculated liquid film 

thickness. 

 

In UCB experiments [Kuhn (1994)], it is reported that the maximum 

uncertainty for the condensation heat transfer coefficient is ±18.7%. Regarding 

the experimental uncertainty, the numerical results of code ZEC seem to be 

satisfactory.  
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  Figure 6.39 Local condensation 
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6.3.2 Comparison of numerical calculations with NASA experiments  

NASA experimental data [Goodykontz (1966)] contains the local coolant 

mean temperatures, local inner surface temperatures of the condenser tube wall 

and the local condensation heat transfer coefficients. Therefore, the numerical 

calculation results are compared to the experimental data in terms of these 

parameters. 

 

From NASA experiments, two runs are chosen for comparison.  Inlet 

conditions of these NASA experiments are summarized in Table 6.2. For each 

case, the calculated values of coolant axial mean temperatures inside the jacket 

tube, the inner surface temperatures of the condenser tube wall and local 

condensation heat transfer coefficients are compared with the experimental data 

from Figure 6.40 through Figure 6.45. 
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Table 6.2 Inlet boundary conditions for NASA tests 
 

Condenser Side  
(vapor) 

Jacket Side  
(coolant) 

Run  

# 

Re m   
(kg/hr) 

pv  
(KPa) 

Tin 
(oC) 

Tsat  

(oC) 
Re m   

(kg/hr) 
Tin 

 (oC) 

6 44322 26.8 307.5 136.0 134.4 5728.2 670.9 45.3

10 71430 44.0 384.1 143.3 142.2 25455 3016.4 39.4

 
 

 

The code ZEC predicts the calculated coolant mean temperatures, given in 

Figures 6.40 and 6.41, by about less than 10% deviation compared with the 

experimental data. The calculated coolant mean temperatures reflect the general 

trend of experimental data reasonably well. 
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 Figure 6.40 Mean temperature 
variation of  coolant inside the 
jacket  for Run 6 

  Figure 6.41 Mean temperature 
variation of  coolant inside the 
jacket  for Run 10 
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The comparisons for the inner surface temperatures of the condenser tube 

wall are given in Figures 6.42 and 6.43 for each case. For NASA experiments, 

there is not detailed information about how to obtain the surface temperatures and 

which thermal conductivity value is used. However, during the code calculations, 

the temperature dependent function given in Eq.(6.3) is used. The code ZEC 

calculates the inner surface temperatures of the condenser tube wall by about less 

than ±25% difference compared to the experimental data for these two cases. 

 

In Figures 6.44 and 6.45, the calculated and experimental local heat 

transfer coefficients are presented for each case. The code ZEC predicts the local 

heat transfer coefficients by about less than 30% difference compared to the 

experimental results for all cases. The results of code ZEC are found to be 

satisfactory, compared with the NASA experiments. 

 

It should be noted that an error analysis for the NASA experiments does 

not exist in the reference report [Goodykontz (1966)].   
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 Figure 6.42 Inner surface 
temperature variation of the 
condenser tube wall for Run 6 

  Figure 6.43 Inner surface 
temperature variation of the 
condenser tube wall for Run 10 
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 Figure 6.44 Local condensation 
heat transfer coefficients for   
Run 6 

  Figure 6.45 Local condensation 
heat transfer coefficients for    
Run 10 

 

6.3.3 Comparison of numerical calculations with METU experiments  

The local coolant mean temperatures, local inner surface temperatures of 

the condenser tube wall and the local condensation heat transfer coefficients in 

METU experimental data [Tanrıkut (1998)] are used to compare to the numerical 

calculations of the code ZEC. 

 

From METU experiments, two runs are chosen for comparison. Inlet 

conditions of these METU runs are summarized in Table 6.3. For each case, the 

calculated values are compared to the experimental data from Figure 6.46 through 

Figure 6.51. 
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Table 6.3 Inlet boundary conditions for METU tests 

 

Condenser Side  
(vapor) 

Jacket Side  
(coolant) 

Run  

# 

Re m   
(kg/hr) 

pv  
(KPa) 

Tin 
(oC) 

Tsat  

(oC) 
Re m   

(kg/hr) 
Tin 

 (oC) 

1.3.1 66875 83.30 303 157.0 133.9 2115.1 802.8 20.2

1.4.1 76645 97.96 396 162.7 143.3 2143.5  813.6 21.4

 

 

The code ZEC predicts the calculated coolant mean temperatures given in 

Figures 6.46 and 6.47 by a deviation about 45% compared to the experimental 

data. Especially, the considerable deviations between the experimental and 

calculated values occur at the inlet region of the test section where the 

condensation process starts. 
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 Figure 6.46 Mean temperature 
variation of  coolant inside the 
jacket  for Run 1.3.1 

  Figure 6.47 Mean temperature 
variation of  coolant inside the 
jacket  for Run 1.4.1 
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The comparisons for the inner surface temperatures of the condenser tube 

wall are given in Figures 6.48 and 6.49 for each case. In METU experiments, a 

constant thermal conductivity value is used to calculate inner surface 

temperatures of the condenser tube wall from the measured temperatures by 

means of embedded thermocouples into the condenser tube wall at certain axial 

locations while the temperature dependent function given in Eq.(6.3) is used 

during the code calculations. The code ZEC predicts the surface temperatures by 

about less than 10% difference compared to the experimental results for these two 

cases. 
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 Figure 6.48 Inner surface 
temperature variation of the 
condenser tube wall for Run 
1.3.1 

  Figure 6.49 Inner surface 
temperature variation of the 
condenser tube wall for Run 
1.4.1 

 

 

In Figures 6.50 and 6.51, the calculated and experimental local heat 

transfer coefficients are presented for each case. There are significant deviations 

(more than ±100%) between the experimental data and calculated values. In 

METU experiments, it is reported that the maximum uncertainty for the 

condensation heat transfer coefficient is ±24% [Tanrıkut (1998)]. 
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 Figure 6.50 Local 
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  Figure 6.51 Local 
condensation heat transfer 
coefficients for Run 1.4.1 

 

6.3.4 Concluding comments 

After the comparisons between the results of developed computer code, 

ZEC, and the experimental results of 3 different databases (UCB, NASA and 

METU), the numerical results are found to reasonably agree with the 

experimental results of UCB and NASA. But, there are serious deviations 

between the calculated results and METU experimental results.  

 

The maximum uncertainties for the condensation heat transfer coefficients 

of UCB and METU experiments are ±18.7% and ±24%, respectively [Kuhn 

(1994), Tanrıkut (1998)].  It should be noted that such kind of error analysis is not 

available for NASA experiments [Goodykontz (1966)]. Regarding the 

uncertainties in the experiments and also the assumptions given in Section 6.1 for 

the numerical calculations, it can be stated that the results of code ZEC are in 

agreement with the experimental data of UCB and NASA. Therefore, the 

numerical results reflect the general trend of experimental data reasonably well. 
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CHAPTER 7 

7. EFFECTS OF PARAMETERS ON THE CONDENSATION   

The predictions of the ZEC code are found to be in good agreement with 

the experimental results over a wide range of conditions. Therefore, this 

developed code, ZEC, may be used for the preliminary design of in-tube 

condensers and for the performance evaluation of such condensers. 

 

In this respect, the effect of some parameters such as inlet pressure and 

mass flow rate of vapor, inlet temperature and mass flow rate of the coolant on 

the condensation process can be analyzed by using ZEC code. In order to perform 

such kind of analyses, a reference case, Run 1.3-2 of UCB data, from Table 6.1 is 

chosen arbitrarily and following results are obtained to show the effects of 

parameters on the condensation process. 

7.1 The effect of steam inlet pressure  

In order to investigate the effect of inlet steam pressure, calculations for 

three cases are conducted at different pressure levels which are 110 kPa, 199.2 

kPa (reference case, Run 1.3-2 of UCB data) and 300 kPa. The basic principle 

employed in this analysis is to keep all parameters fixed while the inlet steam 

pressure is varied.  

 

For three cases used in this analysis, the inlet saturation temperatures (Tsat) 

of the steam are 102.3 oC, 120.1 oC and 133.5 oC for the pressures 110.0 KPa, 
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199.2 KPa and 300.0 KPa, respectively.  The increase of Tsat leads to a higher 

temperature difference between the steam and inner surface of the condenser tube 

wall along the axial direction. Variation of temperature difference, ∆T (=Tsat –Ti), 

along the condenser tube for different inlet pressures are shown in Figure 7.1. 

Local values of ∆T increases as steam inlet pressure increases. 
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 Figure 7.1 Variation of temperature difference between the 

steam and inner surface of condenser tube wall along the 
condenser tube 

 

 

The condensate liquid film Reynolds number, ReL, given in Eq.(4.13a) is a 

linear function of the condensation mass flow rate per unit length ( Γ ). The 

variations of the local ReL are given in Figure 7.2 for three different inlet steam 

pressures. Local Γ  and also local ReL increase as the inlet pressure increases. 

Figure 7.3 depicts the variation of local liquid film thickness (δ ) along the axial 

locations for different inlet steam pressures. As the inlet pressure increases, the 

local liquid film thickness also increases. 

 

The condensation heat transfer coefficient (hL) is a reciprocal function of 

the liquid film thickness (Eq. (4.36)). Therefore, as the local value of δ  increases 

with increasing inlet pressure, hL and liquid film Nusselt number (Eq. (4.38)) 

decrease (Figure 7.4).  
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 Figure 7.2 Local liquid film 
Reynolds number variation along 
the condenser tube 

  Figure 7.3 Local liquid film 
thickness variation along the 
condenser tube 
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 Figure 7.4 Local condensation heat transfer coefficient and liquid film 
Nusselt number variation along the condenser tube for different  steam inlet 
pressures  
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 In Figure 7.4, it is also noted that the local film Nusselt number given in 

Eq. (4.38) is not only the function of local condensation heat transfer coefficient 

and also the function of local thermal conductivity values of the liquid film (kL) 

which is a function of local liquid temperature. Therefore, these two parameters 

are graphed separately although the behaviors are almost same. From this figure, 

one can see that if the steam inlet pressure is increased by 50% (referred to 199.2 

KPa and 300.0 KPa cases), the condensation heat transfer coefficient decreases 

about 5%. 

7.2 The effect of steam inlet mass flow rate  

A similar analysis is performed for the effect of steam inlet mass flow 

rate. Three different mass flow rates; 30 kg/h, 40.4 kg/h as the reference case 

(Run 1.3-2 of UCB data) and 50 kg/h are considered, with the corresponding 

steam inlet Reynolds numbers 17237, 23213 and 28729, respectively.  

 

The variations of the local condensate liquid film Reynolds number, ReL, 

are given in Figure 7.5 for three different steam inlet mass flow rates. The local 

ReL and also local Γ  increases (Eq.(4.13a)) as the steam inlet mass flow rates 

increases. Figure 7.6 shows the variation of local liquid film thickness along the 

axial locations for different steam inlet mass flow rates. Higher steam inlet mass 

flow rates yield lower local liquid film thickness, although the local ReL increases 

with the increase of the steam inlet mass flow rate.  

 

Figure 7.7 shows the local variation of the condensation heat transfer 

coefficient (hL) and the local condensation Nusselt number. hL is a reciprocal 

function of the liquid film thickness (Eq. (4.36)). It is obvious that as the local δ  

decreases with the increase of the steam inlet mass flow rate, hL and also Nusselt 

number (Eq. (4.36)) increases. Therefore, as the steam inlet mass flow rate 

increases, the local values of hL and also local Nusselt number increase. For 

instance, if the inlet mass flow rate is increased with a factor  23.4%  (referred  to  
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 Figure 7.5 Local liquid film 
Reynolds number variation along 
the condenser tube 

  Figure 7.6 Local liquid film 
thickness variation along the 
condenser tube 
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40.4 kg/h and 50 kg/h cases), the condensation heat transfer coefficient increases 

about less than 2.5%. 

7.3 The effect of cooling water inlet temperature  

In order to analyze the effect of the cooling water inlet temperature, ZEC 

code runs are performed for different coolant inlet temperatures which are 20.0 
oC, 38.2 oC (Run 1.3-2 of UCB data as reference case) and 60.0 oC. During this 

analysis, all other inlet conditions for steam and coolant in Run 1.3-2 of UCB data 

set are fixed.  

 

The results given in Figure 7.8 show the increase of cooling water mean 

temperature along the jacket annulus as the inlet temperature increases. Also, the 

increase of the inlet temperature of the cooling water ( ,j inletT ) leads to an increase 

of the outer surface temperature of the condenser tube wall ( iwT ) along the axial 

direction (Figure 7.9). Since the inner surface temperature of the condenser tube 

wall ( iT ) is a linear function of the outer surface temperature of the condenser 

tube wall (Eq. (6.2)), iT  also increases as the inlet temperature of the coolant 

increases (Figure 7.10). It is also noticed that  iT  reaches to 120.1 oC at the 

condenser tube inlet for all cases, which is the inlet steam temperature of the 

reference case. 

 

As the inner surface temperature of the condenser tube wall ( iT ) increases, 

the temperature difference between the steam and the inner surface of the 

condenser tube wall, ∆T (=Tsat –Ti), along the axial direction decreases where Tsat 

is constant (120.1 oC). Therefore, ∆T at any location decreases as the coolant inlet 

temperature increases. The variations of the local condensate liquid film Reynolds 

number, ReL, are given in Figure 7.11 for three different coolant inlet 

temperatures. Local ReL decreases with the decrease of local ∆T values, i.e., with 

the increase of the coolant inlet temperature.   
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 Figure 7.8  Variation of cooling 
water mean temperature inside 
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  Figure 7.9 Variation of the outer 
surface temperature of the 
condenser tube wall for different 
coolant inlet temperatures 
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 Figure 7.10 Variation of the 
inner surface temperature of the 
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  Figure 7.11 Local liquid film 
Reynolds number variation along 
the condenser tube for different 
coolant inlet temperatures 
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Figure 7.12 shows the variation of local liquid film thickness along the 

axial locations for different coolant inlet temperatures. As the coolant inlet 

temperature increases, the local liquid film thickness decreases. 

 

Since the condensation heat transfer coefficient (hL) is inversely 

proportional to the liquid film thickness (Eq. (4.36)), local hL and also local 

condensation Nusselt number (Eq. (4.38)) increase, as the local values of δ  

decreases with the increase of the coolant inlet temperature (Figure 7.13). For 

example, if the coolant inlet temperature is increased by 57% (referred to 38.2 oC 

and 60.0 oC cases), the condensation heat transfer coefficient increases about 8%. 
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 Figure 7.12 Local liquid film thickness variation along the 
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 Figure 7.13 Local condensation heat transfer coefficient and liquid film 
Nusselt number variation along the condenser tube  

 

 

7.4 The effect of cooling water inlet mass flow rate   

Another analysis for the effect of the cooling water inlet mass flow rate is 

performed. Similarly, as in the previous analyses, all other inlet conditions for the 

steam and coolant in Run 1.3-2 of UCB data are set to be fixed whereas only the 

cooling water mass flow rate is varied. Three different inlet flow rates; 800.0 

kg/h, 932.5 kg/h (reference case) and 1100.0 kg/h are considered, with the 

corresponding inlet water Reynolds numbers 3385.9, 3946.4 and 4657.7, 

respectively. 

 

One can readily perceive that if the coolant water inlet mass flow rate or 

inlet water Reynolds number increases, local heat transfer coefficient (Eq. (5.52)) 

and also local Nusselt number (Eq. (5.53)) at the jacket side increase (Figure 

7.14). This increase leads to the decrease of local temperature differences 

( iw jT T− ) between the outer surface of the condenser tube wall and the mean 

temperature of the cooling water (Figure 7.15). Therefore, higher coolant inlet 

mass flow rates yield lower outer surface temperatures of the condenser tube wall 



 124

as given in Figure 7.16. Since the inner surface temperature of the condenser tube 

wall ( iT ) is a linear function of the outer surface temperature of the condenser 

tube wall (Eq. (6.2)), local iT  values also decrease as the cooling water inlet mass 

flow rate increases (Figure 7.17). 

 

900

950

1000

1050

1100

1150

1200

1250

1300

1350

1400

0 0.3 0.6 0.9 1.2 1.5

Axial Position (m)

He
at

 T
ra

ns
fe

r C
oe

ffi
ci

en
t (

W
/m

2 K)

m=800.0 kg/hr
m=932.5 kg/hr
m=1100.0 kg/hr

Coolant inlet mass flow rate

30

32

34

36

38

40

42

44

46

48

50

0 0.3 0.6 0.9 1.2 1.5

Axial Position (m)

Nu
 N

um
be

r

m=800.0 kg/hr
m=932.5 kg/hr

m=1100.0 kg/hr

Coolant inlet mass flow rate

 Figure 7.14 Variation of local heat transfer coefficient and local Nusselt 
number inside the jacket for different coolant inlet mass flow rates 

 

 

 

In case of the decrease of the Ti, temperature difference between the steam 

and inner surface of the condenser tube wall, ∆T (=Tsat –Ti), along the axial 

direction increases where Tsat is constant (120.1 oC). Therefore, ∆T at any 

location increases, as the coolant inlet mass flow rate increases. The variation of 

∆T directly affects the condensation process. Figure 7.18 shows the variations of 

the local condensate liquid film Reynolds number, ReL,for three different coolant 

inlet mass flow rates. Local ReL and also local Γ  Eq.(4.13a) increase with the 

increase of local ∆T values.  Figure 7.19 depicts the variation of local liquid film 

thickness along the axial locations for different coolant inlet mass flow rates. As 

the coolant inlet temperature increases, the local liquid film thickness also 

increases. 
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 Figure 7.15 Temperature 
difference between outer surface 
of the condenser tube wall and 
the mean temperature of the 
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  Figure 7.16 Condenser tube outer 
surface temperature variation for 
different coolant inlet mass flow 
rates 
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 Figure 7.19 Local liquid film thickness variation along the condenser 

tube for different coolant inlet mass flow rates 
 

 

 

  
 The condensation heat transfer coefficient (hL) is inversely proportional to 

the liquid film thickness (Eq. (4.36)). Therefore, as local values of δ  increases 

for higher coolant mass flow rates, the condensation heat transfer coefficient and 

the condensation Nusselt number decrease along downward direction as well as 

the coolant inlet mass flow rate at the jacket side increases (Figure 7.20). 

 

All of these facts show that the coolant inlet temperature and inlet mass 

flow rate affect the condensation process and they should be taken into account if 

any meaningful comparisons between the experimental works, correlations and 

analytical studies on condensation are to be made.  
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 Figure 7.20 Local condensation heat transfer coefficient and Nusselt 
number variation along the condenser tube for different coolant inlet 
mass flow rates 
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CHAPTER 8 

8. CONCLUSIONS      

8.1 General comments 

In this thesis, a comprehensive analytical and numerical study is 

conducted to simulate the conjugate condensation heat transfer in vertical tubes 

cooled by counter-currently forced liquid flow. 

 

At the first step of the study, two phase heat transfer is modeled and 

analyzed inside the condenser tube by using an annular flow pattern with a liquid 

film at the tube wall and a turbulent vapor core. The momentum balance at the 

liquid and steam interface is established on the correlative interfacial shear stress 

expressions. The liquid phase heat transfer is modeled as heat conduction across a 

falling film. Surface temperature profile of the tube wall ( )( )iT z  is used as a 

boundary condition. This developed model is compared to various experimental 

data from the point of view of the vapor Reynolds number, the condensate liquid 

film thickness and the condensation heat transfer coefficient. The agreement 

between the calculated and experimental results is quite satisfactory. 

 

At the second step of the study, the cooling water flow and the heat 

transfer mechanism is modeled at the outside of the condenser tube. Inside the 

annular passages, the velocity and temperature distributions for the turbulent 

water flow are solved with a given variable heat flux ( ( )q z′′ ) from the outer 

surface of the condenser tube as boundary condition while water is flowing inside 
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the annular passage. This model is compared with the experimental results in the 

literature. The analytical model predicts the general trend of the experimental data 

reasonably well.  

 

At the final step, these two separate problems are combined by an energy 

balance and by the conduction equation for the condenser tube wall. They are 

coupled via temperature and heat flux predictions at the inner and outer surfaces 

of the condenser tube wall respectively. In order to solve this identified conjugate 

problem involving condensation-conduction-convection phenomena, a computer 

code named ZEC is developed in Fortran-90 language. The results of code ZEC 

and the available experimental data are compared. The results of ZEC are found 

to be in reasonable agreement with the experimental data over a wide range of 

conditions.  

 

As an important outcome of this study, the effect of some parameters such 

as inlet pressure and mass flow rate of vapor, inlet temperature and mass flow rate 

of the coolant on the condensation process are analyzed. The parametric analysis 

show that the boundary conditions at the outside of the condenser tube such as 

coolant inlet temperature and mass flow rate affect the condensation process and 

might be taken into account if any meaningful comparisons between the 

experimental works, correlations and analytical studies on condensation are to be 

made. As a result of this study, it reveals that these parameters directly govern the 

condensation heat transfer processes and this mutual dependency might be 

coupled by means of a conjugate model implemented in code ZEC.   

 

Although specifically, this work is aimed to predict the steam 

condensation process in the passive cooling systems of nuclear reactors during the 

LOCA, it is also applicable in other industrial areas, where in-tube condensation 

is employed such as distillation, evaporation etc. processes. Therefore, this 

developed code, ZEC, may be used for the preliminary design of in-tube 

condensers and for the performance evaluation of such condensers. 
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8.2 Recommendations for future work 

During the condensation process, in case of the operational mode of the 

passive containment cooling systems of AP1000 reactors and ice condenser of 

SBWR, the steam contains some amount of non-condensable gasses such as air. 

The existing experimental studies in the literature show that the presence of non-

condensable gas in the vapor can greatly reduce the performance of condensers 

even though it contains very small amount of non-condensable gas. Therefore, a 

condensation model taking the presence of non-condensable gas into account can 

be developed and this model can be incorporated with the computer code ZEC. 

 

The ice condenser of SBWR is located in a liquid water pool. Hence, the 

performance of the condensation process inside the ice condenser tubes is directly 

influenced by the natural circulation mode in the pool. But, the present computer 

code, ZEC does not contain natural convection model at the jacket side (outside 

of the condenser tube). For this purpose, a natural circulation model may be 

added into ZEC with some modifications.  
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APPENDIX A 

A. OH-MODEL FOR IN-TUBE CONDENSATION  

Liquid Film Model 

 
For the liquid film, the force balance in the control volume depicted in 

Figure A.1 can be described in wall coordinate system as follows; 

 

[ ]1 2 1

2

( )I I L L Ldz A p g A z dz A z dz

pA p dz
z

τ ρ τΡ + + + − = Ρ

⎡ ∂ ⎤⎛ ⎞+ + ⎜ ⎟⎢ ⎥∂⎝ ⎠⎣ ⎦

 (A.1)

 

where 

 

( )I LP t depth of the film thicknessΡ = =  

1 2 ( )A A A y tδ= = = −  

 

Inserting above expressions into Eq. (A.1); 

 

( ) ( )

( ) ( )

I L

L

t dz y t p g y t dz

ptdz y t p y t dz
z

τ δ ρ δ

τ δ δ

+ − + −

⎡ ∂ ⎤⎛ ⎞= + − + − ⎜ ⎟⎢ ⎥∂⎝ ⎠⎣ ⎦

 (A.2)

 

Eq. (A.2) becomes: 
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Figure A.1 Physical model of the in-tube condensation used by OH-model 
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( ) ( )I L L
py g y
z

τ δ ρ τ δ ∂⎛ ⎞+ − = + − ⎜ ⎟∂⎝ ⎠
 (A.3)

( ) ( )L L I
py g y
z

τ ρ δ τ⎡ ∂ ⎤⎛ ⎞= − − +⎜ ⎟⎢ ⎥∂⎝ ⎠⎣ ⎦
 (A.4)

 

If the pressure gradient is assumed due to the vapor head, then we can 

write it in terms of the vapor density as in Nusselt (1916) solution; 

 

V
dp g
dz

ρ⎛ ⎞ =⎜ ⎟
⎝ ⎠

 (A.5)

 

Defining the shear stress in the liquid layer as; 

 

( ) L
L L

duy
dr

τ μ ⎛ ⎞= ⎜ ⎟
⎝ ⎠

 (A.6)

 

Inserting Eq. (A.5) and (A.6) into (A.4); 

 
2 2( ) ( ) ( )

2
L vL IL

L L

r R gdu R
dr r r

δ ρ ρ τδ
μ μ

⎡ ⎤− − − −⎛ ⎞ ⎣ ⎦= +⎜ ⎟
⎝ ⎠

 (A.7)

 

Hence for laminar film, the velocity profile in the liquid film can be 

obtained from the integration of Eq. (A.7);  

 
2( )( )

2
L v I

L
L L

g yu r y yρ ρ τδ
μ μ

⎡ ⎤−
= − −⎢ ⎥

⎣ ⎦
 (A.8)

 

The first term in the right hand side of above equation is the parabolic 

velocity distribution, as in case of Nusselt analysis with no interfacial shear. The 

second term is the linear velocity distribution due to the interfacial shear. For high 
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interfacial shear, the second term is dominant. So the velocity distribution is 

almost linear. The liquid flow rate can be calculated using the velocity profile; 

 

0

2 ( )( )L L L im u y R y dy
δ

π ρ= −∫  (A.9)

 

From Eq. (A.8) and (A.9), the mass flow rate per unit width in liquid film 

can be expressed as follows: 

 
3 4 2 3( ) 5

2 3 24 2 3
L vL I

i L i L i

m g
R R R

ρ ρ τδ δ δ δ
π ν ν

⎡ ⎤ ⎡ ⎤−
Γ = = − + −⎢ ⎥ ⎢ ⎥

⎣ ⎦ ⎣ ⎦
 (A.10)

 

In Eq. (A.10), it is assumed that 1
iR

δ
. Then it becomes; 

3 2( )
2

L v I

L L

gρ ρ τδ δ
ν ν
−

Γ = +  (A.11)

 

 Eq. (A.11) can be simplified by using of dimensionless parameters as; 

 

⎟
⎠
⎞

⎜
⎝
⎛ += 2**3* ).(.2)(

3
4Re δτδ IL  (A.12)

 

where the dimensionless parameters are; 

 

Film Reynolds number :
L

L μ
Γ

≡
.4Re  

Dimensionless film thickness :
*

*

L
δδ ≡    



 152

Characteristic length scale :
3/12

*

)( ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−

≡
g

L
LL

L

ρρρ
μ  

Dimensionless shear stress : *
*

.).( LgL

I
I ρρ

ττ
−

≡  

 

By solving Eq. (A.12), film thickness can be calculated.  

 

Energy Balance 

 
The heat transfer rate at the vapor region and the film region is balanced at 

the interface as; 

 

( )fg L SAT i
d h h T T
dz
Γ⎛ ⎞ = −⎜ ⎟

⎝ ⎠
 (A.13) 

 

For laminar film, the temperature distribution in the film region at wall 

coordinates of the Cartesian system is assumed to be linear. Therefore film heat 

transfer coefficient can be expressed as; 

 

( )
L

L
kh

zδ
=  (A.14)

 

Film Nusselt number is defined as follow; 

 

     
L

L
L k

LhNu
*.

≡  (A.15)

 

From Eq. (A.14) and (A.15), film Nusselt number for laminar film can 

written as; 
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*

* 1
δδ

=≡
LNuL  (A.16)

 

 
Vapor Interfacial Shear 

 

For the above analysis, the interfacial shear is an unknown parameter, 

which will be used at the film–vapor interface. One of the methods to calculate 

interfacial shear is to use appropriate correlation. The interfacial shear is 

correlated with interfacial friction factor defined as 

 

( )2 / 2
I

V V L

f
u u

τ
ρ

=
−

 (A.17)

 

Since the condensation can be regarded as a kind of wall suction, the 

results of the transpiration effect should be taken into account in the condensation 

problems.  The effect of transpiration was formulated by the ratio of the 

dimensionless transport quantity with transpiration to one without transpiration as 

a function of blowing parameter. For the momentum transfer, the friction factor 

with the transpiration effect can be expressed as follows: 

 

0 exp( ) 1
f

f

bf
f b

=
−

 (A.18)

 

Here, subscript 0 represents the quantity without transpiration and 

momentum transfer blowing parameter, bf  is defined as; 

 

0( / 2)f
V V

d
dzb

u fρ

Γ⎛ ⎞
⎜ ⎟
⎝ ⎠=  (A.19)
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Here, the blowing parameter is negative for the suction. For turbulent 

friction factor without transpiration, the Blasius equation is used, 

 
0.25

0 0.079 Redf −=  (A.20)

 

For laminar friction factor, the analytic solution is used, 

 

0
16
Red

f =  (A.21)

 
 

Concluding Comments 
 
 

Although OH-model gives satisfactory (but not adequate) results compared 

to the experimental results, it contains some certain deficiencies which can be 

underlined as follows: 

 

• Force balance is established for the cartesian geometry, disregarding 

the area differences in the radial direction for the shear forces, 

• Energy balance and local heat transfer coefficient is also constructed 

in cartesian geometry assuming that the temperature profile in the 

liquid film is linear. 

• Pressure gradient is assumed due to the only vapor head as in the 

solution of stagnant vapor. But, this is not a good approach if the 

vapor flow is highly turbulent and vapor interfacial shear is dominant. 

•  
iR

δ  terms in velocity profile are neglected, assuming that 1
iR

δ . 

• Shear stress from the liquid to vapor is assumed to be equal to shear 

stress from the vapor to liquid ( IL IV Iτ τ τ= = ). 
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APPENDIX B 

B. NUMERICAL ACCURACY FOR IN-TUBE 
CONDENSATION MODEL 

For the numerical accuracy of the in-tube condensation model, an 

illustrative example is considered. In this case, a condenser tube with a inner 

diameter of 33.5 mm. is chosen. The steam inlet conditions entering into the tube 

are defined as Re 93400V =  and 5.45Vp =  bar, where corresponding saturation 

temperature of the vapor ( )satT  is 155.2 oC.  The inner surface temperature of the 

condenser tube ( )iT is assumed to be uniform and equal to 140.0 oC. Taking these 

inlet and boundary conditions, local condensate mass flow rate per unit 

length ( )Γ , used as the comparison parameter in the numerical calculations, are 

plotted for 20, 30, 50 and 100 nodes in Figure B.1. 

 

From Figure B.1, it can be seen that the solution of ( )zΓ  varies with the 

number of nodes up to a value of 50. However, ( )zΓ  does not change 

significantly upon 50 nodes. Therefore, the number of nodes for in-tube 

condensation model is chosen 50 for numerical accuracy.  
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Figure B.1 P Calculated local Γ  values for different number of nodes  
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APPENDIX C 

C. THERMODYNAMIC PROPERTIES OF WATER  

Thermodynamic properties of liquid water and saturated water vapor 

should be calculated accurately. Therefore, polynomial functions are generated by 

the author based on the reference data of IAPWS (1998) for the density, specific 

enthalpy, specific heat, latent heat of evaporation, viscosity and thermal 

conductivity of the liquid and vapor separately. The temperatures (T) and 

pressures (p) as the variables of polynomial functions are in oC and bar 

respectively. The functions can be given as follows: 

 

LIQUID: 

 

For 10 oC < T < 160  oC  and  0.012282 bar < p < 6.1823 bar  

 

Density (kg/m3): 

 

2 3

4 5

= (9.9983787916129e+02)       +  (5.8058967389981e-02)*

       - (8.2565642525968e-03)*  +  (6.7539935426860e-05)*
       - (5.2668976816741e-07)*  +  (2.7971099514142e-09)*
       - (8.75773134

L T

T T
T T

ρ

6 796460e-12)*  +  (1.1865119914629e-14)*T T

 (C.1)
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Specific heat (kJ/kg.K): 

 

,

2 3

4 5

=  (4.2181343648751)                -  (3.0708559730143e-03)*

       + (9.4186019724207e-05)*   -  (1.5238751829861e-06)*
       + (1.5295470564867e-08)*   -  (8.8692324825506e-11)*
       + (

p Lc T

T T
T T

6 72.8162179783441e-13)*   -  (3.7611775384704e-16)*T T

 (C.2)

 

Viscosity (Pa*s x106): 

 For 10 oC  <  T  < 97 oC 

 

L
2 3

4 5

=    (1.7915554327740e+03)         -  (6.2163507473114e+01)*

       + (1.6829344018615e+00)*    -  (3.8400144168028e-02)*
       + (7.1188983512218e-04)*     -  (1.0078431100307e-05)*
       + (

T

T T
T T

μ

6 7

8 9

1.0222306506924e-07)*     -  (6.8950998887318e-10)*      
       + (2.7461798323833e-12)*     -  (4.8612593243955e-15)*

T T
T T

 

(C.3)

 

 For  97 oC  ≤  T  < 160 oC 

 

L
2 3

4 5

=    (1.2764020925091e+03)        -  (2.3268599626198e+01)*

       + (2.1549612399498e-01)*    -  (9.3377353595445e-04)*
       -  (3.4111616102061e-07)*    +  (2.2498240643136e-08)*
       -  (

T

T T
T T

μ

6 79.2681770547603e-11)*    +  (1.2823757849057e-13)*   T T

 (C.4)

 

 

 

 

 

 



 159

Thermal conductivity (W /m.K):  

 

2 3

4 5

=    (5.6126785572601e-01)       +  ( 1.8416150716531e-03 )*

      + (6.2563532972956e-06)*   -  (3.3449666434981e-07 )*
      + (3.3722807205271e-09)*   -  (1.7183110924796e-11)*
      + (4.503

Lk T

T T
T T

6 77880446942e-14)*   -  (4.8398822286715e-17 )*T T

 

 

(C.5)

 

 

VAPOR:  

 

For 97 oC < T < 160  oC  and  0.9103 bar < p < 6.1823 bar  

 

Density (kg/m3): 

 

2 3

4 5

=   (3.1988265967439)               -  (1.8664521411958e-01)*

       + (4.6727995592512e-03)*    -  (6.4011191046976e-05)*
       +  (5.2829106789094e-07)*   -  (2.5608235480252e-09)*
       +

vap T

T T
T T

ρ

6 7  (6.9198504672038e-12)*   -  (7.9366040203236e-15)*T T

 

 

(C.6)

 

Specific heat (kJ/kg.K): 

 

,

2 3

4 5

=  (8.5936439645380)  -  (3.7201763423003e-01)*T 

           + (8.8370524502143e-03)*  -  (1.1551137194773e-04)*  
           +  (9.0149167963064e-07)*  -  (4.1904030885193e-09)*
           +

p vapc

T T
T T

6 7 (1.0763302143065e-11)*   -  (1.1794539489510e-14)*  T T

 

 

(C.7)

 

Viscosity (Pa*s x106): 

 

2 3

4

   (9.1559727427739)              +  (2.5703234961848e-02)* 

          + (8.3129421653614e-05)*  -   (3.3789071207916e-07)*
          + (4.9472169118131e-10)*

vap T

T T
T

μ =

 (C.8)
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Thermal conductivity (W /m.K):  

 

2 3

4 5

=   (4.3489484412211e-02)        -  (1.4373254247784e-03)*

        + (3.6193305025181e-05)*  -  (4.8025505077748e-07)*
        + (3.8411016793502e-09)*  -  (1.8347942914227e-11)*
        + (4.

vapk T

T T
T T

6 78506805301235e-14)*  -  (5.4762823430520e-17)*  T T

 (C.9)

 

Latent heat of vaporization (kJ/kg): 

 

2 3

4 5

=  (2.2034116342447e+03)  +  (1.4109197368505e+01)*

       - (3.8625984171934e-01)*    +  (4.9679482070573e-03)*
       - (3.7996504881038e-05)*    +  (1.7181588198110e-07)*
       - (4.2659788

fgh T

T T
T T

6 7319882e-10)*    +  (4.4812018155219e-13)*T T

 

 

(C.10)

 

 

Saturation temperature for a known pressure: 

 

For   0.9103 bar < p < 6.1823 bar  

 

sat

2 3

4 5

 T = (5.0142626496345e+01)      +  (8.7088982376435e+01)*p

      - (6.1670818220560e+01)*p  +  (3.4504290676744e+01)*p
      - (1.3489900098263e+01)*p  +  (3.6034252763654e+00)*p
      - (6.426081110 6 7

8 9

0028e-01)*p   +  (7.3006309391489e-02)*p      
      - (4.7711513110239e-03)*p  +  (1.3635842511078e-04)*p  

 
(C.11)

 

 

The properties for vapor and liquid obtained from polynomial functions 

are compared to a tabulated source [IAPWS(1998)]. The errors for the saturated 

water vapor and the liquid properties are summarized in Table C.1and Table C.2 

respectively. 
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Table C.1  Error percentages of thermodynamic properties of saturated water 
vapor estimated by polynomial functions 
 

 

Pressure 
(bar) 

Error for  
saturation 

temperature 
calculation 

(%) 
 

Error for 
density 

calculation 
(%) 

Error for 
latent heat 
calculation 

(%) 

Error for 
specific heat 
calculation 

(%) 

Error for 
viscosity 

calculation 
(%) 

Error for 
conductivity 
calculation 

(%) 

0.9103 0.00314614 0.0005622 0.0008194 0.00024208 0.00193604 0.000271 

1.0142 0.00119781 0.0009067 0.0011793 0.00096284 0.00140104 0.000883 

1.1277 0.0005777 0.0016242 0.0009229 0.00076339 0.00173489 0.000212 

1.2515 0.00100045 0.0006630 0.0014820 0.00027174 0.00335364 0.002197 

1.3863 0.00152587 0.0009149 0.0014436 0.00112482 0.00364434 0.001483 

1.5328 0.00039509 6.7714E-05 0.0007464 0.00050271 0.00281863 0.000127 

1.6918 0.000776208 9.8785E-05 0.00117883 0.001685878 0.001031576 0.000840 

1.8641 0.001066822 0.00081194 0.00043129 0.001376106 0.001545583 0.000835 

2.0505 0.000472896 0.00323888 0.00102126 0.000775540 0.002961406 0.000101 

2.2518 0.000129208 0.00274001 0.00071318 0.002177685 0.000791831 0.001158 

2.4689 0.00043854 0.00102281 0.00077192 0.001783332 0.002673768 0.000795 

2.7028 0.000845102 0.00035038 0.00083113 0.001565391 0.001743637 0.000991 

2.9543 2.29455E-05 0.00271796 0.00104873 0.000612033 0.001166976 0.000670 

3.2245 0.000347811 0.00217984 0.00003397 0.001892045 0.003480965 0.000976 

3.5143 0.000252484 0.00202936 0.00208071 0.001946021 0.000734972 0.001024 

3.8247 0.000214913 0.00057492 0.00050238 0.001711334 0.002022426 0.000110 

4.1568 0.000536688 0.00175441 0.00017200 0.000649034 0.002369333 0.000211 

4.5118 0.00044333 0.00074813 0.00048369 6.01966E-05 0.000666297 0.000179 

4.8907 0.000121262 0.00226283 0.00123771 0.000238141 0.003222721 0.001338 

5.2946 0.00058459 0.00052493 0.00249806 0.002079859 0.000302521 0.000150 

5.7247 0.001049649 0.00095956 0.00098046 0.001696964 0.002926639 0.000354 

6.1823 0.001716614 0.00095087 0.00083259 0.000795272 0.001230676 0.000495 
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Table C.2 Error percentages of thermodynamic properties of liquid water 
estimated by polynomial functions 
 

 

Temperature 
(oC) 

Error for density 
calculation 

(%) 

Error for specific 
heat calculation 

(%) 

Error for viscosity 
calculation 

(%) 

Error for 
conductivity 
calculation 

(%) 
10.00 0.000537297 0.000829677 0.001551016 0.001243476 

22.00 0.000171287 0.000193785 0.000774508 0.000643615 

34.00 0.000220980 0.001540172 0.000467946 0.000134210 

46.00 0.000185002 0.000809823 0.000139148 0.000345329 

58.00 0.000353493 0.000193730 0.000835291 0.000703531 

70.00 0.000380795 0.000261736 0.000785480 0.000539335 

82.00 0.000157224 0.000533807 0.001052473 0.000905846 

97.00 0.000158866 0.000407524 0.000800435 0.000360399 

100.00 0.000101900 0.000769147 0.000898713 0.000175543 

103.00 0.000453209 0.000497270 0.001150939 0.000482104 

106.00 0.000191943 0.000372617 0.000329564 0.000271412 

109.00 0.000198810 0.000857337 0.000769494 0.000034985 

112.00 0.000495013 0.000788868 0.000034946 0.000262164 

115.00 0.000199781 0.000011258 0.000862726 0.000340563 

118.00 0.000000000 0.000663476 0.001613595 0.000061091 

121.00 0.000077727 0.000269577 0.000733955 0.000392549 

124.00 0.000025977 0.000953585 0.001338197 0.000427299 

127.00 0.000175808 0.000190475 0.000199962 0.000854434 

130.00 0.000535379 0.000123084 0.001968507 0.000130769 

133.00 0.000013094 0.000547511 0.001134898 0.000601565 

136.00 0.000393915 0.001249608 0.002253329 0.001011490 

139.00 0.000454297 0.000323068 0.000991825 0.000122109 

142.00 0.000396186 0.000266936 0.000270649 0.000427542 

145.00 0.000490072 0.000510770 0.001860800 0.000480134 

148.00 0.000352048 0.000166265 0.001320615 0.000131026 

151.00 0.000039976 0.000918335 0.001140634 0.000061190 

154.00 0.000507936 0.000596336 0.000049226 0.000568655 

157.00 0.000187726 0.000991918 0.001457453 0.000175135 

160.00 0.000053808 0.001440828 0.000675283 0.000096425 
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APPENDIX D 

D. EFFECT OF AXIAL HEAT CONDUCTION INSIDE THE 
CONDENSER TUBE WALL 

Since the computer code ZEC assumes that the heat transfer occurs in 

radial direction through the condenser tube wall, i.e., it neglects the axial 

conduction, it is necessary to analyze the effect of axial heat conduction inside the 

condenser tube wall.  

 

In order to analyze the effect of axial conduction on the temperature 

distribution and also to the solution of the heat conduction equation through the 

condenser tube wall, a computer code ORTHIS [NECS 0525/01, (1971)] is used 

to solve the two dimensional heat conduction equation in a hallow cylindrical 

geometry. The results of the computer program ZEC for a reference case, Run 

1.3-2 of UCB data, are prepared as input to code ORTHIS.  Code ORTHIS  

requires local heat flux values at the inner surface of the condenser tube wall, 

local heat transfer coefficients of the cooling water at the jacket side, inlet  

temperature of the cooling water, condenser tube wall thickness and the 

temperature dependent thermal conductivity of the tube material.  

 

The radial and the axial heat conduction rates are obtained from the code 

ORTHIS are shown in Figure D.1 and D.2, respectively.  Since the ratio of axial 

to radial heat transfer rates ( /axial radialq q ) is in the range 0.01%-0.05%, the axial 

heat conduction can be neglected in the analyses.  
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 Figure D.1 Local radial heat transfer rate from the outer surface 

of the condenser tube wall 
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Figure D.2 Local axial heat transfer rate along the condenser tube 
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