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ABSTRACT

A SAMPLING METHODOLOGY FOR USABILITY TESTING OF CONSUMER
PRODUCTS CONSIDERING INDIVIDUAL DIFFERENCES

Berkman, Ali Emre
Ph.D., Department of Industrial Design
Supervisor : Assoc. Prof. Dr. Cigdem Erbug

June 2010, 388 pages

Aim of the study was to discuss and identify individual differences that influence
the user performance during usability tests of consumer products that are known
to prevent researchers to conduct systematic studies. The rationale behind the
study was developing a tool for sampling in order to handle experiential factors as
a variable rather than a source of error. The study made it possible to define and
elaborate on constructs general interaction expertise (GIE) and general interaction
self efficacy (GISE), and to devise a measurement scheme based on performance
observation and attitude measurement. Both perspectives were evaluated with
preliminary validity studies and it was possible to provide evidence on predictive
validity of the tool developed. Furthermore, opportunities of utilizing the results

in design and qualitative research settings were also explored.

Keywords: Usability testing, consumer products, general interaction expertise,
general interaction self-efficacy
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URUN KULLANILABILIRLiIGi TESTLERINDE BiREYSEL FARKLILIKLARA
DAYALI BiR ORNEKLEMLEME YONTEMI

Berkman, Ali Emre
Doktora, Endistri Uriinleri Tasarim Bolimii
Tez Yoneticisi : Dogent Dr. Cigdem Erbug

Haziran 2010, 388 sayfa

Gahsma kullanilabilirlik testinde kullanici performansini etkileyerek yapilandiriimig
arastirmalarin gerceklestirilmesini onleyen faktorlerin ~ tanimlanmasini
amagclamaktadir. Temel amag, bireysel farkliliklara dayah érneklem olusturmak
icin deneyim diizeyini bir hata kaynagi olmaktan gikararak bir degisken olarak ele
alinmasini saglayacak bir arag gelistirmektir. Calisma sonucunda genel etkilesim
ekspertizi ve genel etkilesim 6z yeterligi kavramlari tanimlanmis, performans
gozlemine ve tutum Olgiimine dayal bir ¢oklu oOlgim yontemi gelistirilmistir.
Geligtirilen yontem kullanilabilirlik testleriyle beraber uygulanarak tahmin
gecerligine iliskin kanitlara ulasiimistir. Calismada elde edilen bulgular, 6lgme
perspektifinin 6tesinde, tasarim ve niteliksel arastirma alanlari bakimindan da ele

alinarak uygulama firsatlari arastiriimistir.

Anahtar Kelimeler: Kullanilabilirlik testi, tiketici Grlinleri, genel etkilesim ekspertizi,
genel etkilesim 0z yeterligi
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CHAPTER 1

1. INTRODUCTION

1.1. Rise of computer technology

After the developments in computer technology during 1970s and its rapid
diffusion to various levels of society in the following years, the discipline of
ergonomics, having gathered a vast body of knowledge in physical aspects of
measurement and design in the past, had to rearrange itself according to the new
circumstances. Helander (1997) states that the major shift of focus was from
‘biological sciences’ to mental issues, and owing to the extent of utilization of
technology, to non-work activities as well. According to (Carroll, 2003), initial
impetus for HCl was felt when linear design process adopted by software
engineering, termed as waterfall development method, proved to be unsuccessful
allocating ‘software human factors’ at the end of the process and software
engineering found itself in the middle of a crisis. Although, ergonomics of
programmer users was studied between 1960 and 1970, the problems of end-
users was started to be recognized during 1970s (Smith, 1997). The most

challenging issue faced with was the fact that the end-user audience of computer



technologies was gradually being broadened. This process is schematized by

Shackel & Richardson (1991) in four successive stages (see Table 1-1).

Table 1-1 Broadening audience of computer technologies

Computertype  Period Users Problems
Research o e Reliability

. 1950s Scientists .
machines e All the programming

is done by users

Mainframes 1960s - Data-processing e Users of the output

1970s professionals grow

. e Users still do
Engineers and other

Minicomputers  1970s j programming
professionals e Usability becomes a
problem
Microcomputers 1980s Almost anyone e Usability is the major
problem

Note. Adapted from Human Factors for Informatics Usability by (Shackel &
Richardson, 1991)

The increase of usability problems can be explained by the fact that the
comparability between designer and users in terms of computer expertise,
formerly avoiding serious problems to be encountered, was seriously disturbed

after non-experts entered the scene.



The literature of ergonomics, indifferent to this upcoming issue at first, soon

anticipated this prospective area with a rapid growth of interest (Meister, 1995).

According to Adler and Winograd (1992), although ergonomics was traditionally
familiar to the issues of design of human — machine interface, the old approach
had certain drawbacks as far the new problem domain is concerned. First, they
argue that conventional models focused on lower levels of cognition such as
sensation and perception, whereas new interaction required an understanding of
complex functions. As a second argument, they emphasize the fact that modeling
user as a system component was a narrow depiction, which makes it hard to grasp
their active role. Thirdly, ergonomics was usually given a role of error reduction,
where at a later stage of a development process the experts were asked to modify
a given system in order to keep it within the limits and capabilities of users.
Finally, the expert-centered evaluation methods that proved to be successful as far
as physical capacities and low order cognitive facilities are taxed have lost their

power within the hard-to-predict cases of complex interaction.

1.1.1. Diffusion of digital technologies

With the diffusion of digital technologies, problems that have been witnessed in
the domain of personal computers (Shackel & Richardson, 1991) began to be
observed in the use of once-humble products (Thimbleby, 1991). Together with
this, conventional paradigm of consumer ergonomics was no more sufficient to

embrace all the dimensions of user — product relationship.

Relatively complex cognitive processes that were in charge necessitated adoption

of methods that traditionally belong to the domain of HCI. In a survey carried out



in 1996, including 25 federated societies of IEA, ‘usability of consumer products’
was ranked as the third most important emerging area in ergonomics, leaving
‘human computer interface’ behind (Helander, 1997). Since 1990s, it is no more
uncommon to come across with cases that consumer product are evaluated using
techniques pertaining to HCI (e.g., Connell, Blanford, & Green, 2004; Garmer et al.,
2002; Lauretta & Deffner, 1996).

Being a fundamental technique in HCI, usability testing is one of the most
frequently applied techniques in both design and evaluation. As the observation
of participant behavior forms the backbone of the technique, it is empirical and
somewhat objective in character. Given this, usability testing is one of the most
frequently resorted techniques when a systematic approach is required for

eliminating evaluator biases as much as possible (Potosnak, 1988).

In the case of consumer products, while applying HCI-specific methods, adherence
to conventions valid for HCI in a ‘verbatim’ fashion may cause incompatibilities.
HCI theories and practice, ‘user’ is traditionally conceptualized as a professional,
using a tool for sustaining her/his activity within the work domain. Therefore, the

user profile exhibits a relatively homogenous profile.

Given these, for professional products, it is usually possible to determine the
characteristics of target users and ‘choose’ the ones that represent the actual
population as participants, with the help of observable attributes such as job

experience, education, age etc.

In the case of consumer products, working on homogeneous ‘subsets’ is not
plausible most of the time, given the fact that such products are usually intended
for a larger portion of the population. Since anybody can be within the target

profile, individual differences start to play an important role.



Diversity to be accommodated is quite large and many user characteristics,
especially experiential ones, should be considered in order to ensure that design
characteristics of the product being tested are reflected to results rather than

individual differences. In the following chapters this will be discussed thoroughly.

1.2. Aim of the study

Aim of the study is to develop a framework to accommodate individual differences
in usability tests and other user-centered design techniques in the case of

consumer products, so that results are not affected by individual differences.
In order to accomplish this aim the following questions should be answered:
e What is the mainstream approach to sampling in usability studies?

e What are the individual differences that may affect usability test results?

Do experiential factors play a significant role?

e How should experiential factors be approached so that they no more

obscure link between design characteristics and usability performance?

e How can experiential factors be approached within a measurement

perspective?
o What may the manifestations of expertise be with digital products?
e How can this framework be utilized for evaluating design alternatives?

e How can this framework be utilized in qualitative research?



1.3. Structure of the thesis

In Chapter 2, the problem definition presented here will be discussed in detail by
highlighting the problems with current approach to sampling and treatment of

experiential variables as independent variables.

In Chapter 3, a construct definition and a model where experiential factors are

defined with regards to what is acquired or retained will be discussed.

In Chapter 4, the prototypic tools developed to assess General Interaction
Expertise, based on observation of the actual performance will be presented with

relevant theory and empirical findings.

In Chapter 5, another assessment tool developed in order to assess another
manifestation of GIE, namely General Interaction Self Efficacy will be discussed.

Theoretical background and the development process will be presented in detail.

In Chapter 6, the findings of the empirical studies will be discussed in detail.
Together with the nomothetic approach maintained throughout the study, other

opportunities will be explored.

In the conclusion chapter the main outcomes and shortcomings will be discussed.
The partial models utilized throughout the study will be presented as an integrated
model, and finally future studies and opportunities for future work will be

explored.



CHAPTER 2

2. DESIGN, USABILITY TESTING AND INDIVIDUAL DIFFERENCES

2.1. The link between design characteristics and usability

The rationale behind conducting a usability test is to measure (Nielsen, 1993) the
high-level construct defined as ‘usability’ of a system, regardless of the
organizational context in which it is conducted (Gray and Salzman, 1998).
Therefore, as any other measurement instrument would claim to do, a usability

test should be intended for its effectiveness to measure the targeted construct.

Regardless of the motivation behind testing a product, the aim is always to assess
to what extent design is appropriate or the design decisions that may render a
product inappropriate. In formative tests, products are tested during the
development process in order to determine potential sources of usability problems
and to generate design improvements so that the design is altered. Even in
summative tests, products are tested so that designs may be assessed on their
own or within a group of alternative/competing designs with regards to how

usable they are. In each case the effect of design solutions on participants’



performance is being investigated, with the basic presumption that there is a
causal relationship between them. In other words, when a product causes
usability problems it is usually suggested that design has certain defects. The
phenomenon pointed out by Norman (1988) that usability problems are mostly
caused by the frequently coined “gap between designer and user” reflects a similar

approach.

Therefore, it is not too much to suggest that the main motivation behind studying
usability is to investigate the characteristics of the causal relationship between

design and usability of a product.

In this regard, when a product does not seem to perform well in a usability test the
cause of the misfit is expected to be design. All the other factors that may be in

charge are regarded as nuisance variables and are tried to be eliminated.

The major disadvantage and the most powerful trait of the methodology of lab
testing is regarded to be the reduction of real-life factors and isolating interaction
in a controlled environment. The following lines by Woodworth that highlight why
controlled conditions are crucial in inferential work opened up new opportunities

in experimental research, and are worth quoting in full.

An experimenter is said to control the conditions in which an event occurs. He
[sic] has several advantages over an observer who simply follows the course of
events without exercising any control.

1. The experimenter makes the events happen at a certain time and place and so is
fully prepared to make an accurate observation.

2. Controlled conditions being known conditions, the experimenter can set up his
experiment and repeat the observation; and, what is very important in view of



social nature of scientific investigation, he can report his conditions so that
another experimenter can duplicate them and check the data.

3. The experimenter can systematically vary the conditions and note the
concomitant variation in the results. If he follows the old standard “rule of one
variable” he holds all the conditions constant except for one factor which is his
“experimental factor” or his “independent variable.” The observed effect is the
“dependent variable” which is in a psychological experiment is some
characteristic of behavior or reported experience. In an experiment on the
effect of noise on mental work, noise is the independent variable controlled by
the experimenter, and the dependent variable may be speed or accuracy of work
or the subject’s report of his feelings [...] With careful planning two or three
independent variables can sometimes be handled in a single experiment [...]
Whether one or more independent variables are used, it remains essential that
all other conditions be constant. Otherwise you cannot connect the effect
observed with any definitive cause.

(Woodworth, 1939; pp. 2-3)

Although such a methodological parsimony may not be required in the case of
usability tests, the fact that one “cannot connect the effect observed with any
definitive cause” if there are too many unknowns in the scene is a valid question
directed towards usability tests of all sorts. In order to conduct analyses and draw
valid conclusions, variables of concern should be somehow measured, even if the

study is a non-experimental one (Spector, 1993).

According to the classical test theory, a measurement may not be freed of all its
flaws and any act of measurement is subject to contamination, in terms of

Spearman’s true score model (1907; ctd. in. Spector, 1993).

X=t+e (1)



Where, X is the observed value, t is the true score, and e is the error component.

With an expansion of the error component, the conceptual formula can be stated

as follows:

X=t+(e +e) (2)

Where, e, is the random error, and es stands for the systematic error. Whether a
guantitative or a qualitative approach is adopted, the methodological challenge is
to eliminate e, and to reduce e, by keeping with principles of good design and
conduct, so that error component does not introduce a systematic bias, as far as

the observed score is concerned (Cooper, 1998; Crocker & Algina, 1986).

In the case of usability tests many types of e may affect what was observed,
despite the true fit between the design and the participant. A study that discusses
the systematical error components in the case of usability testing was not located

in the literature.
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Figure 2-1 Possible factors that affect user performance in usability test

Testing technique and procedure may include mainly consistency problems, where
every participant does not come across the same experience. For example,
inconsistency in answering help requests and inadvertent questions directed to
participants during a scenario may affect actual performance or the subject’s
feelings and ways of reporting them. Furthermore, the bugs and technical
breakdowns witnessed during a test may also alter the results, so that some
sessions may be lost entirely. Even a single hard-to-complete scenario skipped

may alter the impressions about the product being tested and may affect a post-
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test satisfaction questionnaire to a great extent. Main texts on practical aspects of
usability testing coves many of these as guidelines for testing (e.g see Nielsen,

1992; Dumas and Redish, 1993; and others)

Such errors may latently cause defying effects on test results and if are
systematical in nature may ultimately alter the conclusions drawn. For example,
suppose that a group of products are being tested and parallel sessions are
necessary for methodological reasons or pure logistics. The style of administration
exhibited by test administrators may deeply affect what was experienced and what
was felt by the participants. Even, the gender and age of the administrator may
induce a serious bias and a certain profile of participants may feel less anxious and
more motivated during the test. Although such sources of error may cause serious
problems, strictly followed procedures, technical competence, administrator
training and consistency in administration may alleviate problems. Furthermore, it

is possible to recognize such errors during the analysis phase.

Obscure sources of systematic error may not be recognized or located with such
ease. Some types of individual differences among the participants may not be
observed directly and may seriously obscure the causal link between design and
usability. Observable or latent there are many types of individual differences that

were treated as confounding variables in usability related studies.

2.2. Individual Differences and Usability

The branch of psychology studying differences among individuals is named as
differential psychology. It is almost impossible to find a single aspect considering

human beings where differences among individuals are so insignificant that they

12



are easily neglected for the sake of parsimony (Carroll, 2003). Any user activity
within an artificial system can be testified, without hesitation, to exhibit influences

of individual differences in both quantitative and qualitative senses.

According to Cooper (1998) among the numerous merits of studying individual

differences, four main reasons can be listed.

1. Itis achallenging and intriguing issue of its own right.

2. Measurements of certain differences provide variables, thus increasing
inferential accuracy and power of research.

3. Recognition of differences is useful and sometimes crucial in many practices—
e.g. personnel selection, assessment of training, etc.

4. Individual differences can be investigated to predict behavior prior to

performance.

Among the points listed above; 2 and 4 seem to overlap with the aims of this

project.

2.3. Diversity of performance due to individual differences

Early studies that explored how HCI can benefit from differential psychology are
reviewed and discussed in depth in an article by Egan (1988). Most of the early
studies seem to concentrate on how general guidelines can be developed with an
aim of accommodating individual differences in the design of systems for various
tasks. The majority of research effort was to determine whether certain traits of

individuals affect performance in common tasks carried out with computers such

13



as information retrieval, text editing, accounting, and programming (e.g. Benbasat,
Dexter and Masulis, 1981; Egan, Bowers and Gomez, 1982; Gomez et al., 1983;
Vincente, Hayes and Willigies, 1987; Evans and Simkin, 1989; Nilsen et al., 1993). It
should be noted that although such tasks were mostly carried out by a relatively
homogenous user population, the ratio of best performance to the worst
performance was found to be much higher than the typical ratios observed in
conventional occupational settings. In order to grasp the significance of individual
differences and the extent of diversity due to individual differences in observed

measures of performance, Egan’s seminal work (1988) is worth a concise review.

In his introductory lines, Egan states that there are three good reasons to
approach to the issue of individual differences with a prescriptive approach rather
than a descriptive one. First, he argues that it is common to observe performance
differences as large as 20:1 for a particular task. What is surprising is that the
differences can be explained by the diversity of users, regardless of the specific
designs of the systems or training procedures. Egan identifies the number of errors
made and time elapsed while recovering from errors as two main sources of
performance differences in editing tasks. In accordance with this, he argues that
tasks which do not tax cognitive resources or that are dominated by motor skills
yield less difference in performance. Second, Egan states that as computer
systems proliferate and are used by nonprofessional users as well, certain
individuals will not be able to use such systems effectively, which may hinder
success in the market. Lastly, it is argued that since these performance differences
are not random they can be predicted and their causes can be identified for
guiding better designs immune to individual differences (see Egan, 1988, p. 565 for

a representation of the ideal system).
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By reviewing a multitude of studies Egan concludes that causes of such variations
in performance seem to be dominated by variables such as “experience, certain
‘technical’ aptitudes, age, and domain specific skills”(p. 552). Experience’ was
found to be usually the best predictor of performance if a group of users with
varying levels of experiences are considered. However, it should be noted that the
definition of experience adopted in these studies was quite problematical
regarding how this attribute was represented (see Footnote 2, later to be
discussed in this paper). Technical aptitudes that yield significant correlations with
performance were identified as spatial abilities, reasoning and certain other
aptitudes such as science / mathematics achievement. Age emerged to be a
powerful predictor of learning performance if experience was controlled. In the
case of text editing, after a brief period of learning, correlation between age and
performance was observed to attenuate. Domain specific skills acquired with
conventional tools were usually observed to hinder the performance with
computerized tasks, since negative transfers were likely to occur and were more
powerful as a domain specific skill become imbedded—i.e. as automatic
processing is fully developed. Egan concluded that “domain specific knowledge
begins to predict performance only after users have acquired some experience
with the computer interface” (p. 557), in other words, after a certain level of

computer literacy is acquired.

In a later study, by Dillon and Watson (1996), “over a century of work in
differential and experimental psychology” (p. 631) was reviewed with an aim of

enhancing user analyses typically carried out in HCI studies. The survey was

! Experience is usually conceived as pieces of information that consists of years-of-experience type
data regarding a general or specific application domain—e.g. no experience, two years of
experience, more than three years of experience, etc. The problems of such a definition will be later
discussed in this article.
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concluded with an inspiring discussion on ways in which the knowledge and
research methods of differential psychology can be suitably added to the toolbox
of HCI analyst. The relevant issues to be highlighted can be summarized as

follows.

First, after years of research in psychometrics it was possible to identify a number
of basic abilities; though, there are ongoing discussions about the relationships
and the exact structure of high-order abilities (Cooper, 1998). Regardless of these
meta-discussions, these basic abilities proved to be pragmatically useful in
predicting performance regarding specific tasks. Second, design and analysis of
systems can be improved with the knowledge accumulated. Such an improvement
may open up the possibilities to generalize findings and to develop a data-driven
user taxonomy, rather than pure arm-chair speculation. Third, certain individual
differences such as reasoning and visual abilities can be associated with certain

design characteristics of interfaces.

2.4. Current approach to sampling in usability tests

The literature of individual differences concerning usability seems to be restricted
to professional and non-professional software domain. Studies that discuss
individual differences in regards to consumer products with embedded software
are rather scanty. The fact that individual differences regarding consumer
products are much more significant in terms of all types of usability studies may be
attributed to two main reasons. First, as interaction styles that could be exploited
are increasing, designers started to assume more experience and ability on the

user’s side (Chen, Czerwinski and Macredie, 2000). Second, defining a clear-cut
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user population is quite difficult. In reality, ‘every person in the world’ can be a
potential user for, say a cellular phone, produced by a multi-national company.
Categories such as age, gender, education level or socio-economic status are far
from having discriminatory power if compared to the attributes that directly
influence performance (see Dunnette, 1976 for a full discussion), although some of
such ‘generic’ categories may have a correlation with performance in some cases.
Thus, a quite heterogeneous user population is confronted with, when one needs

to conduct usability studies in the field of consumer products.

Causes and consequences of the heterogeneity of user population in the case of

consumer products may best be illustrated with a speculative example:

Suppose that during the development process of an innovative cellular phone, the
manufacturer wants to see whether users will easily adapt to the innovative
interface. Furthermore, the manufacturer wants to compare the performance of
this innovative design with its competitors and needs to verify that basic functions
can be easily used by all users. Although, usability testing would be the right
choice to fulfill those needs, results of the test would not be able to vyield

unambiguous results.

Firstly, the possibility that variance observed in user performance may be
explained by individual differences causes methodological problems, and is hard to
neglect especially in the case of consumer products. Some participants may not be
able to complete even a single task successfully; interpretation of this result would
really be trivial. Was it the interface’s design that caused too much problem for the
participants? Was it the participants’ lack of experience with such innovative

modes of interaction?
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Secondly, when the task is to compare the design with its competitors a
methodological problem with ‘experiment design’ arises. Suppose that interface
(A) is decided to be compared with three other products (B, C and D). It is evident
that a single test where each participant experiences all the interfaces is not
possible, since such a test session would take too much time and it would be
difficult to isolate and eliminate the effects of positive — negative transfer among
interfaces. Therefore, one would look for experiment designs with more than one
group. For example, there may be three groups where each competitor is
compared with interface A, so that each participant uses only two interfaces
instead of 4. In such a design, participants in each group should be comparable

with regards to individual differences that may directly influence the test results.

Thirdly, the manufacturer in the example above would never know whether the
sample was representative enough to infer that ‘basic functions can be easily used

by all users’, regardless of the level of success observed in the tests.

The primary aim of any usability test should be to observe the effect of interface
design on user performance, and eliminate all other interfering factors. Individual
differences should be regarded as the most important factor to be eliminated or
controlled since early studies show that huge variability in performance can be
explained by individual differences among users, regardless of design or other
factors (Egan, 1988). Experiential factors, among other individual differences, are
known to have a significant effect on performance (e.g. Nielsen, 1993; Dumas and

Redish, 1993).

Despite the famous phrase reminding participants that what is tested is the
interface not their abilities, it is usually the participant’s familiarity with digital

interfaces that is being reflected in results.
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2.5. When does heterogeneity really cause problems?

Although, the fact that experiential factors have a considerable effect on results
indicates that a methodological flaw is present, this is not a criticism brought to
the methodology of usability in general. Most of the time usability tests are
conducted to uncover major problems and to have a rough idea about the fit
between user and the system. It may be assumed that whether a test would be
carried out in ‘discount usability situations’ (Nielsen, 1993) or for strict, inferential
purposes (Potosnak, 1988) may determine how meticulously should external

factors be controlled.
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Figure 2-2 Types of usability tests with regards to aim of the test and

methodological approach

Regardless of the nature of research and the motivations behind (see Figure 2-2)
representative sampling and heterogeneity of user population are issues to be
keen on for obtaining plausible results, unless the only function of observations is
to inspire usability experts who rely heavily on their expertise for anticipating
usability flaws. However, it should be noted that when a valid inference is to be
made with the results of a usability study, control over factors pertaining to

sampling that may affect test results becomes even more vital.
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Although the main discussions in sampling literature concentrate on the
discussions on sufficient sample size to discover the majority of usability problems
(see Caulton, 2001 for a review), the probability of experiencing usability problems
in a user test seems to be related with experiential factors. Therefore, all types of
homogeneity assumptions, regarding age, gender, occupation, experience may
prove to be inaccurate. If this is the case, then, even diversity and significance of
the problems observed in a discount situation may not be plausible unless the
sample is checked for serious biases in terms of expertise levels of the participants
involved. With a small sample size even some of the most serious problems may
not be encountered by the participants if the sample is heavily skewed in terms of

experiential factors.

In the following section the problem of representative sampling in usability

research will be discussed.

2.6. Problem of representative sampling in usability research

Usability studies that are characterized by user involvement are mostly non-
experimental, that is, observational in nature (Nielsen, 1993), and are carried out
for formative or summative purposes. Generally speaking, the primary aim is to
diagnose usability problems in the former and to ‘measure’ performance in the
latter. Regardless of the nature of research and the motivations behind,
representative sampling is an issue to be keen on for obtaining plausible results,
unless the only function of observations is to inspire usability experts who rely
heavily on their expertise for anticipating usability flaws. For summative studies,
representative sampling is even more vital since observations are supposed to lead

to absolute statements about the usability of the system being investigated.

21



Although, the need for representative sampling finds support in literature,
suggestions about factors to be considered are divergent. Furthermore, methods

and techniques for obtaining a representative sample are not concretely put.

Nielsen states that “sample should be as representative as possible of the
intended users of the system” (1993, p. 175). In order to achieve this, for the
systems with large intended populations, anyone can be a participant; but age
should be considered if old users are targeted and gender was found out to be
significant in some cases. He further adds that novice — expert dichotomy was
useful as a main distinction based on experience and in many cases both groups
should be involved. He establishes the dimensions of user experience as computer
experience, experience with the particular system, and domain knowledge.
Finally, he adds that some “less immediately obvious” factors such as basic abilities
were known to play a role. Chapanis lists the “human characteristics that are
important” (1991, p. 375) as sensory capacities, motor abilities, intellectual
capacities, learned cognitive skills, experience, personality, attitudes and
motivation. Dumas and Redish (1993) suggest that “[d]eveloping a good profile of
users should be a joint effort of the marketing department, usability specialists,
and product designers” (p. 120) and if, for example, a system’s target is “mid-to
large-size corporations...we will want to look for people who work in mid-to large-
size corporations” (p. 121). They further add that experience and motivation are
two important factors to explain differences among people, and propose a similar
construct of experience with Nielsen (1993). The experiential factors to be
considered are listed as: work experience, general computer experience, specific
computer experience, experience with the particular product, and experience with

similar products (p. 122).
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Some of the approaches that are common in the studies reviewed above may be
challenged in order to arrive at an alternative way of looking at the issue of

representative sampling.

2.7. Alternative approach to the issue of representative sampling

First of all, a common attitude is exhibited in the sense that how experience is
considered as an important factor and how it is defined. Experience is usually, if
not always, defined as quantity, frequency and duration of participation to a task,
interaction with a class of applications, a specific application, or computers in
general. Such a construct is valuable and has practical appeal to present the
multidimensionality of experiential differences. Moreover, such information is
readily available and may be very helpful in discount situations. Nevertheless, it is
better to treat such information to draw a coarse distinction between user groups.
The problem of defining experience in such terms arises when experience is
treated as a predictor of performance, as a confounding variable, or as a substitute
for a variable representing the transformations occurred during learning process.
Two users who have been using cellular phones for five years cannot be assumed
to have the same level of expertise in using cellular phones. People certainly differ
even after they attend a formal learning process; to the extent of knowledge and
skills they acquired (Ackerman and Humphreys, 1990), which is actually one of the
motives behind the study of individual differences. If such an approach to
experience could be sufficiently valid, then no examinations would be necessary

for monitoring people who attend educational programs.
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Secondly, conventional approach to representative sampling does not overlap with
the notion of individual differences in the way that is tried to be represented here.
As far as the professional practice of usability research is considered, the measures
of user performance do not satisfy the aims of the projects most of the time.
Therefore, together with this basic area of interest, other aspects such as user
satisfaction and usefulness are successfully integrated to concept of usability.
With such an attitude, it is certainly good practice to have a sample of participants
that matches the targeted consumer profile. However, if the research is focused
especially on the objective measures of user performance, then representation of
the consumer profile by a sampling scheme based on socioeconomics and

demographics loses its vitality and plausibility.

A better conceptual position for identifying the attributes that directly influence
performance should be looked for in order to ensure validity, even in commercial
projects where the researcher is only interested in observing user performance.
The concept of expertise rather than experience seems to be a proper starting-
point for this purpose, given the fact that it emphasizes the acquisitions of
individuals but not what is experienced. Expertise may briefly be defined as
“aspects of skill and general (background) knowledge that has been acquired...”

(Freudenthal, 2001, p. 23).

In the next chapter an approach based on expertise as defined here will tried to be

constructed.
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CHAPTER 3

3. GENERAL INTERACTION EXPERTISE

3.1. Definition of General Interaction Expertise

In a usability test, most of the time, if not always, participants experience a novel
situation. In other words, either a new interface is being tested or participants are
asked for completing novel tasks with a familiar interface. It is observed that
participants try to grasp designer’s model by navigating within interface and trying
to complete the tasks assigned to them. Some participants may predict the model
with quite ease before a thorough experience; while others may never form a
working model of the system that conforms with the actual model and keep

experiencing problems.

Therefore, in essence, in usability tests participants are asked to adapt to a novel
interaction situation. As it is thoroughly discussed in Chapter 2, it is argued that a

test participant’s expertise level acquired by experiencing a diversity of interfaces
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is one of the most determining factors that affect how s/he copes with this novel
situation. Term suggested for this construct is General Interaction Expertise (GIE)

(Berkman & Erbug, 2005), and may be briefly defined as:

General Interaction Expertise (GIE) is a general proficiency acquired by experiencing
several interfaces, that helps users to cope with novel interaction situations.

3.2. Triadic model

In this study, the model suggested in Figure 3-1 will be utilized for comprehending
the relationship between what is experienced (experience) and manifestations of

what is retained (GIE)— i.e. expressions of permanent cognitive changes, as actual

performance and self-efficacy belief.
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Figure 3-1 Triadic model of experience and components of expertise

This triadic model is in line with Bandura’s social learning theory (1986). Before
going into detailed discussion of the reciprocal relationships among the

components of this model, the concept of self-efficacy should be briefly discussed.

The concept of ‘self-efficacy’ proposed by Bandura (1986) is frequently utilized to
measure and even predict performance. According to Bandura, individuals possess
a self system that enables them to influence their cognitive processes and actions.
Therefore, “what people know, the skills they possess, or what they have
previously accomplished are not always good predictors of subsequent
attainments because the beliefs they hold about their capabilities powerfully

influence the ways in which they will behave” (Pajares, 1997). In line with this
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view, researchers developed many scales that targeted ‘computer self-efficacy’
(e.g. Murphy, Coover and Owen, 1989; Compeau and Higgins, 1995; Quade, 2003;
Barbeite and Weiss, 2004; Torkzadeh and VanDyke, 2001).

Suggested as ‘more than just a mere reflection of performance’, the concept of
‘self-efficacy’ was considered as a framework for defining the construct that will

form the backbone of the scale under development.

3.3. Self-efficacy’

3.3.1. Definition

While discussing what is excluded and what is included to the term ‘self-efficacy’
Bandura asserts that self-efficacy is more than the possession of the required
underlying skills for completing a particular task (1986). He maintains that
“competent functioning requires both skills and self-beliefs of efficacy to use them
effectively” (p.391). Therefore, self-efficacy is proposed as a generative entity that
makes it possible to use skills, yielding a desired outcome, within various contexts.
In this regard the concept is markedly different from outcome expectancies and
can be delineated as an individual’s self-belief in attaining a certain level of
performance. However, Bandura views self-efficacy as a functional mechanism

rather than just a self reflection on one’s own capabilities.

Self-percepts of efficacy are not simply inert estimates of future action.
People’s beliefs about their operative capabilities function as one set of

® This section is mostly based on Bandura’s seminal work Social Foundations of Thought and Action:
A Social Cognitive Theory (1986), where he situates the concept of self-efficacy within a broader
framework.
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proximal determinants of how they behave their thought patterns, and
the emotional reactions they experience in taxing situations. Self-
beliefs thus contribute to the quality of psychosocial functioning in
diverse ways.

(1986, p. 395)

Stemming from this argument, it is suggested that self-efficacy partly determines
which actions are undertaken and which social milieus are involved with.
Therefore, as self-efficacy about a domain starts to grow, through its effects on
choice behavior, it starts to determine what is experienced and what is avoided by
the individual, partly influencing the course of personal development. It may be
suggested that as self-efficacy beliefs are strengthened individuals may feel more

motivated to get involved with the corresponding activities.

Another effect of self-efficacy beliefs is about breakdown conditions. It is argued
that individuals with high self-efficacy beliefs do not give up easily when faced with
obstacles and may even expend greater effort as they may tackle the problem as a
challenge. Thus, it is asserted that individuals with strong self-efficacy beliefs tend

to invest more effort and persist more in sustaining it.

A third effect of having strong self-efficacy beliefs is on the efficiency in converging
cognitive resources on accomplishing the task at hand. Individuals with low self-
efficacy tend to concentrate more on their limitations and shortcomings when
they cannot proceed. Strong self-believers, on the other hand, concentrate on
how to solve the problem and put more effort in dealing with ‘external’ problems.

Furthermore, it is argued that high self-efficacy is related with causal thinking.
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As a result, setting it aside from individuals ‘actual capabilities’, self-efficacy is a
self-influencing mechanism, affects what actions people engage with, how they

behave and how they act under stress or in situations of breakdown.

Proceeding from this general conception of self-efficacy and related mechanisms
that stem from Bandura’s cognitive theory, it may be proposed that a user with
strong self-efficacy regarding interaction may be expected to have a tendency to

use digital interfaces more often.

3.3.2. Sources of self-efficacy

Dwelling on the sources of self-efficacy perceptions are crucial for the definition of
a construct that embraces the acquisition process, thus linking the self-efficacy

based construct with the previous definition of General Interaction Expertise.
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PHYSIOLOGICAL STATE

SELF
VERBAL /ENACTIVE EXPERIENC& VICARIOUS
PERSUASION EXPERIENCE

Figure 3-2 Internal and external sources of self-efficacy

The primary source for any self-efficacy belief is the enactive experience, where
the individual experiences the domain. Bandura (1986) calls such experiences
‘authentic mastery experiences’. Episodes that lead to success are deemed to
strengthen the self-efficacy beliefs and poor experiences lower them.
Furthermore, Bandura suggests that repetitive experiences that alter self-efficacy
perceptions are slightly affected by rarely occurring negative outcomes.
Therefore, as self-efficacy reaches to a certain level it becomes immune to
disproving evidence. Together with this gain of robustness, beliefs tend to be

generalized to other domains that are similar in character. Therefore, during the
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acquisition of GIE, experiences with products not only result in strengthening of a
specific self-efficacy belief but also lead to construction of a generalizable form of
self-efficacy. Marakas, Yi and Johnson (1998) discuss this issue in the case of
computer self-efficacy and suggest that several application specific computer self-

efficacy beliefs (A/S) form the General Computer Self-Efficacy’.

Another source of self-efficacy is vicarious experience. Individuals may also base
self-efficacy beliefs on other individuals’ successful experiences. Furthermore, in
cases where there are no absolute measures of success and failure vicarious

experience serves as follows:

When factual evidence for performance adequacy is lacking, personal
efficacy must be gauged in terms of the performances of others.
Because most performances are evaluated in terms of social criteria,
social comparative information figures prominently in self-efficacy
appraisals.

(Bandura, 1986, p. 399)

According to Bandura, verbal persuasion is another method to alter or destroy an
individual’s self-efficacy belief. It is argued that it is harder to alter than to
undermine an individual’s belief permanently by verbal persuasion. Together with

vicarious experience, this source frames the social facets of self-efficacy.

The last source is termed as physiological state and is related with self-monitoring

of somatic responses in taxing situations.

* This conception of the acquisition of General Computer Self-Efficacy is again in line with the point
mentioned in footnote 3. This similartiy in structuring the acquisiton process makes it easier to
contain the self-efficacy concept.
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Because high arousal usually debilitates performance, people are more
inclined to expect success when they are not beset by aversive arousal
than if they are tense and viscerally agitated. Fear reactions generate
further fear through anticipatory self-arousal.

(Bandura, 1986, p.401)

This source of influence may be utilized to establish the interrelations of the

concept with anxiety-related constructs.

Although Bandura does not offer such a dichotomy, these 4 sources may be

formulated as internal and external (social) sources of self-efficacy.

Proceeding from this general conception of self-efficacy and related mechanisms
that stem from Bandura’s cognitive theory, it may be proposed that a user with
strong self-efficacy regarding interaction may be expected to have a personal
history of interaction where positive experiences are dominant, tendency to use
and learn new digital interfaces more often, exhibit persistent behavior in

breakdown situations, and not to exhibit self-blaming behavior in case of an error.

3.4. Construction of GIE

In order to discuss how GIE is constructed, each link between the elements of the

triadic model should be examined.
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3.4.1. Experience - Actual performance (1)

The suggested relationship between experience and actual performance (see
arrow 1 in Figure 3-4) is tried to be illustrated by exploiting the elaborated

taxonomy suggested by Smith (1997).

General Interaction Expertise

Figure 3-3 GIE, domain specific knowledge, application-specific component and
system-specific component
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It may be suggested that as individuals interact with a specific product they
acquire a system-specific component of expertise (SS). After experiencing a
number of similar systems for carrying out the same task—i.e. listening to music—
an application-specific component (AS) of expertise is formed. Therefore, as
people use specific systems with similar functionalities they acquire an AS together
with individual SS components. Domain-specific knowledge (DS), on the other
hand, consists of all the knowledge and skills required for carrying out a specific
task. For example, etiquette of unmediated face-to-face communication may be

situated within DS of communication.

Coming across a variety of SS, AS, and DS, several schema-based expertise (see
Preece, 1994) are acquired, which help individuals to manage known and novel but
familiar systems. Even if users face a totally novel application area, their expertise
help them to orientate to the new system, provided that prior expertise acquired

bear sufficient commonalities with the novel situation.

Therefore, although it was illustrated as if separate areas of AS and DS do not
overlap in Figure 3, they actually do in reality. Moreover, the areas of intersection

among separate areas of SS are larger than depicted.

This taxonomy is further clarified with a concrete example about using a washing

machine in provided in Table 3-1.
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Table 3-1 Using a washing machine with a digital interface

Power on/off pictogram, navigating
GIE Interaction through menu structure, how cancel
button functions...

Procedure of washing, effects of

. temperature on textile and dyes, how

DS Washing garments . .
to spare hot water, how to identify a

well-washed cloth...

Certain controls and displays specific

AS Washing with a to washing machines, functional
machine model of washing machines, how to
save energy, safety precautions ...
Washing with a Program A, Program B, specific
SS specific model of pictograms, menu hierarchies,
washing machine procedures, key combinations ...

3.4.2. Actual performance — experience (2)

The relationship between experience and expertise is suggested to be reciprocal
one (see arrow 2 in Figure 3-4).

It may be argued that as an individual’s expertise observed to be improved over
time, a social image will be formed and probability of coming across with novel

interaction situations may eventually increase. For example, if an individual is

36



known to be good at handling novel interaction situations, individuals may start to
consult her/him frequently. Thus, if an individual’s observed expertise becomes
prominent it may affect what will be experienced by her/him. On the other hand,
if an individual is observed to be a poor performer then other individuals will not
ask for help or encourage the individual to get involved in novel interaction

situations.

3.4.3. Actual performance - self-efficacy (3)

As mentioned earlier, as individuals experience a diversity of interfaces they form
a self-efficacy belief (see arrow 3 in Figure 3-4). This belief may be strong or weak
depending on how the outcome of the experience was perceived by the individual.
In other words, an individual’s performance in novel interaction situations will be

reflected in the form of self-efficacy belief.

3.4.4. Self-efficacy — actual performance (4)

As individuals grow self-efficacy beliefs about interaction, their actual performance
with interfaces are influenced through several mechanisms (see arrow 4 in Figure
3-4). As discussed earlier, people with a strong self-efficacy belief are good at
overcoming breakdown situations and converging cognitive resources to problem
solving. People with low self-efficacy may tend to get frustrated easier, ask for help

or may be prone to quit when confronted with a problem.
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3.4.5. Self-efficacy — experience (5)

Individuals with strong self-efficacy beliefs with regards to interaction are
expected to extensively learn and use new digital interfaces and to frequently get
involved in challenging interaction situations. Individuals with a low self-efficacy
may choose not to use digital interfaces and try to avoid challenging interaction

situations as much as possible.

3.5. Actual performance and self-efficacy as manifestations of GIE

As defined by Cronbach and Meehl (1955), a construct is an attribute postulated to
be possessed by individuals and reflected in behavior. It is developed “generally to
organize knowledge and direct research in an attempt to describe or explain some
aspect of nature” in a scientific inquiry (Peter, 1981, p. 134). It is only possible to
make inferences about the attribute by examining its surface manifestations.

Therefore, constructs can be observed indirectly.

As depicted in Figure 3-4, GIE was treated as a construct, which is manifested in
actual performance and self-efficacy beliefs. Although it was mentioned that there
is a reciprocal relationship between experience and expertise (see Figure 3-4,
treating experience as a manifestation of GIE is methodologically inappropriate
since ‘what is experienced’ is not a reflection but one of the causes of GIE in the

first place.
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experience

GIE

(General Interaction Expertise)

actual performance self-efficacy

GIE-T GISE-S
(General Interaction (General Self-efficacy
ExpertiseTest ) Scale)

Figure 3-4 The construct of GIE and its main cause and its manifestations.

3.6. Measurement of GIE

According to the results of a brief literature review it was found that there are 4
main measurement approaches for studying constructs that target some sort of

expertise related with the use of technology.
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3.6.1. Actual tasks

In this approach, respondents are asked to perform certain tasks under controlled
conditions. Although, it resembles the style of measurement adopted in apparatus
tests the aim is usually to test the subject’s proficiency of a particular software

package.

It is not a widely resorted technique (e.g. Bunz, Curry and Voon, 2006; Kay, 1993).
Unlike the apparatus tests suggested in Chapter 4, whether subjects can complete
certain everyday tasks with an actual software package is observed. Thus, the aim
is not to have a standardized test to gauge users’ expertise in various research
conditions but to utilize results mostly for personnel selection. In the literature,
measuring expertise with actual tasks in order to explore its effect on other factors

is not a frequently witnessed approach.

3.6.2. Verbal tasks

In the employment of verbal tasks respondents are asked to answer certain
guestions that aim to test computer related knowledge. Items of such tools
mostly resemble written examinations or multiple-choice tests. Such tools are
mostly applied in educational settings for measuring achievement (e.g. Jones and

Pearson, 1996; Cassel and Cassel, 1984) of students.

Most of such tests are not standardized and applied in an adhoc manner by
teachers in the form of classroom examinations. However, there are tools

composed of standardized verbal tasks (see Cassel and Cassel, 1984).
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3.6.3. Frequency and diversity of experience

When the effect of experience related with technology use on another
phenomenon is explored, questions that target frequency and diversity of
experience are widely utilized. Respondents are asked to report frequency and
opportunity to use computers, diversity of computer experience (e.g. Bunz, 2004;

Kinzie, Delcourt and Powers, 1994; Igbaria, et al. 2001) or similar technologies.

As it was discussed, although this approach looks very straightforward it is quite
problematical. Such tools often neglect that frequency and diversity of experience
is a necessary but not sufficient condition for a high level of computer literacy. For
this, it is not a proper way of studying acquisition. Despite its methodological
problems, the fact that such data may easily be gathered seems to appeal

researchers.

3.6.4. Attitudes

Measures based on self-perception are often utilized in order to have an idea
about theoretically impossible to observe traits. Respondents are asked to report
their self-perceptions of related constructs (e.g. Loyd and Loyd, 1985; Murphy,
Coover and Owen, 1989; Compeau and Higgins, 1995). By concentrating on
attitudes researchers may gather information that may not be observed or

measured without the collaboration of individuals.

Within these possibilities, given the research model adopted in this study, which is
based on social learning theory, a scheme that consists of actual tasks and

attitudes is suggested. Furthermore, such a scheme is in line with the aims of the

41



study, and it is possible to form a triangulation by adopting two different

approaches in measurement.

Although tests that include verbal tasks were considered during the development
of the paper-based component, as an alternative to apparatus tests, inherent
problems related with verbal tasks rendered them inappropriate. These problems

were discussed in Chapter 4.

Besides the theoretical concerns, a measurement scheme consisted of one
observational tool and a paper-based component had some practical
consequences with regards to the employment of tools in real-life settings as well.

These will be discussed in Chapter 6.

In Chapter 4 and 5 theoretical backgrounds, development processes and

reliability/validity studies done for both tools were discussed in detail.

3.7. Potentials of measuring GIE

Below, the branches and types of research that would benefit from this method
are suggested. For each branch, fictitious research designs were provided to

exemplify a variety of possible uses of the tool.

3.7.1. For basic research

If GIE levels of participants would be determined with sufficient accuracy, it may
open up the possibility to conduct research on various fields where expertise levels

of participants should be controlled or manipulated.
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Examples:

o An observational study that investigates how users behave in certain
breakdown situations will be conducted. The tool may be utilized to check
whether sample population is approximately normally distributed with
respect to GIE since researchers believe that experience plays an important
role in error handling.

o An experimental study is going to be conducted to discover the effects of
expertise level on recognition and comprehension rate of iconographic and
alphanumeric feedbacks. Here a 2 x 2 factorial design may be employed and

the tool may be used to divide the sample into four:

Table 3-2 Allocation of participants

High GIE group (N/2) | Low GIE group (N/2)

Iconographic

feedbacks N/4 N/4
Alphanumeric

feedbacks N/4 N/4

In an explorative study, how people discriminate between ‘user-friendly look’ and
‘childishness’ is investigated. Levels of GIE, together with many other attributes
that are likely to be in charge, may be explored in accordance with participants’

perception of visual styles.
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3.7.2. For applied research

Examples:

A totally novel mode of interaction, based on converting hand and body gestures
to commands, is being researched. Although it is believed that this is a more
natural way of control, researchers would like to find out whether this interaction
type could be applied to familiar products without sacrificing efficiency. In order
to explore the effects of ‘negative transfer’, the tool may be used to select
participants with a considerable amount of expertise in conventional modes of

interaction, thus more likely to experience negative transfer.

A research is conducted for exploring the maximum number of visual feedbacks
that could be communicated to users concurrently, without causing information
overload. Researchers would like to show that this limitation is determined mostly

by the capacity of working memory rather than experience with interfaces.

3.7.3. For design research®

In applied situations where the aim is to guide the design process of an interface,

the tool may be used to select appropriate participants.

* It seems impossible for a single measurement tool to answer the needs of every type of research.
Therefore, it is feasible first to generate an eloborate tool suitable to basic and applied research.
Consequently, a simplified version may be derived by comprimising methodological strictness to an
extent, to arrive at a technique that will be easily applied in discount situations where resources
are not in abundancy.
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Examples:

In a design project, at certain phases of the process user tests are required to
make sure that successive design decisions do not hinder usability of the product.
In a longitudinal study of this sort, the tool may be utilized to guarantee that
sample populations do not differ much in respect to experience with interfaces.

A focus group is planned for gathering comments and suggestions for a new
interface. For a pool of creative ideas to be formed, research team is specifically
interested in opinions of ‘unbiased’ users who do not have much experience with

conventional interfaces

3.7.4. For projects done under contract

In projects done under contract, the tool may be used as a means of verifying

assumptions about sample.

Examples:

A firm recently working on a new microwave plans to promote this model by
emphasizing its ease of use. They would like to check whether the prototype can
be effectively used by everyone. In this study the tool may be used to identify

people with quite low GIE and include them to the sample population.

A home electronics firm is planning to compare one of their products with another
product on the market. They would like to find out whether their design is more
usable or not. In this case a two-sample research design may be applied. Ensuring
that participants in both groups are almost equally-distributed with regards to GIE

would be helpful in eliminating the effect of expertise in observed performances.
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CHAPTER 4

4. MEASUREMENT OF ACTUAL PERFORMANCE

In this chapter two apparatus tests that are developed for identifying expert
behavior by analyzing the actual performance of individuals in standardized
interaction situations are discussed. Before presenting details about the
development process of the apparatus tests a theoretical foundation is provided
based on automatic — controlled processing dichotomy, which will be discussed.
Finally, results regarding both reliability and predictive validity of the tests were

reported.

4.1. Automated processing

Everyday activities that people carry out are usually composed of automated
processes. It is possible to handle such tasks while attending to another one. Such
a process of automation is observed in many of the sensory-motor tasks that are
practiced frequently. After a sufficient period of experience, even demanding

cognitive processes are observed to become automatic (Preece, 1994). From
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information processing perspective the phenomenon may be explained with the
theory of automatic and controlled processing. Automatic processes demand little
effort, may be unavailable to consciousness, and maybe identified by their fluency;
whereas controlled processes, tap a considerable amount of cognitive resources
and are slower than automatic processes (Sternberg, 1999). According to
Ackerman (1987), after sufficient practice under consistent task conditions,
controlled tasks may become automatic. For consistent tasks, improvements in
performance are limited with individual’s sensory-motor capacity or motivation to

perform better.

Even it has sprouted from a different school of thought; Activity Theory provides a
similar explanation to the process of learning. According to Vygotsky (1978) when
people get involved in an activity, they make plans that help them to formulate
actions, which are meant to satisfy certain sub-goals. Actions, then, are actualized
by a set of operations. After individuals gain certain expertise, actions and even
whole activities are carried out as routine operations. However, when conditions
vary, a simple operation will be handled as an Activity in itself (see Koschmann,

Kuuti and Hickman, 1998 and Bodker, 1991 for a complete model).

Both theories have common points that give clues about ways of recognizing

expert behavior:

e The extent of expertise gained by practicing a task may be predicted by
whether the task is automated, still under conscious control, or both.
e After a certain level of automation is attained in a specific task, gains can

be transferred to other tasks with similar conditions.
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Therefore, sensory-motor fluency observed in an easy task with a familiar interface
may be an observable indication of expertise. Individuals with a high level of GIE
would have been gained expertise by practicing similar tasks and may be expected

to switch to automatic behavior after a concise orientation period.

Based on theories discussed above, it is suggested that GIE may be manifested in
two fundamental types of behavior, which are automatic loops of execution —
evaluation (GIE_XEC) and controlled problem-solving (GIE_PS). In order to assess
expertise by observing actual performance on tasks that target these two types of

behavior, GIE-T that consists of two prototypic apparatus tests were developed.

4.1.1. GIE_XEC: Study |

The following set of heuristics guided the development process of GIE_XEC test:

e Task content should be neutral, so that prior knowledge specific to
systems, applications and domains should not alter performance.

e Test should not contain tasks that require cognitively complex processes.

e Test should not be comprised of tasks that require novel modes of
interaction.

e Test should be comprised of familiar sub-tasks in order to maximize the

effects of experience with digital interfaces on performance.
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An apparatus test was developed in accordance with the theoretical framework
and criteria stated above. The task consisted of three simple sub-tasks, assumed
to fall into execution and evaluation domains defined previously. Task content
was deliberately reduced as to eliminate the direct effects of SS, AS, or DS. Task
difficulty and novelty was tried to be adjusted to a level so that indications of
automatic processing would provide a partial estimate of individuals’ GIE for the

specific case.

Test software

For the collection of keystroke latencies, a GUI developed with Macromedia® Flash
MX 2004 was utilized. The interaction was consisted of 3 virtual subtasks that
required basic actions such as navigation among menu items, selection, and

manipulation of fictitious variables. Software was able to log the following data.

Initiation latency (T\nir) — time required for the system to load and initiate

task screens in milliseconds.

Keystroke latency (T¢)— latency between last key release and present

keystroke milliseconds.

Elapsed time (Tyow) — time elapsed until corresponding keystroke (Tt +

Tx1 + ...+ Tka) in milliseconds.

Keycode — codes for the key pressed (U: UP, D: DOWN, L: LEFT, R: RIGHT,
S: END).
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Users controlled the cursor with a standard key set of a laptop PC (see Figure 4-1).

The buttons used and their functions were as follows:

Table 4-1 Keys and associated functions

Key System response

upP Cursor moves up unless restricted with a boundary

DOWN Cursor moves down unless restricted with a boundary

LEFT Cursor moves left unless restricted with a boundary/ Decreases a
parameter

RIGHT Cursor moves right unless restricted with a boundary/ Increases a
parameter

END Selects an item/ Confirms an action

Task was composed of 3 subtasks. In the first subtask, subjects were required to

select the item modify (degistir) within a 2x8 list (see Figure 4-1).

In the second subtask, subjects were required to select the red square labeled P by
moving the cursor to the bottom right corner from an initial position of top left

corner in a 4x4 matrix (see Figure 4-2).

Finally in the third subtask, 5 fictitious parameters were modified by increasing or

decreasing the values until each of them are 50 (see Figure 4-3).
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KAYDET
GONDER
BIRLESTIR
AYIR
YARDIM

KOPYALA
KES
YAPISTIR
NETTEN AL
GUNCELLE
AYARLAR
TERCIHLER
DEGISTIR

Figure 4-1 Task 1 — Main menu
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Figure 4-2 Task 2 — Choice
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DEGISTIR

Subtask 1: Move the cursor to

BOYUT modify (dedistir) with arrows then
YOGUNLUK 60 select it by pressing END.
PARLAKLIK 40
Subtask2: Move the cursor to
DAYANvIM 60 square labeled P with arrows then
SERTLIK 40 select it by pressing END.
ONAY

Subtask3: Increase/decrease each
value with LEFT/RIGHTt then
proceed to the next value by

Figure 4-3 Task 3 — Setting parameters

A laptop PC was used for the tests. Screen was checked for glare each time
before a test session. Keyboard was positioned so that there was ample space
for wrist support (see Figure 4-4). Keyboard settings repetition latency and
repetition speed were set to minimum in order to avoid uncontrolled inputs with

a single keystroke.
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Figure 4-4 Test room configuration

Tests were conducted in a usability laboratory (METU — BILTIR) with a single
observer. One portable digital camera fixed to a tripod, a scan converter, a digital
V/A mixer, a boundary microphone, and a PC equipped with an encoder capable of

recording real time mpeg files were used in recording.

Sample group consisted of 40 undergraduates studying in METU Department of
Industrial Design (see Table 4-2). Quota criteria employed for sampling were

gender and grade (see Table 4-2).
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Table 4-2 Sample population

Grade Gender N
First Female 5, Male 5 10
Second Female 5, Male 5 10
Third Female 5, Male 5 10
Fourth Female 5, Male 5 10
YN= 40

Subjects did not receive any extra credit for their participation. Recruitment was
done by announcement and volunteers were drafted as subjects®. With this
sampling profile, it may be argued that sample group was quite homogenous
regarding age and educational level. Moreover, must courses on computer literacy

are assumed to provide a basic level of computer skill.

Pre-test phase

e Before the tests, subjects were shown the observer room and the

scene that would be recorded.

> The fact that subjects did not receive any extra credit may introduce non-respondent bias and
volunteers were not representative of the whole population. However, if hypotheses are reviewed
it is obvious that this even makes it harder to reject null hypothesis associated with H; to the extent
that sample group may be assumed to be positively biased regarding computer literacy.
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e Subjects were taken to the test room and informed about the
camera that is shooting the scene.

e A brief description about the aim of the study was given without
giving clues about what was expected or comments that might bias
the subjects prior to test.

e Subjects were given exclusive instructions about the tasks, the
functions of the keys, and procedures that should be followed in
order to complete each task. Subjects were not told to follow a
specific navigation pattern during subtask 1 and subtask 2.

e Subjects were told that the aim was to observe the natural behavior
so that they should not pause for asking questions until a trial was
finished and to avoid unnecessary actions.

e Subjects were told that none of their actions would be interpreted
as right or wrong but interaction would be examined regarding the
nature and style.

e Personal information such as surname-name, gender, year of birth,

years passed in the university, and department was gathered.

Test phase

e Subjects were accompanied by an observer whom sat next to them.

e During performances all attempts of conversation was tried to be
avoided.

e Each session was consisted of 6 trials of subtasks 1,2, and 3

e Before each trial, subjects pressed a key to confirm that they were

ready to proceed.
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e After each trial

information about trial number.

a non-task screen was displayed providing

e After the last trial subjects were prompted that the test was over.

Post-test

After the tests were done log files were converted for further analyses and video

files were analyzed for gathering orientation and visual feedback data. The

following variables for each subject were utilized in the analyses.

Table 4-3 Variables gathered

Variable

Gathering method

Data type

Gender

Pre-test
qguestionnaire

Year of birth

Pre-test
guestionnaire

Orientation

Video analysis

Ordinal variable’. How subjects orient
their hands most of the time on the
keyboard.

1:single

2: double

3: triple

4: double hand

Visual feedback

Video analysis

Discrete scale variable. How many times
subjects get a visual feedback in order to
locate a key.

® TNumbers assigned are not arbitrary. Ranking was done assuming that 1 is inferior to 2, 2 to 3,

and 3 to 4.
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Table 4.3 cont’d

Initiation latency Automatic logging Continuous scale variable in ms

Keystroke latency Automatic logging Continuous scale variable in ms

Elapsed time Automatic logging Continuous scale variable in ms

Keycode Automatic logging D,U,LLR,S Errors are logged
between two Xs.

Keystrokes were sorted in to 4 types of latencies. Lo (Latency 0) was assigned to
the first keystrokes in each subtask. Keeping with the Keystroke-level model
terminology (Card, Moran, & Newell, 1980) this type of latency may be said to be

consisted of the following latencies.

TLO = Tacquisition + Tfeedback + Thoming + TKey

TL1,2,3 = Tfeedback + Tmental + TKey

L, was assigned to successive keystrokes with the same key.
L, was assigned to keystrokes after a transition from one key to another.
L; was assigned to keystrokes on END.

Following example illustrates how the grouping was done.
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[screenisloaded] L L L L L L D,RR,RR,RR,D,S [end of subtask]

Latencies for each group of keystrokes are Ly, Lj, Ly, Ly, Ly and Ls respectively.
After obtaining the log files, all the keystroke data were grouped for each subject
and each task data was checked with single axis scatter plots for outliers. Outliers

were conservatively omitted in a manual fashion’.

Table 4-4 summarizes the expected number of latencies for each trial.

Table 4-4 Expected frequencies for latencies

Latency types | LO L1 L2 L3
Expected f for 3 57 11 3
each trial

expected f for 18 342 66 18
6 trials

7 Keystroke latencies should not be viewed as reaction times. Since each keystroke latency have
the possiblity to contain a mental component only extreme outliers were accepted as outcomes of
distractions and were discarded manually, by doing a cross-check with video files. The reason why
median of each group was not chosen for expressing central tendency is the fact that it is not
suitable for further statistics.
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Mean latencies for each subject, keystrokes omitted/included and elapsed time

were gathered as quantitative data.

In addition to these, observable data such as orientation and visual feedback were

regarded as potential predictors of GIE and were included in the evaluation.

Results and discussion

Readily-observable data, namely orientation, visual feedback, and # of keystrokes
are provided below (see Table 4-5). For two of the subjects (N13, 18), number of
instances of visual feedback could not be detected due to fact that subjects

blocked the view by inappropriate postures.

Table 4-5 Orientation, number of visual feedbacks and number of keystrokes
recorded

Visual # of
N | Orientation feedback keystrokes
1 2 21 437
2 3 29 439
3 1 46 468
4 2 33 436
5 2 28 449
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Table 4-5 cont’d

6 3 6 446
7 1 25 440
8 3 12 446
9 2 35 430

10 2 19 435

11 1 86 436

12 3 24 442

13 1 ? 450

14 2 20 437

15 2 20 445

16 1 24 451

17 1 32 433

18 3 ? 439

19 2 36 441

20 3 20 431

21 2 32 443

22 3 16 433

23 1 71 445

24 1 67 438

25 2 19 450

26 1 24 441

27 3 17 437
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Table 4-5 cont’d
28 3 26 445
29 2 29 438
30 3 32 440
31 1 29 438
32 4 5 435
33 2 22 436
34 3 20 433
35 1 27 433
36 2 33 461
37 1 51 448
38 3 25 442
39 3 19 454
40 3 8 441

1: single

2: double

3: triple

4: two-

handed

Further evaluation of the data provides that there is a significant correlation

between the type of orientation and number of visual feedback needed. Pearson’s
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coefficient (r) was -.622 at the 0.01 level (one-tailed). This indicates a significant
negative correlation between the variables, which is expected (see also Figure 4-5).
For instance, while single fingered subjects require a vast number of feedbacks,
two handed orientation (adopted only by N3;) requires much less. Therefore, both

variables can be assumed as partial predictors of GIE on their own.

40 T=
3.0 00 0 MM oo oao
2.0 mn mom
1.0 4 moo o o o oo o
0.0
0 22) 4.0 6.0 8.0 100

# of visual feedback

Figure 4-5 Scatter plot of orientation vs. #of visual feedback
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To what extent readily-observable data and variables based on keystroke latency

have a correlation is summarized in Table 4-6.

Table 4-6 Bivariate correlations (Pearson’s r) of variables

orientation ‘#of visual fb |L1 ‘LZ |L3 ‘LO |SN |

orientation 1.000 -.622** - - - - -
#of visual fbs | -.622%* 1.000 .140 |.652**|.337* | .315 | .299
L1 -425** .140 1.000|.404**| .352* | 292 | ***
L2 -.625%* .652%*  1.404**| 1.000 |.599**|.594%**| **x*
L3 -.494%** .337%* .352%|.599**| 1.000 [.509**| ***
LO -.496** 315 .292.594**.509** 1.000  ***
SN - 437** 299 Hx* A ek xekd 1,000
** Correlation is significant at the 0.01 level (2-tailed).

* Correlation is significant at the 0.05 level (2-tailed).

*Ax Variables are not independent.

Two additional variables included were how subjects position their fingers on the
controls (orientation), and number of instances of looking at the controls before a
keystroke (# of visual fbs.). A further variable was calculated (SN) to represent the
deviation scores regarding means for LO, L1, L2, and L3, since it was assumed in
cases of automatic behavior, deviation should be minimal. However, it was
concluded that high correlations among variables may render calculating SN

unnecessary, since basic variables were likely to yield similar results.
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4.1.2. Study ll: Predictive validity

After revising the apparatus for bugs and operational problems, it was
administered in a real usability test to see whether there is a considerable
correlation between usability performance and any of the basic variables explored
in Study I. User performance data was gathered during a user test for a
dishwasher with a digital interface. Effectiveness across the task scenarios applied
to a sample of 15 participants was assigned as the variable that represents user

performance.

Table 4-7 Raw scores and correlations between values observed for each variable
and effectiveness.

mean std. of #of tof
subject LO L1 L2 L3 elapsed elapsed erro | visual | effectiveness
times times rs fbs
1 805,45 | 200,54 329,62 551,26 | 22041,80 3303,82 22 26 80
2 700,15 | 166,44 316,17 464,31 | 18076,20 2000,71 12 1 80
3 1780,01 | 262,54 656,91 749,05 | 36459,00 6184,08 4 57 65
4 1192,84 | 202,94 597,12 598,99 | 29143,00 4659,21 15 NA 40
5 1301,18 | 226,30 656,50 847,55 | 29994,60 4175,38 8 NA 20
6 1143,95 | 245,00 611,02 728,64 | 29295,20 1816,02 4 54 65
7 3756,14 | 385,93 | 1514,83 | 1338,34 | 74839,60 14759,43 59 153 20
8 3395,76 | 302,30 | 1031,47 921,80 | 64363,20 22311,79 4 101 0
9 997,20 | 187,14 438,41 640,24 | 24088,20 1972,83 14 28 50

65



Table4.7 cont’d

10 1595,74 | 210,77 617,81 511,72 | 29125,40 3678,56 15 60 40

11 921,09 | 232,59 493,45 683,97 | 27311,20 1946,38 11 14 25

12 879,10 | 183,04 372,96 480,42 | 20605,60 2250,32 6 28 50

14 1413,38 | 236,66 597,63 | 1190,02 | 30930,40 1773,17 8 30 50

15 934,96 | 190,44 488,50 573,08 | 23992,60 544,35 24 63 60

16 1493,52 | 189,31 593,20 | 1207,13 | 26927,60 1436,27 0 NA 60
r -0,66 -0,59 -0,66 -0,39 -0,68 -0,68 0,17- -0,60

Significant correlations ranged from -0.59 to -0.68. The highest correlation was
observed with mean elapsed times. This high negative correlation indicates that
subjects who completed tasks faster were more successful in completing the tasks
in the usability test. Although the correlation was quite high in the initial state,
this finding should not be overestimated. It may be interpreted as an indication of
a common factor that influences both apparatus test performance and user

performance.

According to the initial findings, it may be argued that, performance in this test
may confidently be represented parsimoniously by means of observed elapsed
times. Although a strong net of correlations among keystroke-level variables were
discovered in Study I, analysis on the level of individual keystrokes seems to add

nothing to the predictive power and may be left aside for the sake of simplicity.
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4.1.3. GIE_PS: Second apparatus test: Theoretical foundations

In the beginning of this chapter, it was stated that the measurement of actual
performance could be based on tests developed to fit automatic — controlled
processing dichotomy. Here, in this section, a collection of models of interaction
were thoroughly reviewed in order to focus on controlled processing to be covered

with an additional apparatus test.

Norman’s Action Cycle

According to Norman (1988), human action consists of two main components. In
order our goals to be fulfilled we should be able to perceive and evaluate the
current state of the world. This is followed by a set of actions for changing the

world so that our goals are accomplished.
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GOALS

¥

Intention to Evaluation of

act interpretations

Sequence of Interpreting the

actions perception

Execution of the Perceiving the state

action sequence of the world
THE WORLD

Figure 4-6 Task Action Cycle (Reprinted from Norman, 1998, p.47)

Therefore, the steps of the cycle presented in Figure 1 continuously follow each
other until the “the world” is transformed so that our goals are satisfied.
However, whether the flow is smooth or constantly interrupted, whether a single
iteration is enough or the cycle is run many times depend on the characteristics of
the components of interaction. On one end, cycle may be so internalized by the
user that both concretizations of goals and interpretation of the world may be

minimally crucial.

68



E A

s :

I Y A

v :
Execution of the Perceiving the state
action sequence of the world

THE WORLD

Figure 4-7 The Action Cycle by-passed

Taken to the extreme, executions may dominate the cycle, that is, automatic
processing may take place minimizing even the need for perception in the form of
feedbacks. In the first apparatus test (GIE_XEC), type of behavior tried to be

addressed was fluency in such an automatic loop of execution — evaluation.

On the other extreme, there may be cases where sequence of actions may not be

readily available, or “interpreting the perception” may not be possible. This usually
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occurs when people confront with serious problems with a known system, or when
they came across with a totally novel interface. In such cases, translation of
intention to act to a meaningful sequence of actions and to transform perceptions
to evaluations may be problematic. With similar concerns, Sutcliff et al. (2000)
propose certain elaborations which transform the model so that the level of detail

is sufficient to discuss breakdown and learning situations.

In Figure 4-8, certain shortcuts and sub-cycles are suggested to embrace rather

extreme cases mentioned above.
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Figure 4-8 Task Action Cycle revised by Suttcliff et al. (2000, p. 45)

Problem-solving

Although they adopt a slightly different theoretical basis, Mack and Montaniz
(1994) state that these extreme cases may be associated with quite different set of

behaviors:

A user experiences a problem when that user cannot accomplish some task
because of the software tool being used, or can only do so with more
difficulty than is expected or is acceptable. We assume a user has some goal
(based on some task) to accomplish and that this overall goal can be broken
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down into a sequence of subgoals and actions appropriate for achieving each
one. To the extent that these tasks are well-understood and practiced, we
can characterize the goal-directed behavior as a routine cognitive skill. To
the extent that the tasks or software interface are novel, we can characterize
the goal-directed behavior in problem-solving terms and in terms of
learning...

(p. 301)

As opposed to “routine cognitive skills” commonly tapped in interaction with
familiar systems, novel situations require problem-solving activity which at the end
is terminated possibly with learning. As far as the elaboration suggested by
Suttcliff et al. (2000) is concerned, this type of behavior is represented by error
correct loop and explore loop. While discussing learning through experiences,
Proctor and Dutta (1995) typify this problem solving — learning behavior with cases

of learning to operate complex devices without instructions.

Often, a person attempts to learn a device without the aid of instructions
either because reading the instructions is perceived to be too time
consuming or effortful or simply because the instructions accompanying the
device has been lost.

(p. 192)

It is evident that in a typical usability test this type of behavior is deliberately
encouraged to see whether the product provides an intuitive mode of interaction.
Therefore, it is possible to state that, in almost every usability test, participants are
first confronted with a problem-solving activity, hopefully followed by a relatively

smooth, uninterrupted task-action cycle.
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Shrager and Klar (1986, ctd. in Proctor & Dutta, 1995) conducted an experiment to
model the phases of learning where instructions are not available. After observing

participants trying to cope with a quite novel interface, they defined the phases of

the process as shown in Figure 4-9.

Initial orientation
1

v

Systematic investigation

Ny

Hyptohesis generation Experiment

\ Evaluation 4—/
i

Device model

Figure 4-9 Learning without instructions (suggested after Shrager and Klar,1986 )
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After an initial orientation phase where learn how to change device state,
participants started to systematically investigate the system by generating
hypotheses about ways of attaining task goals. These hypotheses were then
tested and the ones that are verified helped participants to construct and refine
the device model built so far. Therefore, in terms of Mack and Montaniz (1994),

systematic investigation phase represents the problem-solving activity.

All the studies reviewed above mention some sort of problem-solving activity that
takes place at some instances of interaction. This indicates that any research with
an aim of exploring user expertise should essentially cover problem-solving type of

behavior as an object of study.

None of the studies aim to study this phenomenon structurally by suggesting a
cognitive model that underlies the process. However, in order to suggest ‘what it
takes to be an expert’ in such types of behavior, firm links between observed
actions and inner structures may be helpful. In this regard, the seminal work
Human Problem Solving by Newell and Simon (1972) is worth an overview.
Certainly, their definition of the term problem is totally in line with what is initially

experienced by a participant in a usability test:

A person is confronted with a problem when he wants something and does
not know immediately what series of actions he [sic] can perform to get it.

(p. 72)

After a problem is confronted the cognitive structure engaged with, is schematized
in Figure 4-10.
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Figure 4-10 General organization of problem solver (Reprinted from Newell and
Simon, 1972)

According to the model, first problem solver translates the external problem
definition into an internal representation. This representation forms the
framework in which the problem solving will take place. In accordance with this

representation a suitable method is selected. Application of the method, in turn,
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both affects the representation of the problem and the environment. At some
instances the application of the method may be halted due to numerous reasons.
In such cases, (1) a new method may be selected, (2) internal representation may

be modified, or (3) the problem solver may give up.

Even though the suggested model may be criticized of presenting a reductionist
perspective, it seems accurate in indicating the sub-mechanisms of problem
solving, thus, providing clues about in what ways a user with a considerable
expertise differ from a novice. Together with the apparent qualities pertaining to
experts such as extensity and intensity of interface experience; efficacy in building
internal representations when the problem is ill-defined and flexibility in exploring
a diversity of methods to obtain the desired outcomes seems to be distinguishing
qualities of expert problem solving. These two sub-mechanisms are unified under

the term analytical skills by Lansdale and Ormerod (1994):

Analytical skills are like the controlled processes [...], in that they are highly
flexible but require conscious thought before application. They allow user to
understand how a task is performed with one interface, which may enable
them to generalize their understanding to another interface and to modify
aspects of their performance when the desired results are not obtained...

(p. 164)

Furthermore, in line with Newell and Simon’s ideas, they state that both prior
knowledge (internal general knowledge and method store) and ability to derive
abstract knowledge (translate input, select method and change representation)

out of that.
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When it comes to everyday cases of problem-solving in interaction, another issue
arises. Most of the time, the contents of the user’s method store and the methods
implemented within an interface may be different, or even conflicting. This is the
same phenomenon described by Norman (1988) as the gap between user’s and
designer’s model. It is assumed that as the user’s experience with a diversity of
interfaces deepens, the gap should become narrow and the overlap between two
repertoires should be considerable. This is of course possible if one can speak of a
unifying notion of interaction that is consistent enough, and is both available to
designers and users. Therefore, one may expect that, as their experiences grow,
users learn to successfully represent the arbitrary device models implemented

within interfaces.

Development of the second apparatus test

As it was presented in Section previously the first apparatus test (GIE_XEC)
consisted of a series of sub-tasks that aim to observe participants within a non-
problem situation, where clear instructions were provided to eliminate problem-
solving activity. The rationale behind the test was the assumption that as
experience grows, familiar tasks are handled at the level of automatic processing,
freeing valuable sources of higher cognitive facilities. Therefore, as a result of
repeated exposure to similar familiar tasks of such as navigation, selection and
modification; participants with high GIE would complete the tasks more fluently.
Up to now, empirical findings seem to be in line with these major assumptions.
Nevertheless, it is stated that performance at low level processing, on its own,

would not be representative of the construct defined as GIE. Considering the
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theoretical background presented, a second test for the observation of problem-

solving type of behavior seems necessary.

With such concerns, a second apparatus test (GIE_PS) was developed. The

following criteria were considered during design in order test to measure what it

intends to do:

Goals states and current state of the device should be apparent to the
participants. Participant’s performance should not be hindered while trying

to understand the goal state or compare it with the current state.

Task should not require domain knowledge or a specific ability. Task to be
completed should be neutral regarding other types of individual

differences that are unrelated with GIE.

Task should be easy to complete without the interface. If the task would
be handled in an unmediated manner, all of the participants should be able
to complete it (e.g. with paper and pencil, or verbally). The core of the
problem should be related with grasping the device model implemented in

the interface.

The problem-solving activity should target relevant sub-mechanisms. The
task difficulty should be related with how the problem is represented,
flexibility in refining the representation, and selection of appropriate

methods to control both external and internal processes.
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e Task should be complex enough to avoid random success as much as
possible. In order test not to lose its predictive power success should be

safely attributed to participant’s performance in solving the problem.

e Completion of the task should not require long procedures. If efficiency
would be a measure of success, then the task should be quickly completed
after the device model is fully understood. This would ensure that the
ratio of time spent on problem solving to time spent on keystrokes is huge
and determined by efficiency in problem solving activity to a great extent,

rather than execution — evaluation loops.

Considering these criteria, among many others, one problem situation was chosen

to be developed as an apparatus test.

Task consisted of reproducing a pattern of shapes shown to participants so that
the pattern displayed in the interface screen exactly matches the goal pattern.
The interface elements were a display and five push buttons. Three of the buttons
were located under the screen, each coupled with a small display, and one button
positioned on the right, labeled with an arrow pointing towards the screen
(redraw button). An auxiliary button labeled “tamam” was positioned between
the pattern card and screen. By pushing that button participants would be able to

declare that the task was successfully completed (see Figure 4-11).
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HanE

Figure 4-11 Layout of the apparatus, GIE_PS

Parameters that can be modified were not described to participants. These were
as follows: (1) slot numbers determining where the shape will be positioned, (2)
the type of shape, (3) and finally the color of the shape to be drawn. Each
parameter was associated with one of the pushbuttons located under the screen.
With the help of small display elements located over the pushbuttons, participants

were able to see the current values assigned to parameters.
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T S S H

Figure 4-12 Slot numbers (left) and the types of shapes (right).

At the beginning of the test, the aim of the test was briefly described to the

participants, together with some instructions about the task:
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o Kullanacaginiz ikinci araytz kullanicilarin ilk kez karsilastiklari bir Grin incelerken
gelistirdikleri yaklasimlari arastirmayi hedeflemektedir. Arayiz bir tekstil baski
makinasinin sadelestirilmis halidir.

o Arayuz ilk bakista kullaniciya fazla bilgi vermemekte, ¢alisma mantigi ancak bir
arastirma - inceleme siirecinden sonra anlasilmaya baglanabilmektedir. Bu
nedenle ilk denemelerde zorlanmaniz dogaldir.

o Galisma sirasinda dogal davranislarinizin saptanabilmesi 6nemli oldugundan
basladiginiz islemi sonuna kadar kesintisiz ve en kisa yoldan tamamlamaya
cahisiniz. Saglikli veri toplanabilmesi icin deneme bitene kadar litfen gézlemciye
soru sormayiniz ve konusmayiniz.

o Arayuz fare yardimiyla kullaniimaktadir.

Amac ekranin sol tarafinda yer alan gériintiintin aynisinin (sekiller, renkler ver yerlesim
ayni olmali) sagda yer alan ekranda olusturulmasidir. islemin gerceklestirilebilmesi igin
4 adet tus, 3 adet kiiglik gosterge ve 1 adet 6rnek desen ekrani kullaniimaktadir.

Bunlar disinda, sekilleri fareyle striiklemenin, sekillere ya da boslukara tiklamanin veya

klavyede herhangi bir tusa basmanin kullanim agisindan herhangi bir etkisi yoktur.

Figure 4-13 Sample Instructions form

A typical sequence of actions taken by an expert user for accomplishing the task

would be as follows:

(1) Select the slot to be filled (see Figure 4-12) with the leftmost button,
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(2) Modify the type parameter with the middle button,
(3) Select the appropriate value for the color parameter with the rightmost
button,

(4) Press redraw button to see the results,

Figure 4-14 The final state

(5) After the goal state is reached (see Figure 4-14), press the button labeled
“tamam”.

The apparatus was modeled with Flash MX 2004, administered with a laptop PC,

and participants manipulated the interface with a mouse.
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After the test was implemented, a pilot study with 4 participants was conducted in

order to see whether there are any technical problems.

4.1.4. Study lll

Method

For gaining insight about the predictive validities of GIE_XEC and GIE_PS, tests
were conducted in accordance with a comparative usability test. In that project,
the aim was to comparatively evaluate four washing machines with digital
interfaces. With this purpose 24 participants were allocated to three test groups,
where each individual interacted with two different interfaces. The test design

was as follows:

Table 4-8 Test design

Group | Group Il Group Il
Product A & Product B & Product C &
Product B Product C Product D
N=38 N=8 N=8
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At the end, due to the overlapping test design, Product A and D were tested by 8

participants, where Product B and C were used by 16.

Two apparatus tests were administered to each participant?®, just before or right
after the usability test sessions. Whether participants took the test before or after
the sessions was not a controlled factor and was determined mainly by the

restrictions imposed by test conditions.

The method of collecting the data to represent user performance was
effectiveness across seven tasks. Partial effectiveness scoring was avoided since
an objective way of determining partial scores seems to be impossible. Therefore,
in cases where participants could not totally complete the tasks as they are
defined, effectiveness was scored as 0. For each apparatus test, elapsed time data

were used to represent success.

Results and discussion

Findings indicate that both GIE_XEC and GIE_PS scores correlate highly with

effectiveness scores. Table 4-9 summarizes the correlation values yielded.

5 participants were not tested. Missing data will be completed and included in analyses that will
be discussed during presentation of this report.
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Table 4-9 Pearson’s product-moment correlation between effectiveness and test
scores for each product

Products Apparatus tests
GIE_XEC GIE_PS
A -0,30 -0,95
B -0,63 -0,39
C -0,73 0,07
D -0,56 -0,77

It should be noted that 6 of the participants was not successful in completing the
task given in GIE_PS. Except the correlation between Product C’s effectiveness and
GIE_PS scores, all other values are high enough to indicate a predictive power. It
should be noted that Product C had a significantly different interface design as
compared to others. Whether this created a difference in correlation values is

hard to tell at the moment.

If scores observed at two tests for each participant are combined, so that
differences between distributions of effectiveness scores of separate tests are
eliminated by converting raw scores to z-scores, the correlation between

combined effectiveness and GIE_XEC was observed to be -0.70 (see Figure 4-15).
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Figure 4-15 Scatter plot — Combined normalized effectiveness vs. GIE_XEC

The scatter plot of the effectiveness vs. GIE_XEC values show that there may be a
non-linear relationship between two variables. If this is a valid argument, then it
may be concluded that as mean time required to complete GIE_XEC increases
discriminatory power of the test increases. GIE_PS, on the other hand, has yielded

a correlation of -0.40.
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Figure 4-16 Scatter plot — Combined normalized effectiveness vs. GIE_PS

Even though this value is low, if the outlier seen on Figure 10 is eliminated this

value raises up to -0,76.

The correlation between the two apparatus tests was 0,08. This result may have
two reasons: (1) Since there are 6 unsuccessful participants, as opposed to
GIE_XEC, GIE_PS loses its discriminatory power as GIE levels decrease. If this is
true, then item difficulty should be rearranged to accommodate low GIE
participants as well. (2) Results may indicate that although each test is helpful in
predicting GIE levels of participants, or in other words, is correlated with success in
a usability test they seem to be related with different aspects of the phenomenon.
Although this explanation is in line with the theoretical assumption that types of
behaviors observed in two tests are quite different, further investigations are

necessary.
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Considering the models of interaction presented here, types of behavior observed
during interaction may be grouped under two sub-mechanisms. First group
manifests itself in automatic execution — evaluation loops whereas, second group
is observed in problem-solving type activities. Therefore, this dichotomy will form
the theoretical foundation that justifies the existence of two separate apparatus
tests. However, whether this dichotomy is sufficient to explain individual
differences regarding GIE should be investigated. In the usability tests done in
accordance with two apparatus tests, results indicate a high inferential power.

These findings should be justified with further studies.
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CHAPTER 5

5. GENERAL INTERACTION SELF EFFICACY SCALE (GISE-S)

In the following sections, first a procedure for scale development will be presented
that was compiled by examining a relevant set of oft-cited scale development
procedures for various purposes from the literature of psychometrics and
marketing research. This procedure consists of the basic steps to follow, issues to
be considered in each step, and conditions to be fulfilled in order to advance

forward through the process.

In the later sections, stages of data collection will be presented, followed by
successive steps of item reduction until the final form of GISE-S is obtained. In the

last section, validity studies will be presented.

5.1. The characteristics of paper-based component

Many paper-based data collection techniques may be grouped under the generic
term psychological tests. According to Anastasi and Urbina (1997), these range

from the recognition of individuals with severe psychological and even
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neurological disorders to selection of personnel and “providing measures of
affective variables” (4). Although, all these instruments may be accurately called
psychological tests, they are dissimilar with respect to a multitude of aspects, such
as their purposes of utilization, ways of development, and consequences of

employing them.

According to Aiken (2000), certain dichotomies are helpful in classifying what type
of instruments can be grouped under the term psychological tests. In the
following lines some” of these classifications, provided by Aiken, that are thought
to be helpful in determining the characteristics of the paper-based component,

will be briefly explained.

5.1.1. Cognitive vs. affective

This dichotomy is probably the most fundamental way of classifying tests.
Cognitive tests are meant to measure “the processes and products of mental
activity” (Aiken, 2000), whereas affective tests assess interests, attitudes,
behaviors, motives, moods, and traits. Cognitive tests may be further classified
into groups such as achievement tests and aptitude tests but since such
distinctions are somewhat theoretically problematic, psychologists prefer the term

ability tests to cover the whole spectrum.

Individual vs. group and power vs. speed categories were not discussed here since no decisions are
necessary regarding these dimensions.
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5.1.2. Verbal vs. performance

Tests may involve verbal tasks that employ entities such as diagrams and
sentences or may ask respondents to perform a certain tasks like manipulating

objects, sorting pictures, etc.

5.1.3. Standardized vs. non-standardized

Standardized tests are developed and administered to a large sample that is
representative of the intended group and have the desired level of psychometrics
properties. Often norms are developed for these types of tests. Such tests are also
characterized by fixed conditions for both administration and scoring. Non-
standardized tests are haphazardly brought together to fulfill an informal

measurement task, such as informal course tests prepared by instructors.

5.1.4. Objective vs. nonobjective

With this dichotomy tests are classified in accordance with the strictness of the
method employed in scoring. In the case of objective tests rater has no role in
scoring and no special training is necessary. However, nonobjective tests are
marked by the influence of raters on test scores. Certain personality tests and all
essay tests are scored subjectively. However, it should be noted that objectivity

concept is not used to describe the method of data collection.
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After the preliminary efforts'® to formulate the paper-based component of GIE
tool and preliminary research within the related literature, it was not possible to
devise an appropriate way of studying GIE with a paper-based instrument that
consists of items that would spot indications of GIE. The first alternative
considered was to devise a cognitive test. The test would be composed of items
that are verbal tasks, where participants are asked to choose the correct action for
arriving at a desired state, with a diagrammatically presented interface (see Figure

5-1).

After some items were generated it was evident that there were some serious
limitations with such an approach. In cognitive test approach, scores represent the
correct answers provided by subjects. Although there are cases where the degree
of correctness of the answers provided may be evaluated (Nunnally, 1978),
forming a causal relationship between the number of correct answers provided
and subject’s level of cognitive trait that is tried to be measured is indispensable.
It is evident that preparation of items suitable for such an assessment is only
possible when the task is overtly simple. Even there may be disputes about
whether it is well-grounded to assert that c is the correct answer for the task
presented in Figure 5-1. Obviously, regardless of the complexity of the problem,

number of plausible solutions is almost infinite.

10 Reported in Thesis Proposal and Report 1.
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A resminde bir elekironik cihaza ait ekran
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Bu cihazi kullanarak B resmindeki ekrana
ulasmak icin sirasiyla basiimasi gereken
tuslar asagidaki seceneklerden hangisinde
dogru olarak verilmistir?

a)1-3-3 b)2-4-4 c¢)1-4-4 d)2-3-3

Figure 5-1 An item for a cognitive — verbal test

As the interaction task gets more complex, the severity of the problem further
increases as to render such an approach totally content and face-invalid. If it was
decided that including only the basic interaction tasks will alleviate the problem,
items would start to loose their representative power. In other words, if only low
difficulty items were included the test would only identify subjects with very low

levels of GIE, and consequently loose all its predictive validity (see Figure 5-2)
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A resminde bir elektronik cihaza ait ekran
ve tuslar gosteriimektir.

A B
4|+

0 O

Bu cihazl kullanarak B resmindeki duruma
ulasmak icin kontroller hangi yonlere
cevrilmelidir?
a) K digmesi 1, L digmesi 3 yonune
b) K dugmesi 1, L dugmesi 4 yonune
c) K dugmesi 2, L dugmesi 3 yonune
d) K digmesi 2, L digmesi 4 yonlne

)
ol
5
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5
N

Figure 5-2 An easy interaction task formatted as a paper-based verbal item

The interaction task given in Figure 5.2 is a simple one. It may be legitimately
argued that even individuals with low levels of GIE perform such tasks during their
daily experience with products. However, it may not be the case for the paper-
based task, which is an abstract representation of the interaction task. Therefore,
apart from the fact that it is rather problematic to design interaction tasks with a
unique correct solution, medium of representation brings another serious problem

forward. The formal and abstract quality of the language®’ inevitably12 used to

! Both visual and literal language
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reconstruct the interaction experience and explain the goal state to be arrived at is
likely to influence item difficulty to a great extent. In other words, the probability
of a subject to successfully solve the interaction task is not determined only by
subject’s GIE. Most probably such a test would measure both GIE and a
confounding variable, which is related to ability to decode formal notation. This
would be to contaminate the scores obtained with a persistent source of serious

systematic error.

Another problem with cognitive verbal tasks may be experienced related to the
face validity of the instrument. As the tasks get easier and become more
disconnected from real-life interaction, items become similar in format to that of
an “IQ test”. Although consisted of real-life-like tasks, this problem was witnessed
even with apparatus tests and one of the participants reported that she felt like a
guinea pig, being “intelligence tested”. A final problem that surfaces is the
instrument reactivity, that is, the subject’s style of behavior may be temporarily
influenced by the measurement instrument itself. After coming across with “rules
of interaction” embedded in the atomic test tasks, it is likely that participants
exhibit a more conservative style of interaction in a usability test conducted just
after administering the instrument, with the idea that there are ‘correct’” ways of
accomplishing certain tasks. This, in the eyes of the participants, would hinder the

idea that the only purpose of conducting a usability test is to test the interface.

Having put all these, it is better to consider the alternative to specify the
instrument as an affective test composed of verbal items, formulated without the
use of formal/symbolic language. Decisions related to the other dichotomies are

relatively easier. In order the instrument to be a sound alternative to apparatus

'y cognitive test item format where such formal language is avoided is impossible to devise unless
the test medium is a concrete interface, as in the case of apparatus tests.
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tests, ease of administration should be guaranteed. Otherwise, the virtue of
developing another method would be limited to triangulation purposes. However,
in practice, efficiency of administration may determine whether the instrument
would be successfully employed by usability researchers and interface designers or
not. Therefore, the instrument should be objective and suitable to be self-
administered in either individual or group settings. Finally, to arrive at a
standardized test is the ultimate goal of this project. However, whether it will be
possible to attain the level of refinement necessary for the instrument to comply

with the criteria is hard to tell at the moment.

5.1.5. ‘Scale’ as an alternative to cognitive test

By considering the specifications for the instrument, coarsely put above, it can be

stated that measurement scales are appropriate for the measurement task.

Measurement scales are widely used instruments developed and administered to
measure various constructs in social sciences (Spector, 1992) and marketing

research.

Apart from their similarities with ability tests, scales rely on sentiments, which are
responses given without any veridical comparisons, where correct judgments are
attributed to the skill/ability under scrutiny (Nunnally, 1978). The constructs
targeted by scales are mostly psychological entities such as personal interests,
attitudes, and beliefs. Therefore, if coarsely put, by utilizing a scale, the researcher
aims to measure a construct with the use of self-reported data provided by

respondents. Nunnally formulates this major distinction accurately as follows:
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In the scaling of people, all tests of ability concern judgments, in a broad
sense of the term. This is true in tests of mathematics, vocabulary, and
reasoning ability. The subject either exercises judgment in supplying
correct answer for each item or judges which of a number of alternative
responses is most correct[...]Measures of attitudes and personality can
require either judgments or expressions of sentiment[...] One can make a
good argument for referring to judgment as concerning “knowing” and
sentiments as concerning “feeling”.

(43)

Consequently, by deciding that a measurement scale will be developed, one not
only expresses that there is an intention of measuring a variable but also how that

variable is approached epistemologically.

For example, one can attempt to measure ability to solve algebraic problems with
a set of items that contain problems sampled from the domain of algebra. If this is
the case, the number of items answered correctly would be an accurate indicator
of subject’s ability to solve problems of this sort, since subject’s problem solving
performance is somehow quantified and the instrument may be considered
‘objective’ in this sense. However, if one attempts to measure people’s attitude

towards algebra there is no ‘objective’ way of quantifying this trait.

5.2. The concept of ‘latent traits/constructs’

As defined by Cronbach and Meehl (1955), a construct is an attribute postulated to
be possessed by individuals and reflected in behavior (as ‘test performance’ in

their context). It is designed to be utilized in a scientific study, “generally to
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organize knowledge and direct research in an attempt to describe or explain some
aspect of nature” (Peter, 1981). It is only possible to make inferences about the
attribute by examining its surface manifestations. Therefore, constructs can be
observed indirectly. However, if a construct cannot be observed at all then it is

just a metaphysical entity (Peter, 1981).

In the algebra test example given above, the construct that is being investigated
was “ability to solve algebraic problems”—i.e. ability to solve problems that are
similar to the ones included in the instrument. However, if the construct is defined
as “algebraic ability” then, it is not possible to improvise an instrument. An
alternative model of measurement called latent trait models are founded on this

basic idea that constructs can only be studied by examining their indicators:

(1)There must be a stimulus variable, or set of a variable, that is
presented to individuals. These variables can be, for example, test
items on an ability test or an achievement test, personality
guestionnaire items, or items on an attitude scale.

(2)The items are presented to an individual, and they elicit certain
responses that are observed and recorded.

(3)To enable the psychometrician to infer a person’s status on the trait
based on the observed responses to a specified stimulus variable, or
set of stimulus variables, the hypothesized relationships between the
observed responses and the underlying trait levels are formalized by an
equation that describes the functional form of that relationship.

(Weiss, 1983, p. 1)

Consequently, having decided that the instrument should be an affective one, the

construct™ to be measured may be conceptualized within a latent trait model.

3 A construct that is to be defined in the theoretical vicinity of GIE
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Thus, development procedure should commence with how this latent construct

can be defined and what may be the types of responses associated with it.

5.2.1. ‘Reflective’ and ‘formative’ measures for constructs

According to Netemeyer, Bearden and Sharma (2003), manifestations associated
with the construct to be quantified may either be formative or reflective. If an
instrument relies on formative measures of a construct, then this instrument may
be called an index, not a scale. If the instrument is an index, items ‘form’ that
construct, in other words, items may ask subjects to give information about factors

that are thought to cause the construct (see Figure 5-3).
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instrument
(scale)

instrument . .
(index) -construct-

Figure 5-3 Formative and reflective measures

Therefore, magnitudes of formative indicators (A, B, C in Figure 5-3) determine the
magnitude of the construct. However, magnitude of the construct does not affect
each indicator (Diamantopoulos and Winklhofer, 2001). Index of socioeconomic
status (SES) is a widely used mechanism to illustrate the relationship between
formative indicators and constructs (see MacCallum and Browne, 1993). As
indicators of SES (income, education level, occupation and residence) increase SES

also increases, but if SES increases this is not reflected to all indicators.
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In the case of reflective measures, indicators (D, E, F in see Figure 5-3) reflect the
level of construct. Therefore, each indicator is an individual variable that

correlates with the magnitude of trait to be measured.

In the case of GIE, in order to propose an instrument that relies on cause
indicators, more theoretical elaboration on the causes of GIE is necessary.
Therefore, focusing on reflective measures seems to be the appropriate choice at
the moment. Besides lack of a theory on causes of GIE, techniques for developing

instruments based on reflective measures are wide-spread and well-developed.

5.3. Scale development procedure

Before taking any further steps for construct definition and identification of
responses, a concrete scale development procedure should be adopted. In this
section the literature review done for compiling an appropriate procedure will be

presented.

Scale development is a broad subject area covering methodology related domains
of many disciplines such as psychology, sociology, marketing, organizational

. . . 14
behavior, personnel selection, and ergonomics™.

In order to identify the essential steps that will form the basic structure of
procedure, both basic material on fundamentals of scale development (e.g.
DeVellis, 1991; Netemeyer, Bearden and Sharma, 2003; Churchill, 1979; and

focused discussions on technical and theoretical issues were reviewed.

“ Unlike ability tests, scaling instruments are utilized in a diversity of contexts where measurement
of a latent construct is necessary.
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After the comparative examination of the selected procedures, some attributes
that are common in all of them were identified. Almost all the procedures
comprised of detailed descriptions of concrete steps to be taken for a satisfactory
scale. The main procedures were usually accompanied with easy to follow
techniques, so that what should be done in each step was clearly defined with
operational suggestions and examples. Although most of the procedures were
represented as sequential processes, the iterative nature of the development task
was usually emphasized. After reviewing the selected literature, it was apparent
that, maybe the most critical aspect of development is to decide where to
terminate the iterations. Another common strategy employed by all the examples
was to ‘construct’ the scale in an inductive fashion. As a consequence of this
strategy, suggested procedures were easy to analyze into two main stages, namely
theoretical and empirical phases. It was recommended that the research should
start with a thorough theoretical study, so that both existing theories are judged in
terms of their suitability to define the construct and new models may be proposed
where the existing ones cannot cover the research area extensively. Subsequently,
items that are thought to be useful for scaling the construct delineated in the
theoretical phase are tested empirically. Until the desired level of reciprocity and
item quality is attained, items are refined. Although not cited within the basic
material, there are some studies suggesting that the development process should
be lead by empirical findings, which is called criterion-keying. According to this
view, first, researcher should go through the empirical phase and show deductively
that certain items from a variety of theoretical origins are useful in predicting a
certain behavior, which is closely related with the construct to be measured.

However, such a strategy is not easy to follow in the present case. Even if some
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serious problems concerning reliability15 are ignored, the fact that behavior to be
predicted should certainly be usability test performance makes it impossible to
work with a large sample as far as the extent of resources to be allocated in the
study are considered. Furthermore, some theoretical models inclusive enough for

constructing a definition for GIE are present.

In Figure 5-4, the main steps of the procedure compiled as a result of this

comparative analysis are presented.

 These will be briefly pointed out in the following sections.
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CONSTRUCT DEFINITION

DEVELOPMENT OF ITEM
POOL

EXPERT REVIEW
ITEM TRYOUT

RELIABILITY ANALYSIS

VALIDITY STUDIES

Figure 5-4 Main steps in scale development

As it is obviously apparent, the procedure ‘proposed’ here actually consists of
steps and basic structure that underlie the models compared. Therefore the
procedure may be considered as the resultant structure arrived at by collapsing

the models into a single procedure.

Before a detailed description of each step and converting this structure to a
working algorithm, some implications of adopting such a procedure should be
listed. First of all, before any major data collection, there is one semi-empirical
step where expert view is consulted and an item tryout step, which may be

considered as a pilot study focusing on item characteristics. These two preliminary
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steps are followed by two sessions of major data collection, former concentrating
on item reliability and the latter on whether the instrument measures what it

ought to measure.

It should be noted that, after each step, item pool is refined by removing bad items
and introducing new items if necessary. It may be necessary to revise the
construct definition and the general characteristics of item pool in the case that
instrument is not properly validated. Some additional steps may be included in
order to check for predictive validity with the item pool at hand if any

opportunities for usability tests arise.

5.3.1. Step 1: Construct definition

Construct definition is considered a crucially important step often overlooked in
scale development, since a well conceptualized construct is essential for a valid
instrument to be developed. What is worse, failure at this step may be hard to
notice before validity studies, which means invaluable investment of resources will
still be made up to that step (DeVellis, 1991). A clear definition may be very
helpful while generating items (Spector, 1992) and initial judgments of item

appropriateness can be based on benchmarking each item against this definition.

According to Netemeyer, Bearden and Sharma (2003), an important dimension to
consider is the scope of the construct. If the scope is too narrowly defined then
some important facets of the construct could be missed. This is referred to as
construct under representation and may hinder both reliability and validity of the
instrument. At the other extreme construct definition may be too broad so that

items generated in accordance would measure other constructs as well.
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Consequently, construct-irrelevant variance is introduced as a systematic source of
error. Furthermore, if more than one variable is being measured than problem of
content heterogeneity arises. This problem is accurately delineated by Smith and
McCarthy (1995). They argue that if a scale’s contents bear too much resemblance
to another scale that measures some similar but different construct, an illusive

situation is confronted with.

CONSTRUCT A CONSTRUCT B

Figure 5-5 Content heterogeneity

If a construct is broadly defined, crosscuts and intersections with proximal

constructs are inevitable. Consequently, items that fall within the scope of the
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construct can co-exist in the domain of another scale (see Figure 5.5). Under such
circumstances, the scores obtained with these scales will be attenuated, not as a
function of a causal relationship in between but as a function of the area of
intersection between two constructs. However, it should be noted that it is not a
mistake to define a broad scope for a construct unless its consequences are
known. The dotted regions depicted in Figure 5.5 should not be regarded as ‘real’
boundaries of constructs, since boundaries are ‘constructed’ not ‘discovered’. The
problem here is to mistake the effects of a confounding variable for an indication

of causal relationship.

In order to overcome problems of this sort, Cronbach and Meelh’s (1955) early
concept of nomological network is useful. As far as a construct is defined within a
network of other constructs in the vicinity such problems are not likely to be

experienced.
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CONSTRUCT A CONSTRUCT B CONSTRUCT C

LV TV T

Figure 5-6 Nomological network *°

Some of the principles of the nomological net may be enumerated as follows"’:

o The nomological network is an interlocking system of laws

o These laws may specify the relations shown in

1o Adapted from The nomological network, online document
http://www.socialresearchmethods.net/kb/nomonet.htm, retrieved in August 12, 2006

7 see Cronbach & Meehl (1955) for the complete set of principles
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o Figure 5-6—i.e. relationship between constructs, between constructs and
observables, and between observables.

o A construct may only be scientifically defined if it is defined in a nomological
network.

o If the nomological network is elaborated the knowledge about a theoretical

construct increases.

These basic principles indicate that it is not possible to define a construct in
isolation. Therefore, what is excluded from a construct is just important as what is

included (Churchill, 1979; Clark and Watson, 1995).

In this step for deciding on the entities to be included and excluded, literature
research plays an important role in identifying and studying “previous attempts to
conceptualize and assess both the same construct and closely related constructs”
(Clark and Watson,1995). Finally a brief, unambiguous operational definition that
reflects the essentials and all the facets of the construct should be provided.
However, after iterations, whether this tentative definition should be checked and

refinements or revisions are necessary should be considered.

5.3.2. Step 2: Development of item pool

Having arrived at an operational definition of construct, concrete formulations for
data collection—i.e. generation of items—should be handled at this step. At this
point it should be remembered that first departures from the construct are
witnessed as well. Put in a different way, since there are no ideal items that
overlap with construct definition perfectly, the instrument unavoidably starts to

lose its pertinence and error components contaminate the process. The aim
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should be to employ strategies that will minimize the infiltration of ‘impurities’ to
the item wordings. It should be noted that the qualities of items in fact determine
whether the construct is situated accurately within the network of constructs and

not the construct definition on its own.

SCALE A SCALE B

Figure 5-7 Good and bad item distribution

The ultimate role of the quality of item pool is depicted in Figure 5.7. Although
both scales have a common construct definition, items in scale b have poor item
distribution properties regarding both homogeneity of distribution and accuracy of

item positioning.
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On the other hand, item pool for Scale A is so accurate and homogenously
distributed that there are almost no items that are off the target or overlap with
other items. Of course, in reality, items do overlap more and this is not always an
indication of poor item quality. The relation between redundancy and reliability

will be discussed later in this report.

Although item writing is a step to be handled with utmost care there are neither
straightforward analytical techniques for item writing (Clark and Watson, 1995),
nor guaranteed-to-work methods of monitoring item quality. This step in scale

development is often called an art rather than science.

Up to now, the main focus of the discussion was related with the success in
theoretical elaborations of the construct and writing items that sample that
domain well. However, respondents who provide responses to the items also
undergo a complex cognitive process, which may be a serious error source in itself.
Krosnick, Judd and Wittenbrink (2005) state that the process is comprised of three
stages: a) activation of memory contents after reading the item, b) deliberation on
the contents of memory, and finally c) a response (p. 24). Tourangeau and Rasinski

(1988) describe the process and its outcomes as follows:

Respondents first interpret the attitude question, determining what attitude the
qguestion is about. They then retrieve relevant beliefs and feelings. Next, they
apply these beliefs and feelings in rendering the appropriate judgment. Finally,

they use this judgment to select a response. (p. 299, also gtd. in Oskamp, 2004)

There are three junctions in the process where certain transformations and loss of
accuracy may occur. If this three-step process is integrated to the measurement
model previously suggested, the number of critical junctions in the whole process

increases (see Figure 5-8).
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Figure 5-8 Process of providing response
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In the following lines, this process will be investigated considering the sources of

problems specific to each transformation.

Item wording € activation

As suggested before, item wording utilized as a stimulus is expected to induce a
certain activation of the related memory content. However, inaccurate wording
can lead to confusions and consequently the memory content retrieved may be

irrelevant. Common sources of such error are enumerated below:

Use of colloquialism or jargon

e longitems

e Double barreled items

e Double negatives

e ltems with weak statements (a problem specific to items that employ Likert

scale)

(e.g. Churchill, 1979; :DeVellis, 1991; Spector, 1992; Netemeyer, Bearden and
Sharma, 2003)

Deliberation €¢> memory content

There may be items that ask for attitudes, feelings and beliefs that respondents
have no pre-established idea (Krosnick, Judd and Wittenbrink, 2005). Inclusion of

such items may jeopardize the psychometric qualities seriously.
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Oskamp states that this problem arises when respondents improvise and provide

an answer on spot.

[T]he fact that people sometimes construct attitude responses on the spot without
any prior consideration of the issue, rather than retrieving a previously formed
attitude from their memory, would sharply decrease both the reliability and

validity of such attitude statements.

(Oskamp, 2004, p. 57)

Following examples may be helpful in illustrating the problematic nature of such

formulations:

e Cep bilgisayarlarini kullanmakta cok zorlaninm?*® (I will have a hardtime
while using a pda)

e Connect 4510 ¢cok rahat 6grenilen bir telefon (Connect 4510 is an easy-to-
learn phone)

e Yeni aldigim cep telefonunun kullanimi eskisinden farkliysa gok sikint
cekerim (If the new phone | buy has a different style of use | will suffer

much)

For a respondent to answer the first item a quite specific type of experience is

necessary. It is quite likely that a majority of respondents would not be able give a

¥ For examples to provide guidance during item generation and refinement, they are structured in
Turkish.
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response depending on a previously established attitude. In the second item,
again a specific experience is asked for, but this time probably item is going to lose
its meaning after the product that is referred to becomes obsolete. In the last
example the subject is asked to report her/his typical feelings in a rarely occurring
event. The common problem observed with these examples is that subjects are

forced to make speculations on issues without any relevant memory content.

Another problem witnessed in this stage is the ‘item difficulty’ as it is called in the
literature of classical ability testing. Items should not include statements that will
be endorsed or negated by a very large portion of the respondents (e.g. Clark and
Watson, 1995). Although they may be validly situated within the construct
defined, such items have no differentiating power, and therefore should be

discarded.

Deliberation € response

There may be cases where the outcomes of the deliberation are influenced by
some other external factor. Other global response tendencies, strategies or lack of
cognitive resources may influence the responses given. Johnson (2004) states that
especially how people perform in social life, in order to portray a profile, has a
determining effect on their style of responding to questionnaires or scales. In
other words, responding to items of questionnaires cannot be considered
separately from other social activities. Adopting a similar approach, Hogan (1991)
argues that responses to items are “automatic and often nonconscious efforts on

the part of test-takers to negotiate an identity with an anonymous interviewer (the
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test author)” (p.902, also qtd. in Johnson, 2004)*. Within a constative perspective,
Oskamp lists the factors that influence responses and are external with regards to

the construct investigated as follows:

Carelessness — respondents may show low motivation to fill out the scale.
Although appropriate instructions, reducing item length and limiting number of
items may help to alleviate the problem, all the forms should be scanned for
obvious indications of careless responding, such as many left-out items, pattern

filling, etc.

Social desirability — This phenomenon is witnessed when respondents give answers
in order to be on the socially desirable side or to conform with the cultural norms
(Netemeyer, Bearden and Sharma, 2003). Nonetheless, in the case of GIE, which is
planned to be applied in contexts where no performance assessment or selection
is done, social desirability may not pose a serious problem compared to, for
instance, any instances of personality research. However, particular care should
be exercised to neutralize the effects of social desirability bias if such items are

recognized.

Acquiescence — Respondents may show the general tendency to endorse items

regardless of the statement embedded in the item stem. It is a recommended

1 Johnson, in his article The impact of item characteristics on item and scale validity, offers a critical
look to the mainstream approach (constative approach) that assumes respondents retrieve
memory contents when prompted and there may be ‘poor’ item characteristics that may deviate
their answers. The ‘performative’ approach, as an alternative view, does not attest that some
response patterns (such as social desirablity bias, acquiscence, etc.) do not affect validity to a great
extent. Johnson provides empirical evidence that items that are easily associated with the trait to
be measured influence the results with regards to validity.

Although, the approach is theoretically appealing in the sense that it considers people usually do

not use language to communicate propositional statements, studies that show its merits in practice
are not much. As far as this study is considered, such methodological discussions are too specific.
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practice to reverse half of the items—called a balanced scale (Oskamp, 2004)—so

that endorsing all the items would not yield a high total score.

According to Krosnick (1991), almost all the deviants may be associated with a
behavior termed ‘satisficing’. In line with this approach, Krosnick argues that tasks
with high cognitive demands, respondent’s low level of ‘cognitive sophistication’,
and low motivation to respond are the conditions that stimulate satisficing. As a
result, subject may choose the alternative that she/he identifies as the ‘correct’
answer, may agree with all assertions—i.e. exhibit acquiescence, accept
statements maintaining status quo, respond all the items with the same rating on

the scale, say ‘don’t know’, and exercise mental coin-flipping.

While generating the pool of items, it is recommended that, facets of the construct
should be proportionately represented by the items (e.g. Smith and McCarthy,
1995; Haynes, Richard and Kubany, 1995). For aggregated measures where the
sum of individual item ratings is regarded as total score, the danger of

disproportionate representation is apparent.

For items to suit the purposes of the instrument and in order to ensure that the
irrelevant or poorly worded items are excluded, semi-structured interviews and
focus groups conducted with the target population are recommended (e.g.
Churchill, 1979; Dawis, 1987; Haynes, Richard and Kubany, 1995)20. Since present
study involves the development of an instrument to measure the competency of

individuals in using digital consumer products the target population is quite

% In cases where the target group has its own culture it may be crucial to conduct exploratory
work. For example, an instrument to measure self-perceived innovativeness being developed to
assess designers will definitely necessitate collecting preparatory data that will guide both
construct definition and item wording.
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Iarge21. Therefore, it may not be possible to detect a coherent body of beliefs,

customs, and terminology interiorized by all the members of the target population.

General strategy to be followed in item generation

After revisiting some general methodological concerns in item generation, in this
section some general strategies that will ensure that an item pool is suitable for

further refinements in the later stages, will be presented.

All the procedures included in the comparative analysis emphasize reduction of
the number of items initially generated. What is meant by item refinement is
actually discarding the items that are far from attaining certain criteria. Techniques
for accomplishing this subtractive task consist of keeping items that do not harm
content validity, unidimensionality, reliability, and certain types of validity. These
concepts and corresponding techniques will be handled in detail later throughout
the development process. Here, a general strategy to ensure that there are
enough items in the initial pool of items will be provided, since the success at later

stages depend on the inclusiveness of the set.

Referring to Loevinger’s ideas on content sampling, Clark and Watson (1995)
recommend that all the content that may be included in the construct should be
represented as much as possible. By doing this, researcher tries to ascertain that
items do not only reflect the components of a theory initially chosen to guide the
process. The benefits of this strategy are expressed by Clark and Watson (1995) as

follows.

2t Theoretically all the people in universe may be considered in the target population.
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Two key implications of this principle are that the initial pool (a) should be
broader and more comprehensive than one’s own theoretical view of the
target construct and (b) should include content that ultimately will be
shown to be tangential [emphasis added] or even unrelated to the core
construct. The logic underlying this principle is simple: Subsequent
psychometric analyses can identify weak, unrelated items that should be
dropped from the emerging scale [...]. Accordingly, in creating the item
pool one always should err on the side of overinclusiveness.

(p. 311)

The implications of being ‘overinclusiveness’ in the process of setting up the item
pool are numerous, but one of them should be highlighted here. Redundancy is an
inevitable consequence that is often encouraged to overcome problems with item
specific errors (DeVellis, 1991). Actually, any instrument that depend on
aggregated total scores obtained by employing multiple i enjoy item redundancy.
However, redundancy should not be interpreted as scales should include item

stems that have the same content with slight differences in wording.

Although it may sound like an atheoretical approach, it is often suggested that
construct should be revised as new aspects of the trait investigated are brought to
lime light by empirical studies (e.g. Smith and McCarthy, 1995). If the construct
belongs to a domain that is not studied extensively it will take many attempts to

accurately delineate the construct (Spector, 1992).
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5.3.3. Step 3: Expert review

Expert review is listed among the techniques that aim to refine the item pool
without the involvement of the target sample. Technique is based on the
assessment of the items individually considering “relevance, representativeness,
specifity, and clarity” (Haynes, Richard and Kubany, 1995). According to Crocker
and Algina (1986), items should also be checked for technical item-construction

flaws, offensiveness or bias, readability, problems, and grammatical errors.

In order the committee of experts to evaluate appropriateness of items with
regards to the construct under scrutiny, a thorough definition of the construct
should be provided (DeVellis, 1991) together with a brief instruction and a

guideline that includes rules for good item design.

Experts may be asked to map their comments in a structured way with the use of a
rating scale. The upper portion of the item set ranked after employing a scoring
scheme based on the ratings provided may be kept. Furthermore, some new
items, and even facets of the construct may be suggested by the experts. For the
present study, experts are planned to be chosen among researchers with a

considerable experience in user research.

5.3.4. Step 4: Initial item try out

After the item refinement in the light of expert review, items may be tested with a
small sample of representative subjects (N = 30-50). In this step either response
data, or the actual behavior of subjects while responding to items may be focused.

Crocker and Algina (1986) state that gathering observational data is useful for
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identifying ambiguous or hard-to-respond items, by assessing the distribution of
response latencies. Furthermore, descriptive statistics may be exploited for

identifying further flaws:

e Response variances yielded for every item may be checked for identifying
items with too high or too low item difficulty.

e |tems that behave unexpectedly may be identified by checking interitem
correlations.

e Response latencies may be measured for identifying poor items

e |tems that cause subjects to change their minds frequently may be spotted

and either re-worded or discarded.

As a complementary technique, a concise debriefing session can be held right after
the subjects complete the scale. Subjects may be asked to report ambiguous
wording, irrelevant content, or use of jargon. Literature should be further
researched for studies that specifically discuss similar techniques and the use of

descriptive statistics in item analysis.

5.4. Construct Definition

As it was discussed in Chapter 3, the concept of ‘self-efficacy’ proposed by
Bandura (1986) is frequently utilized to measure and even predict performance.
According to Bandura, individuals possess a self system that enables them to
influence their cognitive processes and actions. Therefore, “what people know,

the skills they possess, or what they have previously accomplished are not always
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good predictors of subsequent attainments because the beliefs they hold about
their capabilities powerfully influence the ways in which they will behave”
(Pajares, 1997). In line with this view, researchers developed many scales that
targeted ‘computer self-efficacy’ (e.g. Murphy, Coover and Owen, 1989; Compeau
and Higgins, 1995; Quade, 2003; Barbeite and Weiss, 2004; Torkzadeh and
VanDyke, 2001).

Suggested as ‘more than just a mere reflection of performance’, the concept of
‘self-efficacy’ was considered as a framework for defining the construct that will

form the backbone of the scale under development.

5.4.1. Measuring self-efficacy

Before an attempt of construct definition is made things to be considered in
measurement should be revised, since how the construct is defined determines

how the characteristics of the instrument.

The aggregate nature of constructs such as General Computer Self-Efficacy
(Marakas, Yi and Johnson, 1998) makes it quite plausible from a perspective of

measurement. Marakas, Yi and Johnson (1998) describe this as follows:

In particular, we believe that given the definition of GCSE as a collection
of CSE perceptions and enactive experiences, GCSE does not intuitively
appear to be amenable to a measurably immediate change under any set
of short-lived conditions. Correspondingly, its long-term usefulness may
be as a predictor of future levels of general performance within the
diverse domain of computer related tasks.

(p. 129)
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Being comprehended at this level, a potential source of error, that is temporary

changes in construct to be measured, is eliminated at least on theoretical grounds.

According to Compeau and Higgins (1995)%, this holistic comprehension of the
construct should be reflected to the approach adopted in measurement. It is
argued that concentrating on individual sub-skills rather than self-efficacy beliefs

for accomplishing tasks is a misconception exhibited by some researchers.

For example, the scale developed by Murphy, Coover and Owen (1989) aims to
arrive at a compound score of computer self-efficacy by investigating atomic skills
such as ‘Moving the cursor around the monitor screen’ or ‘Calling-up a data file to

view on the monitor screen’.

While discussing the common errors in assessment, Bong (2006) maintains that
self-efficacy should not be confused with other self-referent constructs such as

self-esteem and self-concept.

The most common mistake is to assess self-efficacy as a domain-specific
form of self-esteem. Investigators who commit this error conceptualize
self-esteem as a global index of perceived self-worth spanning across
many disparate domains and self-efficacy as similar emotional reactions
toward the self but in specific domains. However, self-esteem need not
be detached from a functional domain, nor is there a part-whole
relationship between self-efficacy and self-esteem (Bandura, 1997) [ctd.
in Bong 2006)].

(p. 289)
Therefore, constructs that claim to be a type of self-efficacy should concentrate on

one’s confidence in accomplishing a task, and not self-worth or self-perceptions

regarding a specific domain.

2 A scale that aims to measure computer self-efficacy is developed by Compeau and Higgins.
Although, not the most popular scale, it is widely cited as a comprehensive attempt to define and
measure computer self-efficacy. A reprint is provided in Appendix |
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Another error to be avoided is stated as ignoring the context-specific and
generative nature of self-efficacy constructs. Consequently, measurements should
not be based on self-assessments done in vacuum and respondents should not be
forced to weigh their self confidence on highly abstracted situations. Finally, Bong
(2006) warns that beliefs that match what is to be predicted should be looked for.
In other words, it is asserted that “the predictive utility of self-efficacy is
maximized when these beliefs are estimated in reference to the tasks and contexts
that best correspond to the criterial variable (Bandura, 1997; Pajares, 1996) [ctd. in
Bong 2006, p.295].

Bandura (2006) in his book chapter Guide for Constructing Self-Efficacy Scales,
states that perceived capability should be targeted by items “phrased in terms of
can do rather than will do” (p.308) so that intentions are not mistaken for self-
efficacy perceptions. Another crucial elaboration made by him is the danger of

focusing on outcome expectancies.

Another important distinction concerns performance outcome
expectancies. Perceived self-efficacy is a judgment of capability to execute
given types of performances; outcome expectations are judgments about
the outcomes that are likely to flow from such performances.

(p. 309)

5.4.2. Definition of the General Interaction Self-Efficacy

General Interaction Self-Efficacy (GISE) is specified as individuals’ self-efficacy

perceptions as far as learning new devices. Although, core definition seems to be
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too specifically formulated, as far as functional use of the corresponding scale is
considered, both GIE and GISE are primarily utilized for predicting participant
performance before usability tests are conducted. Therefore, long-term
appropriation of digital products, or long-term transformations witnessed in the
nature of interaction should not be engaged with as the main area of interest.
However, as it was discussed in Report 2, it is better not to act over exclusive at

this stage of instrument development.

General Interaction Self-Efficacy (GISE) is a judgment of capability to establish
interaction with a new device and to adapt to novel interaction situations...

In accordance with this definition, GISE has a two-fold character. First of all, GISE
is related with learning to use new devices. In this regard, it is the capability to
learn how to interact under unfavorable conditions, as well as ability to sustain
learning in the absence of factors that enhance the learning process. Secondly, it
is the ability to reorient, recover interaction and survive in a multitude of
breakdown situations. Hence, GISE targets the self-efficacy perceptions about

putting GIE into use during controlled processes.
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5.5. Item generation

After an initial attempt to compile a list of items that target the construct of GISE
and relevant examples were examined, it was decided that a questionnaire for
basing item stems on users’ perceptions was necessary. Since definition of GISE
has been limited so that routine interaction and long-term processes were
excluded, the questionnaire targeted the early phases of coming across a new
interface, and initial steps of appropriating it. The aim was to grasp the users’
perceptions about factors that influence learning processes positively or
negatively. The rationale behind asking users things that make learning harder or
easier was to investigate whether a model could be extracted that would guide all
the scale development process, as well as exploring their jargon and approach to

the subject matter.

5.5.1. Methodology

Data collection was done with a self-administered questionnaire, titled Learning
Electronic Devices Questionnaire (LEDQ), which consists of open-ended questions.
The questionnaire was preceded by a one-page introduction, where aim of the
study and definitions were made clear by examples (see Appendix A for a sample
form). In the second part, first respondents were asked to report favorable and
then unfavorable situations for learning electronic devices. LEDQ was applied both

in printed and in electronic form.

Sampling was done with snowball technique. The only concern was to make sure

that approximately half of the respondents were youngsters with quite strong
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beliefs of GISE. 102 respondents participated in the study, with an average age of
29.9 (min. 18; max. 64). 59 of the questionnaires were in printed form whereas 43
were in electronic format. Questionnaires were answered in privately. Together

with the core data, age, gender, occupation and education data were asked for.

5.5.2. Results and analysis

A total of 287 negative and 269 positive expressions (550) were collected (see
Appendix B for full list). Expressions were not modified as much as possible, and
the main strategy was to maximize the number of potential item stems. As a
result, 425 expressions were identified and an abundance of item stems with
almost-redundant wordings were kept for later reduction. The data obtained were
then analyzed with two main purposes. At first step, the expressions were
grouped and a phenomenological model was developed (see Figure 5-9). This
model was supposed to serve as a guide for ensuring content validity, and as a
structured item pool. It should be noted that such a model should not be mistaken
for a factual model based on empirical findings. The rationale behind constructing
such a model is to gain insight about users’ perceptions about learning process and

having a structural representation for guiding the rest of the development process.

First order elements in the collective phenomenological model were novelty and
familiarity, affection, usefulness, ease of use, help and support, learning context
and process, breakdowns, and prior knowledge. Note that, as it was intended, the
majority of groups were based on either traits of artifacts or of interaction, except
prior knowledge. In the table below, the distribution of number of items across 8

groups was provided.
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Table 5-1 Distribution of items?®

Sub-construct N
novelty and familiarity 42
affection 33
usefulness 35
ease of use 138
help and support 119
learning context and process 33
breakdowns 15
prior knowledge 10

> see Appendix C for expressions included.

129




VA3 191 [9pow |edigojousawouayd 6°S 24nSi4

suonauny aInjanis

40 Jaquinu
“JeJRYD
fensin  Anoijduns [eaishyd
(B '
SSauaAlINul
injul Aouabin Aussaosau
*Swnioy afienfue)
paau
$13110 0} “dsajes wouj Aauaiaiyje
Aupgepene  S123d woy |eadde |ensia
mu:m_sssﬁ ssaujnjasn uonows
djay [ewoyul
onw asn Jo asea
uonanisul 1saiajul
saginas poddns uoijaajje
’ djay [ewuoy
poyiaw ™ d
JuaLaalyIe lioddns pue djay uoisnyjip
unypioddo |apow sn.
ssaaoud - yum Ajue
s1asn 1ayo 1xajuo3 Buiuies) ROR——
1500 1onpoud
V [a2e 81Ul JeIjIWLE)
pooyuaxy SUMOpealq Apwey

afipajmouy 19npoud Jeijiwey

urewop /l
ABojounwia) afipajmouy 1oud

Ayuenwey - Ayanou

SINIANOdS3d 40 TAdON TWIIDOTONIINONIH JALLDATIOO
JHIVNNOLLSIND SIDINAIADINOYLOTTA MAN ONINEVAT,

130



Together with the phenomenological model, it was observed that some of the
expressions were related to “attempting to learn” and some were “capability to
learn”. Out of this differentiation a process model can also be derived. Detailed

discussions about both models will be held in Chapter 6.

From the perspective of measurement, the distinction between ‘not to attempt to
learn” and ‘attempts resulting in unsuccessful trials’ is critical and worth
consideration. If the data is examined in-depth, it may be suggested that problems
witnessed by individuals with probably stronger self-efficacy beliefs are mostly
related with ‘not to attempt’ because of certain disincentives. In order to contain
such problems, the outcome of the decision process ‘attempt?’ should not be
modeled as dichotomous, but should be modeled as to carry ‘motivation’ data as
well. Then, it may be possible to suggest items such as ‘I am confident that | can
learn even an electronic device that | do not really need’. However, utmost care
should be taken while working on items that primarily target cluster I, in order not
to include ‘will do’ items instead of ‘can do’ items. Hence, items should be based
on situations in which users decide to attempt a trial. Users’ self-efficacy beliefs
should be judged in presence of unfavorable situations and absence of favorable
situations. Therefore, items should be focused on instances where learning
process is broken or become too complex and demanding. In the table below

there are some examples.
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Table 5-2 Examples of item stems 1

Bir elektronik aleti...

“...takildigimda yardim alabilecegim kimse olmasa da kolayca 6grenebilecegime

inaniyorum.” (Help and support)

“...Uzerindeki ikonlarin (kiiciik semboller) ne anlama geldigini anlayamasam da rahatlikla
O0grenebilecegime inaniyorum.” (ease of use)

“...arkadaslarimdan ¢ok karisik bir alet oldugunu duymus olsam bile kisa zamanda ¢ok
zorlanmadan 6grenebilecegimi diistinliyorum.” (learning context and process)

Furthermore, it is apparent that the nodes suggested in the process model were
not equally covered by the data collected. For example, although situations about
the feedback after each trial were not mentioned by many respondents, items that

target this loop may be generated.
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Table 5-3 Examples of item stems 2

Bir elektronik aleti...

“...ilk denemelerim basarisiz olsa da 6grenebilecegime inaniyorum.”

The primary source for the generation of the item pool was the outcomes of this
study. To put it more explicitly, 425 expressions derived with LEDQ were
transformed into item stems after a selection procedure. Although in some cases
expressions were directly worded as item stems, most of the times revisions in
form and content were necessary. In the process of transformation, a set of
criteria were applied in order to decide whether or not an expression will be
utilized as an item stem, and whether or not a selected expression should be
revised. These criteria were selected among several guidelines about item
development for general purposes® and for self-efficacy scales specifically®>. As
previously explained both phenomenological and process models suggested after

LEDQ were reflected in these guidelines.

* See Report Il for a detailed discussion
> Bandura, 2006 and Bong, 2006
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FORM

Use of colloquialism or jargon should be avoided;

Items should be clear, short, and simple;

ltems should ask only one situation to be evaluated at a time. Double-
barreled items should be avoided;

Double negatives should be avoided;

Iltems with weak or very strong statements should be eliminated;

CONTENT

ltems should not force respondents to speculate on situations that they did
not experience;

Items should not ask for judgments based on experiencing a specific type of
device;

ltems that denote situations which may enhance or hinder the learning
process depending on respondents’ personal characteristics should be
eIiminatedZG;

Items that suggest hard-to-generalize associations between situations and
success in Iearning27;

ltems that portray situations that affect whether the user will attempt to
learn or not should be avoided®.

ltems that target other kinds of self beliefs or inter-personal comparisons
should be eliminated;

Iltems that do not define a concrete situation should be eliminated;

*® For example situations when the user needs to learn the device in a short time may either
enhance the learning process, or may have a negative effect.

* For example items that include arguments about the appearence of the device were eliminated.
8 Self-efficacy scales should contain ‘can do’ items instead of ‘will do’ items. See Report Il for a
detailed discussion
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e Items should be context specific in order to avoid forcing respondents to

base their judgments on abstract situations.

Some items with redundant wordings were kept so that these may be empirically
evaluated in item tryout and major data collection. Some forms of colloquialisms

were tolerated for the sake of avoiding the use of technical terms.

Besides these, expressions that are not related with the task of learning a new
device and those that may not be associated with GISE were also discarded. The
number of respondents that included the expression in their answers (frequency)
was used as a reference. However, the decisions based on frequency values were
not carried out in a strictly quantitative fashion. It was treated as an auxiliary
criterion, especially in cases where an objective basis for making a decision was
not present. Expressions with high frequency values were examined carefully even
if they violate certain other criteria so that respondents’ perceptions may be well
represented, if criteria could be met by alternative wordings or slight modifications
in the content. Expressions with low frequency (1) that are hard to accommodate
within the collective phenomenological model were also scrutinized for relevance.

Most of the time, such expressions were discarded for the sake of content validity.

5.5.3. Phenomenological model

It should be noted that especially collective phenomenological model® suggested
does not necessarily reflect how respondents group situations that influence

learning process positively and negatively. The category titles seldom reflect exact

* see Report Il p. 12.
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terms used by respondents and suggested to match common concepts in usability
and related literature. Therefore, aim of the model is neither proposing a
theoretical basis for GISE (General Interaction Self-efficacy) nor uncovering its
inner structure. If the items grouped under each category are examined it is
apparent that although some categories are homogeneous and have a distinct
character, categories learning context and process and prior knowledge are quite
heterogeneous. Although it was possible to subdivide these into smaller
categories, numbers of items in these categories were not sufficient to prevent
atomization. The heterogeneity was noted to be considered in following steps, so

that diversity of content is conserved as much as possible.

At this stage, the primary utility of this phenomenological model was just to group
similar items together, and to monitor the distribution of items which sample

distinct content areas.

5.5.4. Wording

The wording strategy adopted was to simplify sentences and expressions as much
as possible, without hindering the initial meaning. Furthermore so-called item
hardness was tried to be adjusted with the use of proper wording. In doing so, the
aim was to adjust statements in order to ensure that items are not rated with
minimum or maximum scores by all of the respondents. Expressions were
transformed so that each item stem was made up of a sentence depicting a
negative situation, which is a frequently employed strategy in self-efficacy scales
(see Bandura, 2006; Bong, 2006) Since respondents’ self-efficacy beliefs regarding
learning a new device in challenging conditions was to be measured, items were

structured to convey meaning in the following patterns:
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“Even if x is not present”,

“Even if x is present...”

Therefore, items were based on instances where positive factors are absent or
negative ones are present. The following examples illustrate how expressions

compiled in LEDQ were converted into item stems:

“Diger aletlerden bildigim kullanim mantigini uygulayabiliyorsam” > “Diger
aletlerden bildigim kullanim seklini uygulayamiyorsam”

“Cok kullanilan fonksiyonlar kolay bulunuyorsa” > “Cok kullanilan 6zellikleri
kolay bulunuyorsa”

“Oriniin Ustiinde anlasiimayan giinlik hayatta kullanilmayan sozcikler

varsa” > “Ustiinde anlasilmayan sdzciikler varsa”

For the development of items of non-LEDQ origin, well established heuristics
devised by Jacob Nielsen (Nielsen, 1994)*° was utilized. Each guideline was
critically evaluated for item generation potential. Most of the items generated
this way, included concrete situations depicting undesirable interface
characteristics.  Expressions that contain such detailed descriptions about

characteristics of interfaces were not observed in stems gathered in LEDQ.

“Hata uyarilari anlasiimazsa.”
“Alet yaptiklarimi iptal etme sansi vermiyorsa.”

“Kullanim sirasinda bir ¢cok seyi aklimda tutmam gerekiyorsa.”

* For an online copy and information about the updated list of heuristics see
www.useit.com/papers/heuristic/heuristic_list.html
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As a result, 242 items were generated to be evaluated by the experts.

In the

diagram below, content distribution before and after item generation is shown.

Table 5-4 Item distribution

Categories Frequency in Frequency in AfF
LEDQ item pool
(N*=425) (N=242)
Novelty and familiarity 0.10 0.11 -0.01
Affection 0.08 0.08 0.00
Usefulness 0.08 0.10 +0.02
Ease of use 0.32 0.26 -0.06
Help and support 0.28 0.21 -0.07
Learning context and 0.08 0.05 -0.03
Errors and breakdownst 0.04 0.03 -0.01
Prior knowledge 0.04 0.03 -0.01
of non-LEDQ origin - 0.14 -

* Total number of expressions / items

t Category was previously called ‘breakdowns’

¥The difference between frequency values of expressions in LEDQ and item pool
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With the introduction of items that are of non-LEDQ origin the weight of two
major categories, namely ease of use and help and support were reduced by 13%.

However, the category ranking according to frequencies is not drastically affected.

5.6. Expert review

The last item reduction done before empirical studies was done in accordance with
evaluations made by a group of experts. Experts were also encouraged to suggest
items, change or comment on the existing ones, which would broaden the content

covered by item pool.

5.6.1. Methodology

242 items generated were submitted to 5 raters to be evaluated with regards to

form and content. The following criteria were considered while choosing experts:

e Should be experienced in user research, specifically in the area of
consumer products;

e Should be knowledgeable in concepts related to usability and
interface design;

e Should be familiar to problems that user witness with digital
interfaces;

e Should be experienced in usability testing;

e Should be experienced in preaparing and administ