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ABSTRACT

MAGNETIC RESONANCE CURRENT DENSITY IMAGING USING OR
COMPONENT OF MAGNETIC FLUX DENSITY

Ersoz, Ali
MSc., Department of Electrical and Electronics Begiring

Supervisor : Prof. Dr. B. Murat Eylploi

July 2010, 96 pages

Magnetic Resonance Electrical Impedance TomogrdpBEIT) algorithms using

current density distribution have been proposethénliterature. The current density

distribution, J, can be determined by using Magnetic Resonanceefubensity

Imaging (MRCDI) technique. In MRCDI technique, alhree components of

magnetic flux density,B, should be measured. Hence, object should beetbtat
inside the magnet which is not trivial even for #ns&e objects and remains as a
strong limitation to clinical applicability of theechnique. In this thesis, 2D MRCDI
problem is investigated in detail and an analytiedtion is found betweeB,, Jy
andJy. This study makes it easy to understand the beha¥B, due to changes i

and Jy. Furthermore, a novel 2D MRCDI reconstruction alion using one

component ofB is proposed. lterative FT-MRCDI algorithm is alsaplemented.
The algorithms are tested with simulation and expental models. In simulations,
error in the reconstructed current density chamgdseen 0.27% - 23.00% using the
proposed algorithm and 7.41% - 37.45% using thratitee FT-MRCDI algorithm for



various SNR levels. The proposed algorithm is dopé¢o the iterative FT-MRCDI
algorithm in reconstruction time comparison. In essmental models, the classical
MRCDI algorithm has the best reconstruction perfamoe when the algorithms are
compared by evaluating the reconstructed curremsitie images perceptually.
However, the J-substitution algorithm reconstrubis best conductivity image by
using J obtained from the proposed algorithm. Finally, ttexative FT-MRCDI

algorithm shows the best performance when the stnarted current density images

are verified by using divergence theorem.

Keywords: electrical impedance tomography, magnetgonance imaging, current

density imaging



Oz

TEK YONDEKI MANYETIK AKI YO GUNLUGU KULLANARAK MANYET iK
REZONANS AKIM YOGUNLUGU GORUNTULEME

Ersoz, Ali
Yuksek Lisans, Elektrik ve Elektronik MihendIBolimu

Tez yoneticisi : Prof. Dr. B. Murat EylUplo

Temmuz 2010, 96 sayfa

Bir cismin elektriksel iletkenlik dalimini hesaplamak icin akim tabanl Manyetik

Rezonans Elektriksel Empedans Tomografi (MREIT) oatgalari literattirde

onerilmistir. Akim yogunlugu daggihmi, J, Manyetik Rezonans Akim eanlugu
Goruntileme (MRCDI) tek@ kullanilarak bulunabili. MRCDI tekginde,
manyetik aki ygunlugunun, B, Uc¢ yondeki bilgkesinin de dlcilmesi
gerekmektedir. Bu nedenle, cismin cihaz icinde didalnesi gerekmektedir. Cismin
kiguk oldgu durumlarda bile cismin cihaz icinde dondurdlmksiay bir islem
degildir ve bu tekngin klinik uygulamalarda kullaniimasini engelleyen énemli
etkenlerden biridir. Bu tez cafnasinda, 2 boyutlu MRCDI problem detayli bir
sekilde incelenmy ve B,, J, ve Jy ifadeleri arasinda analitik bir gki kurulmustur. Bu
calisma B; nin Jy ve J/deki degisimlere gostedii duyarliligin anlgiimasini daha
kolay hale getirngitir. Diger bir yandan, tek yondeki manyetik akigyalugunu
kullanan yeni bir MRCDI gericatim algoritmasi da tez kapsaminda onerilgtir.
Literatiirdeki tekrarlamali FT-MRCDI algoritmasi lgalismada gercekkgirilmi stir.
Onerilen algoritma ve tekrarlamali FT-MRCDI algordsi benzetim modelleri ve

Vi



deneysel modeller ile sinarghr. Benzetim modellerinde, 6nerilen algoritma
kullanilarak elde edilen akim gonlugu goruntilerindeki hata dsik SNR
seviyeleri icin 0.27% ve 23.00% arasinda bulugtonu Bu hata oranlari tekrarlamali
FT-MRCDI algoritmasi icin ise 7.41% ve 37.45% andsi dgismektedir. Onerilen
algoritma gericatim suresi bakimindan tekrarlaff@HMRCDI algoritmasina 6nemili
bir tstunlik kurmstur. Deneysel modellerde ise, klasik MRCDI algoasn
gericatilmg akim yagunluklari gorsel olarak katastirildiginda en iyi sonucu
vermigti.  Gericatilmg akim ygunluklarinin  J-substitution algoritmasinda
kullaniimasi sonucu elde edilen iletkenliksdamlar kasilastirildiginda ise, dnerilen
algoritma en iyi sonucu veren algoritma oktur. Son olarak elde edilen akim
yogunlugu gorantileri iraksama teoremi kullanilarakgddanmg ve tekrarlamal

FT-MRCDI algoritmasinin Gsttingii goralmigtar.

Anahtar Kelimeler: elektriksel empedans tomognainyetik rezonans gorintileme,

akim ygunlugu gorunttleme
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CHAPTER 1

INTRODUCTION

The properties of biological tissues differ amoisgues, which make the imaging of
human body possible. One of these distinctive ptegse is the electrical
conductivity of the tissues. Electrical conductvif the tissues varies among tissues
and it also changes with physiological and pathokigstate of a tissue [1], [2]. The
electrical impedance of a tissue is modeled byifsbn [3] in terms of a resistor-
capacitor pair. Electrical impedance tomographyT{EE a non-invasive imaging
technique which is proposed to image electricaldoetivity distribution inside a

volume conductor.

The idea of generating electrical conductivity dsition images of the body was
first proposed by Henderson and Webster [4] in 198y presented the first
electrical impedance images. However, the firstliphbd tomographic images were
obtained by Brown and Barber [5]. Interested reaitleithe history of EIT is
encouraged to read the review article by Brown [6].

Various current injection and voltage measuremehémmes for EIT are proposed in
literature. The most widely used scheme is ShefSelscheme [7] where 16
electrodes are used and 104 independent trangiexdamce measurements are made.
In order to generate different current density ribstion inside the volume
conductor, induced current EIT method is propo$gdif this method, the current is
induced via a coil placed around a body. Gergteal presented the mathematical
principles of induced current EIT and extend thel&s by introducing contactless

measurement system [9], [10].

Brown mentioned the possible applications of EIT healthcare as gastric
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measurements (gastric secretion and emptying), gnany measurements, head
imaging, breast imaging [6].

Although EIT has several advantages over other odstlas it is a relatively cheap
technique, it has fast data collection proceduikiahas no hazards to human body
[6], EIT has also many drawbacks that limits ite @@ clinical purposes. The main
drawback of EIT is low spatial resolution and spdependent quantitative accuracy
of reconstructed images [11]. The low spatial nesoh is because of the fact that the
sensitivity of peripheral voltage measurementsdodaictivity changes in different
regions is not the same. Therefore, extra inforomatbtained directly from the
measurements inside the volume conductor is ne¢deodvercome low spatial

resolution problem of EIT.

In 1988, Joyet aldeveloped a novel imaging technique to reconstuent density
distribution inside a volume conductor containingclear magnetic resonance
(NMR) active nuclei by using Magnetic Resonancedmg@ (MRI) system [12]. This
technique was named as Magnetic Resonance Curesmgitl) Imaging (MRCDI).
This technique enabled the monitoring of currenmsity distribution with high
resolution. In MRCDI, current is applied to the ptaan by the electrodes placed on
the surface of the phantom and generated magraticdensity due to externally
applied currents is measured by MRI scanner. Ttiencurrent density distribution

is calculated by using the Maxwell equation for stegtic electric field:
OxB=ppd (1.1)

As it can be seen in Equation (1.1), all three congmts of magnetic flux density
should be measured to calculate current densityilgliion. Since MRI scanner can
only measure the component of magnetic flux denpiyallel with the main

magnetic field, the phantom should be rotated s9R| scanner to measure all

three components.

The main advantage of MRCDI technique is thatldves to measure magnetic flux
density at the points where the currents flow. €fae, the magnetic flux density
created by small currents can also be measured. rasult, high resolution current
density images are obtained. The development of BIR@chnique provides



valuable information in many biomedical engineeragplications as determination
of hazardous electric currents, electrode desigrvdoous applications, calculation
of lead sensitivity maps of biopotential recordielgctrodes and improvement of

spatial resolution of conductivity images in EIT[1

In 1992, Zhang proposed a new algorithm that useeewt density distribution
obtained from MRCDI with conventional EIT voltagesasurements to reconstruct
electrical conductivity distribution inside a volenconductor [14]. In his algorithm,
Zhang used the fact that potentials on the surédoslume conductor are known
from conventional EIT measurements. Hence, anynpialedifference measured on

the surface can be represented as

AD :jpj ol (1.2)
C

where J is the current density, is the resistivity and\® is the voltage difference
between two points on surface. Since voltage diffee and current density are
known, solving the linear inverse problem gives tbaductivity distribution. This
novel algorithm is named as Magnetic Resonancetrifiacimpedance Tomography
(MREIT).

After Zhang proposed the first MREIT algorithm, MREhas been studied by many
research groups. In the literature, MREIT recortsion algorithms can be classified

in two groups: algorithms that use magnetic flursity, B, directly and algorithms

that use current density distributiod, obtained from measures.

Some of thel-based MREIT reconstruction algorithms proposeth@literature are
Integration along Equipotential Lines, Integratiaong Cartesian Grid Lines,
Solution of a Linear Equation System using Finii#fddences [15], Equipotential-
Projection algorithm [16], J-substitution algorithfd7] and J-substitution and
Filtered Equipotential-Projection Based Hybrid Restouction Algorithm [18]. In
2009, all thesel-based MREIT reconstruction algorithms were impleted and

their performances were evaluated by Boygaand Eytbglu [18].

Some of theB-based MREIT reconstruction algorithms proposethaliterature are

Harmonic B algorithm [19], Variational Gradient ;Balgorithm [20], Sensitivity
3



matrix algorithm [21], Algebraic Reconstruction afghm [15]. In 2009, all thesB-
based MREIT reconstruction algorithms were impleteeérand their performances
were evaluated by Eker and Eyigho[22].

As it was mentioned before, the phantom shoulddbated inside MRI scanner to
measure all three components Bf in MRCDI technique since MRI scanner can

only measure the component Bf parallel with the main magnetic field. However,
rotating the phantom inside the magnet is notédrieven for small size phantoms.
This problem is one of the drawbacks of MRCDI thatits its use in clinical
applications. In 1989, before Jey al conducted the first MRCDI experiment [12],
Roth et al showed that the current density distributions retetd to a two

dimensional plane can be reconstructed by usiny ¢hé component ofB
perpendicular to the imaging plari[23]. They assumed th&, was measured by a
superconducting quantum interference device (SQUHmEMst, they obtained the
Fourier Transform ofB,. Then, by using Biot-Savart law and the fact tha
divergence of current density vanishes for quasisteurrents, they solved the
inverse problem which gived, and J,. In 1990, Pesikaret al used the same
reconstruction technique as Ro#t al used to reconstruct 2D current density
distribution. However, they measur& by MRI scanner [24]. In 2003, Sex al

proposed a new current density reconstruction dhgorknown as Harmonic B

algorithm which also uses only one componentBof[19]. In this algorithm, the
iterations are started with assuming an initial dretivity distribution. The
conductivity distribution is updated at the sucoesgerations by an update equation
until the error reduces below a predetermined &olee value. Finally, the current
density distribution is calculated by solving theuhdary value problem. In 2006,
Ider proposed a novel reconstruction algorithm twomstruct 2D current density
distribution [25]. He used the Fourier Transfornd apatial filtering techniques as
Roth et al did. Furthermore, he introduced difference curmecept to apply the

technique on the phantom where current is appliethb electrodes placed on its
boundaries. Difference currents are obtained bytraating J calculated for a

uniform conductivity by finite element method froactual J. Divergence of the

difference current vanishes. In this algorithnstfaifference magnetic flux density is



calculated by subtracting the magnetic flux dengary uniform currents from the

measured magnetic flux density. Then, differenaeetits are calculated by solving

inverse problem. Finallyj is obtained by adding difference currents to thiéonm

currents.

1.1 Objectives of the Thesis

MREIT has been studied by many research group® sthang proposed the first

MREIT algorithm in 1992 [14]. As it was mentionedfore, J must be calculated

from measuredB for J-based MREIT reconstruction algorithms. In cladsica

MRCDI technique, all three components Bf are used to reconstruct. Hence,

object rotation is necessary to measure all thoeeponents of8. The algorithms
that eliminate the need for object rotation wergegi in previous section. In
Harmonic B algorithm, noise performance of the algorithm o since the
algorithm calculates Laplacian of measurBd Therefore, performance of the
algorithm on experimental phantoms is poor for I8NR MRI Systems. The
MRCDI algorithms, which use Fourier Transform, reguhe measurement o
outside of the phantom to obtain a well-defined ri@uTransform. However,
measuring magnetic flux density outside the phanismot possible in an MRI
scanner. Hence, post-processing of measBseldta is required. As a result, there is

a need for novel MRCDI reconstruction algorithmatthse only one component of

measuredB directly. Also, performance of these algorithmsexperimental data is
essential for the improvement of MRCDI techniquenkk, objectives of this thesis

are:

* To analyze the relation between one component ghetic flux density and
current density distribution orthogonal to that gmment of magnetic flux
density,

* To develop novel reconstruction algorithm using oamponent of magnetic
flux density for MRCDI,

e To evaluate the performance of the developed dlgos on both simulated

and experimental data,



e To compare the performance of the developed alguaritwith other

algorithms proposed in literature,

In order to compare the performance of the propadgdrithm, the iterative FT-
MRCDI algorithm is also implemented in this thedikis algorithm is chosen since
the experiments are conducted in a low SNR MRI &ysand the iterative FT-

MRCDI has a better noise performance comparedher weconstruction algorithms.

1.2 Outline of the Thesis

In Chapter 2, the forward and inverse problems &BVI are explained. Moreover,
the extraction of magnetic flux density from MR iges and the classical MRCDI
procedure to obtain current density distribution biging three components of
magnetic flux density are given in detail in thimpter. Then, the experimental setup
in 0.15T METU-EE MRI System is explained. In Cha@ethe inverse problem of
Magnetic Resonance Current Density Imaging (MRCRMhich relates magnetic
flux density to current density, will be investigdtin detail. The reconstruction
algorithms are also explained with their formulasan this chapter. In Chapter 4,
simulation and experimental models used to evaltetenstruction performance of
the MRCDI algorithms are given. The error calcalatmethod for both models is
also formulated. In Chapter 5, simulation and expental results for reconstruction
algorithms are given. Furthermore, the comparisdn performance of the
reconstruction algorithms is carried out in thisoter. Finally, Chapter 6 includes

the conclusion and future works.



CHAPTER 2

THEORY

2.1 Introduction

In this chapter, the forward problem of MREIT, whimcludes the definition and
governing equations, is explained in detail. Inegosoblem of MREIT is explained
afterwards. The extraction of magnetic flux denditgm MR images and the
classical MRCDI procedure to obtain current densiistribution by using three
components of magnetic flux density are also giwedetail in this chapter. Finally,
experimental setup in 0.15 T METU-EE MRI Systemplained.

2.2 Forward Problem of MREIT

The forward problem of MREIT consists of the caftidn of peripheral surface
voltages and magnetic flux density distribution #orsubject to be imaged. The
relation between the conductivity, and the potential field®, is defined by

Poisson’s equation as:
Oo0®) =0 (2.1)

The electric current on the boundary of the imagiegion is represented with the

Neumann boundary conditions:

50 J on positive current electroc
aa— =< =J on negative current electrot (2.2)
n
0 elsewhere

where n is the outward normal at the outer boundEng electrical field distribution
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can be calculated from potential distribution as

E

-0d (2.3)

and the corresponding current density distribuisoobtained as

—

J=0E (2.4)

The relation betweend and magnetic flux densityB, is given by Biot-Savart

equation as
- _ o [ (JdV)xT
= 2.5
477,'J- rs (:5)

where £, is the permeability of free spagae,is the distance between field and source

points, ' is the unit vector pointing from source to fieldimto The Biot-Savart law
enables the calculation of magnetic flux densitpegated due to current density
distribution on any slice. Equations (2.1)-(2.5)sd&e the relation between the

conductivity distribution and magnetic flux density

Analytical solution of the forward problem is rested to problems with special
geometries. Hence, finite element or boundary elmeethods are used generally

for the solution of the forward problem.

2.3 Inverse Problem of MREIT

The inverse problem of MREIT includes reconstruttiof the conductivity

distribution inside a volume conductor by using swad magnetic flux density and
peripheral surface measurements. Solution of th&ENIRnverse problem was first
proposed by Zhang [14]. In his algorithm, Zhangdute fact that potentials on the
surface of a volume conductor are known from cotigeal EIT measurements.

Hence, any potential difference measured on tHaceican be represented as

szjpjmT (2.6)
C

where J is the current density, is the resistivity and\® is the potential difference



between two points on surface. Since potentialetdfice and current density
distribution are known, the conductivity distribariis obtained by solving the linear

inverse problem.

MREIT reconstruction algorithms can be groupedia tategories:

1. B-based algorithms (Algorithms that uBedirectly),

2. J-based algorithms (Algorithms that udeobtained fromB)

The J-based MREIT reconstruction algorithms proposedthe literature were

implemented and their performances were evaluayeBdyaci@glu and Eyubglu

[18]. The B -based MREIT reconstruction algorithms proposeth@literature were

implemented and their performances were evaluatdekbr and Eytbglu [22].

2.4 Extraction of Magnetic Flux Density from MR Images and
Classical MRCDI Procedure

It is known that the currents flowing in a volumenductor generates a magnetic
flux density. The generated magnetic flux densign doe measured by using
magnetic resonance imaging techniques if the cdonduegion contains NMR active
nuclei. The magnetic flux density is extracted frdira MR images that are obtained
by using appropriate pulse sequences. Howevercahgonent of magnetic flux
density parallel with the main magnetic field of M&/stem can be measured only.
Because, only the component of magnetic flux dgnaibich is in the same direction

with the main magnetic field, accumulates a phagbe acquired MRI signal [26].

If a noise free MRI data without spin relaxatioragsumed, the acquired MRI signal
in a spin echo imaging experiment with pulse segeeshown in Figure 2.1 can be

expressed as

(k. k. )=[] M(x y ex{J v Bt k% K yHC]} dxc 2.7)

whereM(x,y) is the continuous real transverse magnetizaBas,the inhomogeneity

component of the main magnetic field anflis a constant phase due to



instrumentation and receiver circuits, = yG,tandk, = yG,t , whereG, andG, are

the frequency and phase encoding gradient strengdspectively.t is the data
acquisition time antl, is the duration o6, gradient pulse angt is the gyromagnetic

ratio.

Phase
Encoding

Frequency | |

Encoding

Slice I |
Selection

Current « T2 - | |

Figure 2.1 Spin echo pulse sequence.

When current synchronized with spin echo pulse sece is applied to the
conductor region, the component of magnetic flunsity parallel with the main
magnetic field of MRI system accumulates a phasehm acquired signal as

mentioned before. The acquired signal can be espdeas

S(k. k. )=[] M(x 9ex{) v Bt kx ky8,+y H ,x)ycj} dx (2.8)

Here, B, (x y) is the component of magnetic flux density paraftith the main
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magnetic field and’; is the duration of the applied current. Complex Mtages for

current applied case and no-current case can balagd by Fourier transforming

the acquired signal. The complex MR images areinddaas

M. (% y)=M(xy) exd y Bt §,) (2.9)
M (% y)=M(xy) ext ¥ BE B( x ¥ I+ &) (2.10)

In these equationsM(x,y) and M(x,y) are the complex MR images for no-

current and current applied cases, respectivelyidDig the complex image for
current applied case, by the complex image for utoent case, a resultant phase

term is obtained as

= =exp( ¥B (%) T) (211)

M (xy) _M(xy)exqd ¥ B B(xy T]+ 4)
M. (x,y) M(x y) exq i Bt §.)

Finally, Bj(x y) is extracted by dividing the phase term in Equat{@.11) by

gyromagnetic ratioy, and the duration of the applied curref,
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Figure 2.2 The placement of object inside MRI searfar measuring all three
components of magnetic flux density, a) measuBndp) measuringsy, ¢) measuring

By

In classical MRCDI technique, all three componeritanagnetic flux density are
required to reconstruct current density distributidherefore, the object must be
rotated and the experiment must be repeated fee tdifferent placement of the

object. The placement of the object inside MRI seaufor different experiments is

given in Figure 2.2. The primed coordinate syst(am, v, z') is the coordinate

system of the MRI system ar(d(, Y, z) is the coordinate system of the object. The

main magnetic field of MRI system is in the direction. In Figure 2.2(a), the z axis
of the object is aligned with', henceB, is measured. Similarly, in Figure 2.2(b) and

Figure 2.2(c)Bx andBy are measured, respectively.
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The relation between current density and magndtis tlensity is defined by

Maxwell’'s equation as

OxB = p4,J (2.12)

By using the curl operator, Equation (2.12) camiéen in open form as

j=1)(08 9By, (9B 0B, (9B 0B,
J_/Jo{ay azjf&-{az axjay-{ax ayJaZ} (2.13)

In 2D applications, where current is confined implane, J is composed of two

componentsJ, andJy, which create a magnetic flux density only in zedtion, B..

Hence,B, andB, are equal to zero iz, plane angf_y, 98, vanish on that plane.
X

However, the derivatives dBx and By with respect to z are not zero. In order to

calculate these derivativeB, and By should be measured og +Azand z,-Az

planes. So, their derivatives can be calculated as

aBX :Bx z=%+Az_B>J z g0 (2.14)
0z 17°% 20z '

& — By =z+Az By‘ z A 2 (2.15)
gz 1©°% 207 '

After calculating all the derivatives in Equatior2.X3), the current density

distribution can be reconstructed.

2.5 Experimental Setup in 0.15 T METU-EE MRI System

The extraction of magnetic flux density from MR iges is mentioned in Section
2.4. In this section, experimental setup and proeedised in METU-EE MRI

System will be given in detail.

The METU-EE MRI System is shown in Figure 2.3. Bx@erimental setup consists

of a main magnet, RF coil, current source, ancettperimental phantom.
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Magnet

RF Coil
and
Phantor

Fiber
optic
cables

Current
Injection
Cables

Current
Source

Figure 2.3 The experimental setup in METU MRI Syste

The main magnet of this system is a resistive @ie enagnet with a bore diameter of
80 cm. The resistance of the magnet is approxim&@0 n2 and it is fed by a DC
current source operating at 272A to generate figlehgth of 0.15 T [27].

Designed RF coil shown in Figure 2.4 is a transaeiype of coil which can be used

as both a transmitter and receiver coil. The RFisdauned before the experiments.

The current source is based on the design of Og2gjkwith some improvements.
First of all, fiber optic transmitter and receiwarits are added to the design. By these
new units, the triggering pulse for current injeatiis transmitted from computer to
the current source via fiber optic cables. The psepof these units is to eliminate
noise on triggering pulse. Detailed information atbthe current source design can
be found in Dgirmenci [29].
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Figure 2.4 RF caoil.

METU-EE MRI System is controlled by a software marg which was developed
by Ozsiit [30]. In this software, desired pulse saqe can be designed as well as

amplitude and duration of the applied current camiodified.

The experimental procedure for a MRCDI experimenMETU-EE MRI System is

as follows:

The pulse sequence is designed in the software.
* Amplitude and duration of the applied current iguated.
» Electrodes are connected to the experimental phanto
» Current is applied and phase image is obtained.
» Current polarity is changed and phase image iSrudaa

* The above steps are repeated for different cumngdtion patterns.

After having phase images, magnetic flux density ba extracted as explained in
Section 2.4. The screenshot of the software useMETU-EE MRI System for

iImagingB; is shown in Figure 2.5.
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Figure 2.5 Screenshot of MRI software to im&ge

In order to imageBx and By, phantom orientation is changed depending on the
magnetic flux density component to be imaged. Sliglection, frequency encoding
and phase encoding gradients are adjusted acctydirgimageB,, slice selection,
frequency encoding and phase encoding gradientsirarg, y, z directions,
respectively. Similarly, slice selection, frequenegicoding and phase encoding

gradients are in 'y, z, x directions to imd&gje

It is stated in Section 2.4 thBf andBy should be measured ag + Azand z, - Az

planes to calculate the derivatives Bf and By with respect to z. Therefore, in
imagingBy andBy, slice position is adjusted thz above the center of imaging slice,
z,, and the phase image on that slice is obtainedn,Tlice position is adjusted to

Az below the center of imaging slig, and the phase image is obtained once again.

Finally, current density distribution is calculatagsing Equation (2.13). The
screenshots of the software used in METU-EE MRIt&ysfor imagingByx and By,

are shown in Figure 2.6 and Figure 2.7, respegtivel
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CHAPTER 3

MAGNETIC RESONANCE CURRENT DENSITY
IMAGING USING ONE COMPONENT OF MAGNETIC
FLUX DENSITY

3.1 Introduction

In this chapter, the inverse problem of Magnetisdt@nce Current Density Imaging
(MRCDI), which relates magnetic flux density to i@nt density, will be investigated
in detail. The theory and mathematical derivatibnhe proposed algorithm and the
iterative FT-MRCDI algorithm will be also given this chapter.

3.2 Analysis of 2D MRCDI Problem

In this section, 2D MRCDI inverse problem, whichates magnetic flux density to
current density, will be analyzed in detail. Firdte mathematical analysis of the
problem will be given. Then, the sensitivity of magic flux density to current

density as well as to the changes in conductivitybe investigated.
3.2.1 Mathematical Analysis

In MRCDI, the current density is calculated by meag) the magnetic flux density
induced by current flow. The relation between qusasiic current density and

magnetic flux density generated by this curremteBned by Maxwell’'s equations as

ool

[x
Ho

J=

(3.1)

where



J: current density
B : magnetic flux density

M, . permeability of free space
B can be calculated by using Biot-Savart law as

_ JdV)xF
B:Z‘—;j% (3.2)

r
where
r: distance between field and source points

I : vector from source to field point

dV: differential volume element

The equations (3.1) and (3.2) are defined for 3@bl@ms. In a 2D subjed®, where
currents flow in x-y planej has only two component3, andJ,, which generated

only in z directionB,. The z-component 0B, B,, is given as

ARG R EER)

B,(x V) = dx dy (3.3)
Mo 02+ (y- )2

in z=0 plane. The equation (3.3) is valid for tleses where the subject is infinitely
long along the longitudinal direction. Now, consi@ecircular slice of a conductor
region having a conductivity distributiosny radiusa and thicknessl as shown in
Figure 3.1. The circular geometry is chosen in ortie simplify analytical

derivations.

Let o be the conductivity distribution as

_{al, for 0O<r <b (3.4)

o,, for b<r<a
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The electrodes having widthand heighd are placed at the sides of the conductor

region at the angular positioisandd..

(oF} >
01

Figure 3.1 The geometry of the conductor regiorddeeanalytical derivations.

The current applied on the boundaries can be esgddsy an infinite summation of

circular harmonics as

i(#)=Y"C, coste )+ S, sin(® ) (3.5)
n=1
where
1 21T
C,== [ i(¢)costy Yig (3.6)
T 0
and
1%
Si=7 ] 1@)sintp)op (3.7)

Assume that a current,is applied from the electrodes as
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(@)= (3.8)

where f=d/a is the angle covered by an electrode. Then, theage® distribution
inside the conductor region can be expressed bjatejs equation. Note that, the
voltage distribution®(r,¢,z), is invariant in z direction. The solution of Lapés
equation can be represented by an infinite sunirafilar harmonics as

®, (r,p)ifO<r<b

CI)(r"’)):{cpz(r,;zs) ifb<r<a (3.9)

where

®,(r.4) =3 r"[A, cosg )+ B, siny )] (3.10)
n=1

and

ir”[Encos(n¢)+ F, sinfy )]
®,(r.4)=1"" (3.11)
+> 1 "G, cos(g )+ H, sinfy )]
n=1

Boundary conditions are given as

D, (b, @) =P, (b.¢) (3.12)

_ 00 (r, @) __ 0D,(r.¢)
0, o | P o | (3.13)
—UZW =z (@) (3.14)

The coefficient<C, andS, can be calculated by evaluating the integralsqona&ons
(3.6) and (3.7). Also, the coefficiends, B, E,, F,, G, Hn in Equations (3.10) and
(3.11) can be calculated by solving these equatweiiis boundary conditions in

21



Equations (3.12), (3.13) and (3.14). The coeffitsare found as:

G = sinp)™"3 - sinp 2 315
" nmdd a-2 o
s B
= - I 61+§ _ 92+—2
Sh nﬂdd{cos(nﬁ 131_;2; cos(p |)92_;2;l (3.16)
Ah = _2Cn b—2n (3 17)
e (oo o] |
_231 b—2n
B = 3.18
e r B
_ ~(0,+0,)C.b™"
B0 = (3.19)
n nan—1[(gl+02) H2" _(02_01) a—zn]a2
i )i (3.20
n nan—l[(gl +02) 2" _(02_01) a—zn]a2
_(02 _Ul) Cn
G = 3.21
e ey e O
_(02 _01) S
= 3.22
n nan—l[(0.1+0.2) b—2n _(0.2_0.1) a—zn}a_2 ( )

The details of the solution are given in appendix Adter finding the voltage

distribution inside the conductor region, the cnotrelensity distribution can be
evaluated. It is known that

J =-00d (3.23)
and
. 0 .10
O0=4 —+4= 3.24
% or % rog ( )



Hence, the current density distribution is foundai®ws

-3 o™ A, cos( )+ B, sinw ] if < r< b
n=1

J.(r.9)= —iaznr”‘l[En cos(y )+ F, sinfy ] (3.25)
n=1 .

fb<sr<a

+i02nr'”'1[Gn cos(y )+ H, sin(y }
n=1

‘ialmn_l[—% sin(ng)+ B, cos(y ] if O r< b
n=1

Js(r,9) = _iaznrn_l[_En sin()+ F, costy ) (3.26)
n=1 fb<sr<a

—iaznr'”'l[—Gn sin(ng)+ H,, cosf(y ]
n=1

Since the current density distribution is expresseadylindrical coordinates, the
Biot-Savart equation should also be written in rytical coordinates to obtain a
relation between magnetic flux density and curmensity distribution. As it was
mentioned, Equation (3.3) is valid for the cases rehihe conductor region is
infinitely long along the longitudinal direction.dwever, in this case, the conductor
region has a finite thicknesd, If it is assumed that the thickness of the cohmluc
region is too small compared to its radius, thedfign (3.3) becomes

B.(x v, Z)ZZ(,;{[JX(X. Y)(y; y)-(x-ZX) J,(sx )

[(x=X)*+(y-¥)*+ Z]?

dx dy (3.27)

Jy andJy in Equation (3.27) can be transformed into cylicarcoordinates by using

(X, ¥)=J(r,¢")cosp'= J, (I ¢’ )sip’
Jy (X, ¥)= J(r,¢")sing’+ J, (1 ¢") cogt’
X =TrCosg X=r cas
y=rsing y =r'" sig'

(3.28)

Then, Equation (3.27) becomes
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ﬂodj.[Jr(r’,¢')cos¢’—J¢ ¢ ¢')sing'|  sip—r' sig’ b

3
Ta [(rcosg—r' cop' §+ 1 sip—r' sig' I+z?2 7
B,(r,4,2)= (3.29)

_/,Jodj[Jr(f',¢')Sin¢'+J¢ ¢ #)co9] ( copr' cok )
T 3
2 [(rcosg-r'cogp’ j+ I sip—r' sig 3+z 272

Reorganizing the terms in Equation (3.29) gives

B,(r,4,2) = ,L‘zloijljJr(r',¢')rsin(¢—¢')+J¢ .2 -r C;JS¢—¢' Mg (3.30)

Q [r2+1'2=2rr"cos@p—¢' )+z 2 P

CalculatingB,, J. andJ, analytically makes it possible to obtain the sivigy of B,,

Jr, J, to the changes in conductivity and the radiuhefdoncentric inhomogeneity.
3.2.2 Sensitivity Plots forB,, Jx and Jy

In Section 3.2.1, the relation betweBn J, Jy ando is obtained analytically. Now,
the sensitivity ofB,, Jy, Jy to the changes in both conductivity and the radiuthe
concentric inhomogeneity will be analyzed. For fispose, the geometry used for

analytical derivations shown in Figure 3.1 is inmpénted in MATLAB.

In the previous subsection, the current appliedh@enboundaries was expressed by
an infinite summation of circular harmonics as iquBtion (3.5). However, infinite
summation is not possible in applications. Therefé&quation (3.5) is modified as a

finite summation:
N
j(#)=> .C,cos )+ S, sin(® ) (3.31)
n=1

Here, N is increased until the change in the applied oiyrg(¢), between

successivé values reduces below a predetermined value.

Another important parameter is the electrode smkits placement on the simulation
model. The electrodes are placed on the top anddttem as well as on the left and
right side of the conductor region. However, ontyibontal current injection pattern
is used in analytical solution because of the symme the geometry of the model.
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The electrode size is chosen one-tenth of the g¢einof the conductor region. The
model prepared in MATLAB is shown in Figure 3.2. this figure, o, is the
conductivity of the concentric inhomogeneity, is the conductivity of the
backgroundb is the radius of the concentric inhomogeneity amglthe radius of the

conductor region.

Electrode

a

Figure 3.2 The geometry of the conductor regiompared in MATLAB.

Sample analytical solution result obtained from grepared model is shown in
Figure 3.3. It is important to note that the magndlux density outside the
conductor region is zero in Figure 3.3d since tea autside the conductor region is
masked. The reason of masking is that the magrktic density outside the

conductor region can't be measured by using an 8¢Bhner in real applications.

To analyze the relation betweBp J, andJy, it is convenient to define the sensitivity

as
B. - Buniform Junifor
SBZ JX:‘ : unifi)rm ‘ : un:‘lr (3'32)
B, Jy= Jx rr‘
B. — Buniform Junifor
S@ Jy = ‘ ZBunifi)rm ﬂ‘] _yJ unirjor (3'33)
z y y Vw
Here, ||.|| is the Frobenius norm which is defiagd
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1A= > af (3:34)

i=1j=1

SB J, is the change dB, from B,""™™ for a change o8 from J "™, Similarly,

SB,J, is the change 0B, from B,"™™ for a change of}, from J,""™ Here,

J uniform uniform
X

andJ,

are the currents for uniform conductivity distriiom andB,"""™

Z

IS generated by using uniform currents.

20F

15+

10+

5t

[4]8

5t

Injected current (mA)

10+

-15+

-20

0 100 200 300 400

Degree of current injection angle
(@)
15 ~ x10”
11.5

110

' |° - os
¥ | N

(©)

(d)

Figure 3.3 Analytical solution results of the mott® 6;= 1 S/m,c,= 0.2 S/m, b= 3
cm, a= 9 cm and 20 mA current is applied from tleeteode on the left and sunk
from the electrode on the right, a) The amplitutiehe applied current, h), (A/m?)

image for vertical current injection, @) (A/m?) image for vertical current injection,
d) B, (T) image for vertical current injection.

Some new terms are defined in order to simplifyvtheables used in the plots. The
first term issigma_ratiowhich is the ratio of conductivity of the inhomaogsaty to
conductivity of the background. The other oneadius_ratiowhich is defined as the
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ratio of radius of the inhomogeneity to radius leé tonductor region. In this study,
the radius of the conductor regioa, is set to 9 cm and the conductivity of

backgroundgy, is setto 1 S/m.

Before starting the analysis 88J, andSBJy, it will be helpful to see the behavior

of [|J, — Juniferm B, — BU"™™M|| with respect tesigma_ratioand

uniform
-3

and ‘

radius_ratia These plots are given in Figure 3.4, Figure Bigure 3.6, Figure 3.7,
Figure 3.8 and Figure 3.9.

In Figure 3.4,|J, —J"™| increases as the conductivity of the inhomogeneity

diverges from the conductivity of the backgroundhisTsituation is expected since
more current flows through the inhomogeneity indimtive case and more current
flows around the inhomogeneity in insulating cadewever, its value decreases
after theradius_ratiois equal to 0.65. This is because of the fact thatradius of
the inhomogeneity becomes comparable to the raditiee conductor region and the
current density distribution in the inhomogeneitycbmes similar to the current
density distribution in uniform conductivity casehe same situations can be seen in
Figure 3.6 and Figure 3.8. Figure 3.8 also givelsialde information about the
distinguishability of the inhomogeneities placedtba background. If the precision
of the magnetic flux density measurements is ddfem, then it can be said that an

inhomogeneity placed on the center of the condueigion can be distinguished if

It can be concluded from Figure 3.8 that the digtishability of an inhomogeneity

__ puniform
Bz Bz

> (3.35)

depends on its radius and its conductivity.
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__quniform __ puniform
'Jx ‘Jx Bz Bz

The behaviors 017 with respect to

__quniform
o3

and ‘

g, — Ju"™ increases

radius_ratio show more complex structure. In Figure 3{

with the increasingadius_ratio all the time in the insulating case since the enitrr
path becomes more distinctive than the current pathniform conductivity. The
same behavior is seen in Figure 3.7 and Figure Bdvever, in Figure 3.9, a
B, — uniform

decrease id is observed as theadius_ratio reaches to 0.85. This is

because a significant part of the magnetic fluxsttgnis generated outside the
conductor region by the currents flowing on thermtaries of the conductor region
and B; outside the conductor region is masked becaustheofreason mentioned
B, - Bl;niform

before. Therefore decreases afteadius_ratio reaches to 0.85. For

the conductive case in Figure 3|3, — J""™| decreases after radius_ratio reaches

to 0.65. This is because of the fact that the madiuthe inhomogeneity becomes
comparable to the radius of the conductor regiahthe current density distribution

in the inhomogeneity becomes similar to the curdentsity distribution in uniform

Bl However,

conductivity. The same structure can be seen ”16{—

|

uniform
J y

y is always increasing amdius_ratio increases. This is because the

currents flowing on the boundaries of the conducémion begin to flow into the

inhomogeneity as theadius_ratioincreases and this current flow orthogonal to the

current injection pattern increas»ah/ - J?”‘form

SB J, and SB J, plots are given in Figure 3.10 and Figure 3.$B, J, and SB J,

are plotted with respect to thadius_ratia SB J, and SB J, plots with respect to

_ J)L(lniform and ‘ B, - B;niform show

the sigma_ratioare linear asﬁJX

|

__ quniform
‘Jy

y

similar behaviours against the change in condugtivi
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In Figure 3.10,SB, J, increases without any dependency on conductiotytie

radius_ratiovalues up to 0.45. The reason is tBathanges due to changesljyand
Jy. Therefore, the rate of changeBpis bigger until theadius_ratioreaches to 0.45.

As it was shown in Figure 3.EN,JX—\])L("“‘°°rm

begins to decrease with increasing

radius_ratio after a point for conductive inhomogeneity andréases further for

insulating inhomogeneity. HoweverHJy—,J;”“‘Orm

is always increasing with
increasingradius_ratia This effect can be clearly seen in the aboveréguFor
SB J,, the plots for variousigma_ratio begin to diverge from each other and

increases for conductive inhomogeneity and decsefasansulating inhomogeneity.

But, SB J, decreases for afligma_ratiovalues. The sharp decrease at the end of

both plots is possibly because of the masking,of

3.3 The Proposed Algorithm

In this section, a novel current density reconstoncalgorithm using only the z-

component ofB, B, is proposed. The Biot-Savart integral given ictda 3.2.1 is
the main part of this algorithm. Hence, discret@atof Biot-Savart integral, which

will be carried out in Section 3.3.1, is the stagtpoint.
3.3.1 Discretization of Biot-Savart Integral

In this section, a matrix relating current densihd magnetic flux density is derived
by using Biot-Savart law. Biot-Savart law in Equoati(3.2) can be written as

a4 3

dé:”—O'(d' "r] (3.35)
r

which is the magnetic flux density due to a currelementIdl’ . Primed variables
indicate the source points. Assume that for eaement, current is localized at the
center of corresponding element. Then, current eftroan be written in terms of

current density and the area of corresponding eléase
IdI" = A(J, 8.+ J,8,+ J,a) (3.36)
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Also, the vector between the source and the fieldtp, i, can be written as
r=(x=-x)a+(y-Na+(z 372 (3.37)
The orthogonal components of magnetic flux densaty be written as

_ HoA (z-2)3-(v 9 3

dB, =20 ) (3.38)
[(x=x)+(y- 9 (== 9]

4B, = ;j): (x=%)3,-(z- %) 3 : (3.39)
[(x=xV+(y- ) +(= 97

dez,UoA (y_y) Jx_(x_ X) 4 (3.40)

Evaluation of the above integrals gives the desiradgnetic flux density
distributions. Note that the effect of each currelement on itself is neglected to
overcome the singularity problem in evaluating iiegrals. For our problem, we
will deal with Equation (3.40) since current flowim a plane (in our case x-y plane)
creates a magnetic flux density only in the di@tthat is orthogonal to the plane (in
our case z-direction). Now, assume that 2D conduetgion,(, is divided intoN

finite element. Hencdy, can be written in matrix form as

[b,]=[c, -CXJFX} (3.41)

ly

whereb,, jx andjy, are Nx1 vectors an@y, C, are NxN matricesC, andC, matrices
only depend on the vector between source and fieiats, r . Hence, these matrices
are constant for a given subject geometry.

3.3.2 Difference Currents Concept
If the current is applied to the 2D conductor reg@, through the electrodes placed

on each side, the current density distributionlmaexpressed as
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O =0 inQ
d (3.42)

J _
%—Q(X, Y)

whereg(x,y)is the applied current and it satisfies

g(x,y)=01inQ

I g(x y)ds=0 (3.43)

0Q
If J(x,y)is assumed to be solenoidal, a differential equatelatingJ, andJ, can be
obtained. However, this assumption is not valid lmundaries since current is
applied to the region. Difference currents condspintroduced to overcome this

problem [25]. Difference currents are defined as

diff _ __ quniform
‘]x _‘]x Jx

diff i (3.44)
Jyl - Jy_ JL)J/I’II orm

uniform uniform

Here, Jx and Jy are the currents for uniform conductivity distriiom. In
order to obtain these currents, a simulation maoaleich has the same geometry with
the 2D conductor region, is prepared and its cotivticis chosen as uniform. Then,

finite element method is used to obtdif""™™ andJ,""™™. Note that the distribution

of J is independent from the chosen uniform condugtivétlue. The divergences of
total current density distribution and uniform @nt density distribution are the
same. Hence, the difference current density digioh is solenoidal and a relation

betweens," andJ," can be obtained as

aJSiff +aJ;iiff

=0 3.45
0x oy ( )

The derivatives in Equation (3.45) can be approxétheby using finite difference
methods. In this study, central difference metrsdsed as it yields a more accurate
approximation than forward and backward differemathods. The discretization of
Equation (3.45) shows that each elemerjtﬂﬁff vector can be expressed in terms of

the elements gf3™ vector. Hence, an NxN matrix relating the elemerits®" and

j,™" vectors is formed as
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[ g diff - A diff ]
In ay ap - - -ay||da
diff diff
Jy2 %1 - Jx2
=| ' ' (3.46)
diff a . - 1 diff
_JyN | Lo NN I

The elements of thi& matrix is either zero or one depending on whigmants of
jx™ vector are related with the elementsjgt" vector. Also, the elements &
matrix depend on the subject geometry and numbé&nibé elementsN. Equation

(3.41) can be written for difference currents as
bcziiff — Cyjciiﬁ _ijd;/ff (3_47)

Using Equation (3.46) and (3.47) together, thetimabetweenB,”" and " is

obtained as

by™ =(C, -C,A)S" (3.48)

X
by = C,fi" (3.49)

b,%™ is the difference magnetic flux density vector ethis calculated by subtracting

uniform

b,""™™ from the measured magnetic flux density vedberb, is generated by

using uniform currents which are obtained from 8imulation model.j,*" is

calculated by using Equation (3.49) and then smiutifj, 2" is trivial. At last,j, and
Jy are obtained by adding difference currents anébtmi currents. To summarize,

the proposed algorithm has the following steps:

Step-1 Determine the subject geometry and number odfefiaiementsly,
Step-2 CalculateCy, Cy andA matrices,

Step-3 CalculateC;,

diff

Step-4 Computg,™" using Equation (3.49), and then compyt&.

The flowchart of the proposed algorithm is showiriigure 3.12.

36



ObtainB, """
MeasureB,
(Simulation model)
LIV
v
Bzdiﬁ
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Calculatej,@™ and;j, ™

Figure 3.12 Flowchart of the proposed algorithm.

3.4 Iterative FT-MRCDI Algorithm

Ider (2006) proposed FT-MRCDI algorithm to recounstr current density
distribution using one component of magnetic flleasity [25]. In this algorithm,
Fourier Transform oB; is required to calculate Fourier TransformsJpfand Jy.
ThenJ, andJy are calculated using inverse FT. In order to reveell-defined FT of
B,, B, must approach to zero at the boundaries of thduwmar region. Since current
flows at the boundaries of the conductor regBndoesn’'t approach to zero at the
boundaries. Hencd, should be measured outside the conductor regiabtain a
well-defined FT. It is known that measuring magndtix density outside the subject
Is not possible in MRI scanner. This is one ofrregor drawbacks of this algorithm.
Ider et al proposed a novel algorithm named Iterative FT-MR@&Dovercome this
problem [31]. In the iterative FT-MRCDI algorithrB; outside the conductor region
is found iteratively andy andJ, are calculated afterwards.
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The mathematical derivation of FT-MRCDI starts witie Biot-Savart integral. The
Biot-Savart integral for the currents flowing in2® conductor region having a

thicknessd, is given as

B, (X y, =10

IJ CENN=CE DI gy @50

7o [(xexX)?+(y- )2t 22

The Fourier Transform d,(x,y,z)in z=0 plane is given as

8 (k)= 4481 2 3,1, )

Wherelé (k k ) (kx, ky) (kx, ky) are the 2D Fourier Transforms Bf(X,y),

X! Ny

j (3.51)

J(x,y) and J,(x,y), respectively. Herek, and k, are the components of spatial

frequency, k, which is defined as

k=K + K (3.52)

If the current is applied to the 2D conductor regi@, through the electrodes placed

on each side, the current density distributionlmamvritten as

O =0 inQ

N (3.53)
—=09(xY)

on

whereg(x,y)is the applied current satisfying

g(x,y)=01inQ
I g(x y)ds=0 (3.54)

0Q

The Fourier Transform of Equation (3.53) is given a
271k, 3 (K, ky ) + 277k, 3 ( ko k) = K, K) (3.55)

Solving Equations (3.51) and (3.55) together, aneabtain
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) 2k,

3, (ke ky):_k,tjzocyzl B,( ke k) - 277k2 q &, k) (3.56)
. ~

Jy(kxaky):lflioa Bz( X )_277k2 d K(r lS/) (357)

If the difference currents concept stated in Sec8@.2 is applied to this problem,
Equations (3.56) and (3.57) will become

2jk,

I (K, k,)=- Ko d g B (ke k) (3.58)
I (K, k) = lf:/:d B (K, k) (3.59)

Taking inverse FT ofi{" (k, k,) and 3¢ (k,, k) gives the, ™" and3,™". Then,J,

and Jy are obtained by adding difference currents andotmi currents. As it was

diff

mentioned beforeB, should be measured outside the conductor regiabtain a

well-defined FT. In the iterative FT-MRCDI algorith B2™ outside the conductor

region is calculated iteratively. The iterative MIRCDI has the following steps:

Step-1Let Q_0Q be aregion wherB, " can't be neglected,

Step-2 TakeB,"" as zero iM,\Q, and calculateB™ (K, k)

Step-3 Calculate o (kx, ky) and 3" (kx, ky) using Equations (3.58) and (3.59),

Step-4 Find 3™ andJ,"™ by taking inverse FT, multiply with a supportingnttion
that is one iM2 and zero IM,\Q2 so that currents are restricted inside the comduct

region,
Step-5 Calculate a nevd, ™,
Step-6 StoreB, ™ values inQ,\Q and change the values@with measured ones,

Step-7 Return to Step-3 until the change By between successive iterations

reduces below a predetermined error value.
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The flowchart of FT-MRCDI algorithm is shown in kg 3.13.
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Figure 3.13 Flowchart of FT-MRCDI algorithm.
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CHAPTER 4

SIMULATION AND EXPERIMENTAL MODELS

4.1 Introduction

In this chapter, simulation and experimental madelsich are prepared to evaluate
the performance of the algorithms given in Cha@tewill be explained. In the first
part, three simulation and three experimental nwdgill be presented. The
procedure followed in preparing experimental phamteill be given afterwards. In

the last part, error calculation in simulation @axgerimental models will be given.

4.2 Models

There are some important factors affecting the gmagpn of both simulation and
experimental models. First of all, the experimeaats performed in 0.15 T METU-
EE MRI System and the bore of this system is 80 ldence, sizes of RF coil and
experimental phantom are restricted by the diametethe bore. By taking this
limitation into account, a new RF coil and expenita phantom were designed as
big as possible. As a result, the experimental f@marwas constructed with size of
9x9x9 cnt and simulation phantoms were chosen the samepasierental phantom

for consistency.

The MRCDI algorithms given in the previous chapes 2D algorithms. However,
the constructed experimental phantom has a 3D gepmEhe 2D geometry is
obtained with additional Plexigl@svalls which force the applied current to flow in a
volume of 9x9x2 crh Electrodes are placed in the middle of each siu their

dimensions are 2x2 dmfor both experimental and simulation phantoms pkce
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simulation model 1. In simulation model 1, the #lede size is chosen as the length
of the phantom. For most cases, two current irgacpatterns are used. The first
current injection pattern is vertical current injen pattern where current is injected
from upside electrode and sunk from downside edéetr The other one is horizontal
current injection pattern where current is injechenm the electrode on the left and
sunk from the electrode on the right. 20 mA curienhjected to the phantom in all

experiments.

Another important factor is the pixel size. Theotason of METU-EE MRI System
limits the pixel size. Since the resolution of thgstem is 2 mm, experimental
phantoms are discretized into 44x44 pixels. In ptdeminimize the contribution of
numerical error to the overall reconstruction eradrthe algorithms, simulation
phantoms are discretized into 100x100 pixels. Hersmonstruction performances of

the algorithms can be evaluated more accurately.
4.2.1 Simulation Models
4.2.1.1 Simulation Model 1

The first simulation model is shown in Figure 4.1.

Lpha_ntom: 9C1'Il

Lelectrode: 9cm

Figure 4.1 The geometry of Simulation Model 1.
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This model has a simple geometry with one circalgect. The circular object has a
conductivity of 1 S/m. It is placed on a backgrowvith a conductivity of 0.2 S/m. In

this model, the conductivity transition between treckground and the object is
smoothened. The distinctive property of this sitiatamodel is that large electrodes
are used in this phantom. Therefore, the effectlettrode size in reconstruction

performance can be investigated.
4.2.1.2 Simulation Model 2

The second simulation model is shown in Figure ZRis model contains two
objects: a circular object having a conductivity?2db/m and a square object prepared
as a pure insulator. They are placed on a backdrauth a conductivity of 0.2 S/m.
The conductivity transition between the backgrouandd the object is also
smoothened. This model has a more complex geontlettry the first simulation
model. It is designed to see the current pathghimicases where both conductive and

insulating objects exist.

—>
Lelectroa= 2CIT

= +—>
Rcwcle— 3ci
Lsquar= 3CIY

L phanton= 9cIT

A
\ 4

Figure 4.2 The geometry of Simulation Model 2.
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4.2.1.3 Simulation Model 3

This model has a square object placed at the cehtee phantom as seen in Figure
4.3. The square object has a conductivity of 2 &md the background has a
conductivity of 0.2 S/m. The insulating walls ataqed at the top and bottom side of
the square object so that in vertical current impecpattern, the current density will
be distributed as if the object is a pure insulakor horizontal current injection
pattern, the insulating slices won't affect the reat density distribution
significantly. Note that the conductivity transitidoetween the background and the

object cannot be smoothened in this model becdube insulating walls.

A
\ 4

L phantor™ 9cm

Insulating walls
g |

+—>
Lsquars 3CM

Lelectrode 2CM
+—>

Figure 4.3 The geometry of Simulation Model 3.

4.2.2 Experimental Models

All the experimental models are prepared by usiveyéxperimental phantom. The
experimental phantom has important features. eifsll, recessed electrodes are
used to eliminate the effect of high current dgnsear the electrodes. Also, a table
mechanism is designed in addition to the phantonmige exactly the same slice
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when the phantom is rotated. Two oblique CAD viekshe phantom and the table

mechanism are shown in Figure 4.4.

Figure 4.4 Two oblique views of CAD simulationsexfperimental phantom.

The constructed experimental phantom is showngnréi4.5.

Figure 4.5 The experimental phantom.

In experimental models, the phantom elements amttgbaund are prepared by
using solidifying materials, Agar-Agar, TX-150, T261. Also, NaCl is used to
adjust conductivity values of elements and CuSQ#be to fix T1 relaxation time.

4.2.2.1 Experimental Model 1

Experimental model 1 is the physical realizatiorthaf simulation model 2. As it was
stated before, the model contains two objectsraular object having a conductivity

of 2 S/m and a square object prepared as a puntaios and they are placed on a
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background with a conductivity of 0.2 S/m. Compiositof materials used to prepare

the phantom elements are given in Table 4.1.

Table 4.1 Composition of phantom elements.

Square object | Circular object Background
(~0 S/m) (2 S/m) (0.2 S/m)
Distilled Water 100 mi 100 mi 100 mi
Agar-Agar 1g 1lg -
TX-150 - - 0.2g
TX-151 19 19 29
NacCl - 1.75¢ -
CusSQ 01g 01g 0.1g

Preparation procedure for circular object is abfos:

« Add NaCl to the distilled water and stir the sabati

e Add TX-151 and Agar-Agar and heat up the solutiotil it boils,

* Pour the solution to the circle mold.

The preparation procedure for square object isstmee as the circle object but no
NaCl is added to the solution. Also, stretch fisnarapped around the square object
to adjust the conductivity of square element t&5H®. The preparation procedure for

background is as follows:

¢ Add TX-150 and TX-151 to the distilled water,
* Stir the solution for ten minutes,

* Fill up the phantom with the prepared solution raftecing the objects.

The phantom with all elements and MR magnitude enaigthe phantom are shown

in Figure 4.6.
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(b)
Figure 4.6 a) Top view of the phantom, b) MR magphét image of the phantom.

4.2.2.2 Experimental Model 2

Experimental model 2 is the physical realizatiorthef simulation model 3. As it was
mentioned before, the model has a square objectglat the center of the phantom.
The square object has a conductivity of 2 S/m aedoackground has a conductivity
of 0.2 S/m. The Plexigl&swalls are placed at the top and bottom side ofthere
object so that in vertical current injection pattethe current density will be
distributed as if the object is a pure insulatdre Bquare object is prepared by using
100 ml distilled water, 1 g Agar-Agar, 1 g TX-151L75 g NaCl, 0.1 g CuSOThe
preparation procedure for circle object in expentak model 1 is followed while
preparing the square object. The background inraxpatal model 1 is also used in
this model. The phantom and its MR magnitude inergeshown in Figure 4.7.
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(b)
Figure 4.7 a) Experimental phantom, b) MR magnitinsege of the phantom.

4.2.2.3 Experimental Model 3

In this model, 7 Plexigl&sslices are placed so that successive slices peeated by

8 mm distances. The dimensions of the Plexfyiises are 5.4x2x0.1 ciniThe first,
third, fifth and seventh slices have 4 holes omthehereas the others have 3 holes.
The diameter of the holes is 5 mm. The phantonilledifwith a solution having a
conductivity of 2 S/m. 0.1 g CuS@nd 0.145 g NaCl are used while preparing the
solution. The geometry of experimental model 8hewn in Figure 4.8.

-0.0% o 0.0

(a) (b)

Figure 4.8 The geometry of Experimental Model raps sectional view, b) 3D
view.
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The aim of this model is to create an object tbhatds the current to flow between
holes in vertical current injection pattern and g®aathe different current paths
occurred due to these holes. On the other handnshiating slices won't restrict the

current density distribution significantly in hooiatal current injection pattern.

Hence, these insulating slices create local amigtreegions around the holes such
that current flow in vertical direction is allowedhereas current flow in horizontal

direction is not allowed. The phantom and its MRgniaude image are shown

Figure 4.9.

(b)
Figure 4.9 a) Top view of the phantom, b) MR magphét image of the phantom.

4.3 Noise Model for Computer Simulations

A noise model is prepared in order to evaluatepgrdormance of the algorithms on
noisy data. In this study, random Gaussian noiseéeing used for noise simulations
[32]. This noise model only depends on signal-ts@aatio (SNR) of imaging
system where magnetic flux density is measurethimthesis, SNR 30 and SNR 13
levels are used in simulations since SNR 30 coomdp to a MRI system with 2T
magnet and SNR value of 0.15 T METU-EE MRI systerarbund 13 [33].

The procedure of noisy data generation is as faloWwirst current density
distribution is obtained by using Finite Elementthved (FEM). Then, magnetic flux
density is calculated by Biot-Savart law. Randomu$3&gan noise is added to
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magnetic flux density based on the SNR level of MRIstem. Finally, noisy
magnetic flux density is used in the MRCDI recomstion algorithms. It is
important to note that same Gaussian noise is addedll simulations for

consistency.

4.4 Error Calculation for Simulation Models

Error calculation is carried out to evaluate thefgenances of the algorithms
quantitatively. The error of reconstructed currdensity distribution is calculated

using the following formula

8- :”‘]I' _JC ” (41)

o

Here,J; andJ; represent the real and calculated values of cudensity distribution

respectively.

4.5 Error Calculation for Experimental Models

The error calculation for experimental models i$ stoaightforward. It is known that
the object to be imaged should be rotated insideMRI scanner to measure all three

components o8. The phantom rotation causes artifacts in thensitoctedJ due
to variations in the internal geometry during rimat Hence,J obtained by using

three components d deviates from the true current density. Therefquantitative
evaluation of the reconstruction performance of t®posed algorithms on

measured data, relative to the performance of lg@ithms using all component of

B, is not possible. However, the reconstructdd can be verified by using
divergence theorem and performance of the propakgatithm can be evaluated in
terms of error in the reconstructed MREIT condutés, utilizing J-based MREIT
algorithms on the reconstructed current densityridigtions.

4.5.1 Verification Using Divergence Theorem

From the divergence theorem, it is known that titegral of J in each slice which
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is selected orthogonal to the current injectiortgrat should be the same and equal
to the externally applied current. Hence, standkndation of the integrals of in

the orthogonal slices should be zero. The standavihtions of the integrals of
for the algorithms give valuable information abdl reconstruction performances

of the algorithms.
4.5.2 Evaluation in terms of Error in the Reconstricted MREIT Conductivities

The performances of the MRCDI reconstruction altpons are evaluated in terms of
error in the reconstructed MREIT conductivitieslizing J-substitution algorithm. J-
substitution algorithm is chosen as it yields higlggality conductivity images
compared to other reconstruction algorithms [18)e T-substitution algorithm is
proposed by Kwormt al[17]. The algorithm is an iterative algorithm whiases only
the magnitude of current density inside the fiefdview. The algorithm tries to
minimize a cost function which is defined as thi#edence between calculated and

measured current density distributions.

Error for the reconstructed conductivity imagesaaleulated as

-0,

2
£, = \/ii—(a" %) 100 (4.2)

NZ o

Ir

whereN, o, andoic are number of pixels, real and calculated condiigtvalues,

respectively.
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CHAPTER 5

RESULTS AND COMPARISON

5.1 Introduction

In this chapter, reconstruction performances of pneposed algorithm and the
iterative FT-MRCDI algorithm will be tested on bosimulated and experimental
data. In the first part, the reconstructed curdanrtsity images will be presented with
reconstruction errors for simulated data. In theosd part, experimental results will
be presented and conductivity images will be oletifnom the reconstructed current
density distributions, utilizing J-substitution atghm. Then, reconstruction

performance of the algorithms on experimental dathbe evaluated in terms of

error in the reconstructed conductivity images.

5.2 Simulation Results

5.2.1 Results for Simulation Model 1

The results obtained from simulation model 1 amsented in this subsection. The
geometry and conductivity distribution of simulatimodel 1 was shown in Figure
4.1. As it was mentioned before, two noise levBNR 30 and SNR 13, were used in
simulations. The procedure of generating noisel$ezed using them in simulations
was discussed in Section 4.3.

In Figure 5.1, results, which are obtained by ugshng proposed algorithm and the
iterative FT-MRCDI algorithm for noise-free casere ashown. Furthermore,
reconstructed current density distributions forseocievels of SNR 30 and SNR 13

are shown in Figure 5.2 and Figure 5.3, respegtivel
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x 10"

(@)

(b) ()
(d) (e)
(f) (9)

Figure 5.1 Results for noise-free case (horizor#@l mA current injection)
a) B; (T), b) Original JX (A/m?) distribution, c) OriginalJy, (A/m?) distribution,
d) Reconstructed, (A/m?) using the proposed algorlthm e) Reconstrudjegd/m 2
using the proposed algorithm, f) Reconstrucl;e(Nm %) using lterative FT-MRCDI
algorithm, g) Reconstructell (A/m %) using Iterative FT-MRCDI algorithm.

N
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x 10"

(@)
(f)

Figure 5.2 Results for SNR 30 case (horizontal 20rérent injection)
a) B, (T), b) Orlglnal J« (A/m?) distribution, c) Originaldy (A/m?) distribution d)
Reconstructed, (A/m?) using the proposed algorlthm e) Reconstrudge(ﬁ/m)

using the proposed algorithm, f) Reconstrucl;e(Nm %) using lterative FT-MRCDI
algorithm, g) Reconstructell (A/m %) using Iterative FT-MRCDI algorithm.

©

()
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) (9)

Figure 5.3 Results for SNR 13 case (horizon28l mA current injection)
a) B, (T), b) OrlglnaIJX (A/m?) distribution, c) Originaldy (A/m?) distribution, d)
Reconstructed, (A/m?) using the proposed algorlthm e) Reconstrudge(ﬁ/m)

using the proposed algorithm, f) Reconstrucl;e(Nm %) using lterative FT-MRCDI
algorithm, g) Reconstructell (A/m %) using Iterative FT-MRCDI algorithm.
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Although the reconstructed current density image® @ perceptual idea on the
reconstruction performance of both algorithms, dtetive evaluation of the
reconstruction performances of the algorithms &@ted in Table 5.1. The error
calculation in reconstructed current density igiedrout by using the error definition

stated in Section 4.4 throughout this study.

When reconstruction performances of the algorithnescompared by evaluating the
reconstructed current density images perceptudllis seen that both algorithms
have good reconstruction performances for noise-rase. For noisy cases, the
effect of filtering is obvious in the iterative RMTIRCDI algorithm. Because of this
filtering effect, it can be said that the performoanof the iterative FT-MRCDI
algorithm is not influenced much by the noise.He proposed algorithm, the effect
of noise is more apparent. However, quality of theonstructed current density
images is good.

Table 5.1 Errors in the reconstructed current dgsr simulation model 1.

Horizontal Current Injection Vertical Current Injem
Jx Jy J X Jy J
The Proposed Algorithm
Noise-free| 0.27% 2.44% 0.30% 2.44% 0.27% 0.30%
SNR 30 1.35% 9.57% 1.35% 10.14% 1.38% 1.36%
SNR 13 | 3.09% 21.47% 3.06% 23.00% 3.33% 3.27%
Iterative FT-MRCDI Algorithm
Noise-free| 7.41% 32.67% 7.45% 32.67% 7.41% 7.45%
SNR 30 | 7.44% 32.92% 7.48% 32.909 7.43% 7.48%
SNR 13 7.53% 34.18% 7.57% 34.05% 7.52% 7.56%

[=)

Quantitative evaluation of the reconstruction perfances of the algorithms shows
that the proposed algorithm reconstructs with Eser. It can be seen from Table
5.1 that the reconstruction performances of therdlgns for the component of
current density orthogonal to the current injectoattern is poorer. This is expected

since the component of current density in the ¢timacf injected current is stronger.

56



When the algorithms are compared according to #wonstruction time, the
proposed algorithm has a shorter reconstructioe.tifinis is an expected fact since
the matrices used in the proposed algorithm areulzied once and stored for a
subject with a specific geometry. However, theaitiwe FT-MRCDI algorithm
calculates the difference magnetic flux densityaiteely, which causes longer
reconstruction time.

5.2.2 Results for Simulation Model 2

The results obtained from simulation model 2 amsented in this subsection. The
geometry and conductivity distribution of simulationodel 2 was shown in Figure

4.2. Two noise levels, SNR 30 and SNR 13, were @wsadl in these simulations.

Z-component of magnetic flux densit®;, obtained from horizontal and vertical

current injection patterns are shown in Figure 5.4.

Reconstructedl, and J, for different noise levels for horizontal curreinjection
pattern are shown in Figure 5.5 and Figure 5.6peesvely. For vertical current
injection pattern, reconstructeli and J, for different noise levels are shown in
Figure 5.7 and Figure 5.8, respectively. Note ttied, direction of positive y-axis is
taken as negative idy for vertical current injection to make the imagesmsistent

with J images for horizontal current injection pattern.

x 10° x 10°

, 2
4 4
6 L e 6
() (b)

Figure 5.4 z-component of magnetic flux dendy(T) a) For horizontal current
injection pattern, b) For vertical current injectipattern.
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() (9)

Figure 5.5 Reconstructed for different noise levels (horizontal 20 mA curtre
injection) a) Originald, (A/m?) distribution, b) Reconstructed} (A/m?) using the
proposed algorithm for noise-free case, c) Recoatd J, (A/m?) using Iterative
FT-MRCDI algorithm for noise-free case, d) Recomsted J, (A/m?) using the
proposed algorithm for SNR30 case, e) Reconstruktéd/m?) using Iterative FT-
MRCDI algorithm for SNR 30 case, f) ReconstrucfedA/m?) using the proposed
algorithm for SNR13 case, g) ReconstrucledA/m?) using lterative FT-MRCDI
algorithm for SNR 13 case.
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Figure 5.6 Reconstructed, for different noise levels (horizontal 20mA curren
injection) a) Originaldy (A/m?) distribution, b) Reconstructed) (A/m) using the
proposed algorithm for noise-free case, c) Recootd J, (A/m?) usmg Iterative
FT-MRCDI algorithm for noise-free case, d) Reccxm:sldey (A/m?) using the
proposed algorithm for SNR30 case, €) Reconstrul;te.el/m) using lterative FT-
MRCDI algorithm for SNR 30 case, f) Reconstrucﬂgo[A/m %) using the proposed
algorithm for SNR13 case, g) ReconstrucledA/m?®) using Iterative FT-MRCDI
algorithm for SNR 13 case.
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Figure 5.7 Reconstructed, for different noise levels (vertical 20 mA current
injection) a) Originald, (A/m?) distribution, b) Reconstructed) gA/mz) using the
proposed algorithm for noise-free case, ¢) Recoatd J, (A/m°) using lterative
FT-MRCDI algorithm for noise-free case, d) Recomsted J, (A/m?) using the
proposed algorithm for SNR30 case, e) Reconstrukt¢éd/m?) using Iterative FT-
MRCDI algorithm for SNR 30 case, f) ReconstruciedA/m?) using the proposed
algorithm for SNR13 case, g) ReconstrucledA/m?) using lterative FT-MRCDI
algorithm for SNR 13 case.
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(f) (9)

Figure 5.8 Reconstructed for different noise levels (20 mA current is irtied
vertlcally and note that direction of positive y&us taken as negative) a) Origidal
(A/m?) distribution, b) Reconstructeﬂj, (A/m?) using the proposed algorithm for
noise-free case, c) ReconstrucigdA/m ) using Iterative FT-MRCDI algorithm for
noise-free case, d) Reconstrucﬂ;cﬂA/m ) using the proposed algorithm for SNR30
case, e) Reconstructdg (A/m) using Iterative FT-MRCDI algorithm for SNR 30
case, f) Reconstructel;i (A/m?) using the proposed algorithm for SNR13 case, g)
Reconstructedy (A/m %) using lterative FT-MRCDI algorithm for SNR 13 eas
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When the reconstruction performances of algorithmescompared by evaluating the
reconstructed current density images perceptudllys seen that the proposed
algorithm is better in reconstructing current dgnfr this model. As it can be seen
from the above figures, some reconstruction atsfaiccur at the corners of the
square object in the reconstructed current densstyg the iterative FT-MRCDI

algorithm. This is due to the assumption of soldabcurrent flow. In reality, it is

known that divergence of difference currents am®.zelowever, in simulations, the
divergence of difference current density is notoilyazero in the regions where the
conductivity does not change smoothly because efdibcretization error. For this
reason, undesired reconstruction artifacts mayni@duced in the reconstructed

image. These artifacts can be reduced by incredalsengumber of finite elements.

The quantitative evaluation of the reconstructienfgrmances of the algorithms are
listed in Table 5.2.

Table 5.2 Errors in the reconstructed current dgsr simulation model 2.

Horizontal Current Injection Vertical Current Injem
Jy Jy J NY Jy J
The Proposed Algorithm
Noise-free| 0.34% 1.34% 0.69% 1.25% 0.89% 0.86%
SNR 30 1.11% 2.14% 1.18% 2.49% 1.49% 1.40%
SNR 13 | 2.48% 3.80% 2.19% 4.98% 2.85% 2.60%
Iterative FT-MRCDI Algorithm
Noise-free| 15.15% | 19.92%| 13.49%  18.379 12.74%  12.41%
SNR 30 | 15.16% | 19.93%| 13.49% 18.39% 12.75p6 12.42%
SNR 13 | 15.18% | 20.00%| 13.52% 18.47% 12.80P6 12.47%

(=)

Quantitative evaluation of the reconstruction perfances of the algorithms shows
that the proposed algorithm reconstructs with kEser. It can be seen from Table
5.2 that the reconstruction performances of therdlgns for the component of

current density orthogonal to the current injeciattern is poorer.
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5.2.3 Results for Simulation Model 3

The results obtained from simulation model 3 amsented in this subsection. The
geometry and conductivity distribution of simulatimodel 3 was shown in Figure
4.3. Two noise levels, SNR 30 and SNR 13, were adgal in these simulations.

Z-component of magnetic flux densitR,, obtained from horizontal and vertical

current injection patterns are shown in Figure 5.9.

X 107 x 107
15 8
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(a) (b)

Figure 5.9 z-component of magnetic flux dendy(T) a) For horizontal current
injection pattern, b) For vertical current injectipattern.

Reconstructedl, and Jy, for different noise levels for horizontal currenfection

pattern are shown in Figure 5.10 and Figure 5.&4pectively. For vertical current
injection pattern, reconstructelf and J, for different noise levels are shown in
Figure 5.12 and Figure 5.13, respectively. Noté, ttie direction of positive y-axis

is taken as negative iy for vertical current injection to make the imagessistent
with J images for horizontal current injection pattern.
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Figure 5.10 Reconstructelj for different noise levels (horizontal 20 mA curre
injection) a) Originald, (A/m?) distribution, b) Reconstructed} (A/m?) using the
proposed algorithm for noise-free case, c) Recoatd J, (A/m?) using Iterative
FT-MRCDI algorithm for noise-free case, d) Recomsted J, (A/m?) using the
proposed algorithm for SNR30 case, e) Reconstruktéd/m?) using Iterative FT-
MRCDI algorithm for SNR 30 case, f) ReconstruciedA/m?) using the proposed
algorithm for SNR13 case, g) ReconstrucledA/m?) using lterative FT-MRCDI
algorithm for SNR 13 case.
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Figure 5.11 Reconstructelj for different noise levels (horizontal 20 mA cuite
injection) a) Originald, (A/m?) distribution, b) Reconstructed) gA/m) using the
proposed algorithm for noise-free case, c) RecootsdJ, (A/m°) usmg Iterative
FT-MRCDI algorithm for noise-free case, d) Reconsted Jy (A/m?) using the
proposed algorithm for SNR30 case, €) Reconstrul;té.ellm) using lterative FT-
MRCDI algorithm for SNR 30 case, f) Reconstrucﬂec(A/m %) using the proposed
algorithm for SNR13 case, Q) ReconstrucﬂadA/m) using Iterative FT-MRCDI
algorithm for SNR 13 case.

65



()
60 60
40 40
20 20
0 0
20 20
-40 0
-60
(b)

(©)
(d)
(f)

-60

(e)

@
Figure 5.12 Reconstructed} for different noise levels (vertical 20 mA current
injection) a) Originald, (A/m?) distribution, b) Reconstructed} gA/mz) using the
proposed algorithm for noise-free case, c) Recoatd J, (A/m°) using lterative
FT-MRCDI algorithm for noise-free case, d) Recomsted J, (A/m?) using the
proposed algorithm for SNR30 case, e) Reconstrukt¢éd/m?) using Iterative FT-

MRCDI algorithm for SNR 30 case, f) ReconstruciedA/m?) using the proposed

algorithm for SNR13 case, g) ReconstrucledA/m?) using lterative FT-MRCDI
algorithm for SNR 13 case.
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Figure 5.13 Reconstructelj for different noise levels (20 mA current is irtied
vertlcally and note that direction of positive yrems taken as negative) a) Origidal
(A/m?) distribution, b) Reconstructeﬂj, (A/m?) using the proposed algorithm for
noise-free case, c) ReconstrucigdA/m ) using Iterative FT-MRCDI algorithm for
noise-free case, d) ReconstrucﬂgcﬂA/m ) using the proposed algorithm for SNR30
case, e) Reconstructdg (A/m) using Iterative FT-MRCDI algorithm for SNR 30
case, f) Reconstructel;i (A/m?) using the proposed algorithm for SNR13 case, g)
Reconstructedy (A/m %) using lterative FT-MRCDI algorithm for SNR 13 eas
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When the reconstruction performances of algorithmescompared by evaluating the
reconstructed current density images perceptudllis seen that both algorithms
show similar reconstruction performances for thisdel. In Figure 5.13, there are
reconstruction artifacts in the images reconstaibig using the proposed algorithm.
In other figures, these artifacts are relativelyaBmin the iterative FT-MRCDI

algorithm, the reconstructed images have loweruéisas due to the low pass filter.

This filtering effect is more significant on thegss.

The quantitative evaluation of the reconstructienfgrmances of the algorithms are
listed in Table 5.3.

Table 5.3 Errors in the reconstructed current dgsr simulation model 3.

Horizontal Current Injection Vertical Current Injem
Jy Jy J NY Jy J
The Proposed Algorithm
Noise-free| 4.41% 5.11% 3.96% 21.03% 8.76% 11.68%
SNR 30 | 4.54% 5.65% 4.08% 21.10% 8.83% 11.71%
SNR 13 | 5.07% 7.69% 4.60% 21.37% 9.22% 11.92%
Iterative FT-MRCDI Algorithm
Noise-free| 10.97% | 15.05%| 10.18% 37.43% 19.960 22.71%
SNR 30 | 10.99% | 15.10%| 10.20% 37.44% 19.97p6 22.72%
SNR 13 | 11.04% | 15.24%| 10.25% 37.45% 19.99%6 22.71%

Quantitative evaluation of the reconstruction perfances of the algorithms shows

that the proposed algorithm reconstructs with ésar for this simulation model.

5.3 Experimental Results

5.3.1 Results for Experimental Model 1

The results obtained from experimental model 1paesented in this subsection. The

experimental model 1 and its MR magnitude imageewgven in Figure 4.6. The
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experimental procedure mentioned in Section 2f6liswed during this experiment.
The z component of magnetic flux density for homiad and vertical current

injection patterns are shown in Figure 5.14.

x 107 x 107

1

= .I-llq-rl 0.5

() (b)

Figure 5.14 Magnetic flux density in z directid},(T), a) For horizontal current
injection pattern, b) For vertical current injectipattern.

In the experiments, other components of the magifietk density,B, andBy, were
also measured and the classical MRCDI algorithmgusiree components @& is
used to calculate as well. Therefore, the algorithms using three ponents ofB

and one component & can be compared.

The results of experimental model 1 for horizordald vertical current injection
patterns are shown in Figure 5.15 and Figure 5té$pectively. Note that, the
direction of positive y-axis is taken as negatiwel,i for vertical current injection to

make the images consistent witiimages for horizontal current injection pattern.
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Figure 5.15 Results for horizontal current injextipattern, a) Reconstructel
(A/m?) using three components d8, b) Reconstructed, (A/m?) using three

components ofB, c) Reconstructed, (A/m?) using the proposed algorithm, d)
Reconstructed, (A/m?) using the proposed algorithm, e) Reconstrudeh/m?)
using Iterative FT-MRCDI algorithm, f) Reconstrutts (A/m?) using lterative FT-
MRCDI algorithm.
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Figure 5.16 Results for vertical current injectipattern, (note that direction of
positive y-axis is taken as negative) a) Reconsttudy, (A/m2) using three

components ofB, b) Reconstructed, (A/m2) using three components &, c)
Reconstructed, (A/m2) using the proposed algorithm, d) Recons&aid, (A/m2)
using the proposed algorithm, e) Reconstrudidd/mz2) using Iterative FT-MRCDI
algorithm, f) Reconstructed} (A/m2) using Iterative FT-MRCDI algorithm.
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The results of experimental model 1 are evaluatetiree different aspects. First of
all, the reconstructed images are evaluated peralyt From Figure 5.15 and

Figure 5.16, it can be seen that the classical MR@Igorithm using three

components o8 reconstructsl, andJ, with higher resolution. One of the reasons
behind this situation is that low pass filter igpkgd in the proposed algorithm and in
the iterative FT-MRCDI algorithm. This low passtdiling effect reduces the

resolution.

The reconstruction performance of the proposedritfgo seems a little bit better
than the iterative FT-MRCDI algorithms. Both algbms reconstruct), for
horizontal current injection pattern adgfor vertical current injection pattern well.
However, the performances of these algorithms gonstructingJy for vertical

current injection pattern ankj for horizontal current injection pattern are poor.

Secondly, the reconstructed images are verifiedidigg divergence theorem. The
details of this verification method were mentionied Section 4.5.1. Calculated

standard deviations are listed in Table 5.4. Is thble,s; is the standard deviation

of the classical MRCDI algorithm which uses threemponents ofB, o, is the
standard deviation of the proposed algorithm &t the standard deviation of the
iterative FT-MRCDI algorithm.

Table 5.4 Calculated standard deviations for expental model 1.

Jy J
(horizontal current injection (vertical current injection)
o1 11x10* 810"
G2 8.7%10" 5.0410"
o3 3.210* 1.9410*

As seen in Table 5.4, the iterative FT-MRCDI algun reconstructs the current

density distribution with the smallest standard idgen. It can be said that the
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iterative FT-MRCDI algorithm reconstructs the masinsistent current density

images since the deviations of the integralsT ah each row is small.

Finally, the reconstructed images are evaluatddrms of the reconstructed MREIT
conductivities. Hence, J-substitution algorithmused to reconstruct conductivity
distribution from the reconstructedl. The reconstructed conductivities are shown in

Figure 5.17. Note that the J-substitution algoriieratopped after 5 iterations.

—5 —5

(c) (d)

Figure 5.17 Reconstructed conductivity images Wiubstitution algorithm after 5

iterations, a) Original distribution, b) Reconsted conductivity image using
obtained from the classical MRCDI algorithm, c) Bestructed conductivity image

using J obtained from the proposed algorithm, d) Recowrstaiconductivity image
using J obtained from the iterative FT-MRCDI algorithm.

Evaluating the performances of the current densgonstruction algorithms in
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terms of error in the reconstructed conductivityages, is not possible due to the
reconstruction artifacts at the corners of thedfied view (FOV). The reconstructed
conductivity values of these corners are dominatiegconductivity of the remaining
regions. Therefore, the reconstructed conductivibages are only evaluated

perceptually. The J-substitution algorithm seemeetmnstruct the best conductivity

image by usingd obtained from the proposed algorithm. The circolagject can be
clearly distinguished and it is reconstructed i&3% error. The circular object can
be distinguished in Figure 5.17b and Figure 5.13dwall. In Figure 5.17b, it is
reconstructed with 43.5% error and in Figure 5.1% ¢ reconstructed with 65.6%

error.
5.3.2 Results for Experimental Model 2

The results obtained from experimental model Zpaesented in this subsection. The
experimental model 2 and its MR magnitude imageevggven in Figure 4.7. The z
component of magnetic flux density for horizontaldavertical current injection

patterns are shown in Figure 5.18.

x 10"

(a) (b)

Figure 5.18 Magnetic flux density in z directidd,(T), a) For horizontal current
injection pattern, b) For vertical current injectipattern.

The results of experimental model 2 for horizordald vertical current injection
patterns are shown in Figure 5.19 and Figure 5t@8pectively. Note that, the
direction of positive y-axis is taken as negatiwel,i for vertical current injection to

make the images consistent witiimages for horizontal current injection pattern.
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Figure 5.19 Results for horizontal current injestipattern, a) Reconstructel
(A/m? using three components d8, b) Reconstructed, (A/m? using three

components ofB, c) Reconstructed, (A/m?) using the proposed algorithm, d)
Reconstructed (A/m?) using the proposed algorithm, e) Reconstrudieth/m?)
using Iterative FT-MRCDI algorithm, f) Reconstrutts (A/m? using lterative FT-
MRCDI algorithm.
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Figure 5.20 Results for vertical current injectipattern, (note that direction of
positive y-axis is taken as negative) a) RecongrlJ, (A/m? using three

components ofB, b) Reconstructecly (A/m?) using three components @&, c)
Reconstructed, (A/m?) using the proposed algorlthm d) Reconstruq;edA/m)
using the proposed algorithm, e) Reconstrudigd/m?) using Iterative FT-MRCDI
algorithm, f) Reconstructed} (A/m?) using lterative FT-MRCDI algorithm.
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When reconstruction performances of the algorithnescompared by evaluating the
reconstructed current density images perceptudlys seen that the classical
MRCDI algorithm has the best performance. The aurpaths can be seen in detail
in the reconstructed current density image obtaiogdising this algorithm. The
reconstruction performances of the proposed algoriand the iterative FT-MRCDI

algorithm are similar.

The reconstructed images are also verified by udimgrgence theorem. Calculated
standard deviations are listed in Table 5.5. Is thble,o; is the standard deviation

of the classical MRCDI algorithm which uses threemponents ofB, o, is the
standard deviation of the proposed algorithm &t the standard deviation of the
iterative FT-MRCDI algorithm.

Table 5.5 Calculated standard deviations for expental model 2.

Jy J

(horizontal current injection (vertical current injection)
o1 6.86:10°* 7.0610*
G2 4.5810* 4.5310*
o3 1.5210" 1.3210*

As seen in Table 5.5, the iterative FT-MRCDI algun reconstructs the current
density distribution with the smallest standard idgon. It can be said that the

iterative FT-MRCDI algorithm reconstructs the masinsistent current density

images since the deviations of the integralsjdﬁ each row is small.
5.3.3 Results for Experimental Model 3

The results obtained from experimental model 3paesented in this subsection. The
experimental model 3 and its MR magnitude imageevggven in Figure 4.9. The z
component of magnetic flux density for horizontaldavertical current injection

patterns are shown in Figure 5.21.
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Figure 5.21 Magnetic flux density in z directidsy,(T), a) For horizontal current
injection pattern, b) For vertical current injectipattern.

The results of experimental model 3 for horizordald vertical current injection
patterns are shown in Figure 5.22 and Figure 5t@8pectively. Note that, the
direction of positive y-axis is taken as negativeli for vertical current injection to
make the images consistent witiimages for horizontal current injection pattern.

When reconstruction performances of the algorithnescompared by evaluating the
reconstructed current density images perceptudlys seen that the classical
MRCDI algorithm has the best performance. As it wied, the aim of this model
is to create an object that forces the currentow between holes in vertical current
injection pattern. In Figure 5.23b and Figure 5,28tkse current paths can be
distinguished easily. In Figure 5.23f, the currpaths are still visible but the low
pass filter reduces the resolution. For horizorgatrent injection pattern, the
reconstruction performances of the algorithms amé distinctive as in vertical

current injection pattern, since the current iscéor to flow in a less complex

structure in this pattern.

Calculated standard deviations are listed in Tal®e In this tableg; is the standard

deviation of the classical MRCDI algorithm whichesghree components &, o is
the standard deviation of the proposed algorithohans the standard deviation of
the iterative FT-MRCDI algorithm.
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Figure 5.22 Results for horizontal current injextipattern, a) Reconstructel
(A/m? using three components d8, b) Reconstructed, (A/m?) using three

components ofB, c) Reconstructed, (A/m?) using the proposed algorithm, d)
Reconstructed, (A/m?) using the proposed algorithm, e) Reconstrudeth/m?)
using Iterative FT-MRCDI algorithm, f) Reconstrutts (A/m? using lterative FT-
MRCDI algorithm.
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Figure 5.23 Results for vertical current injectipattern, (note that direction of
positive y-axis is taken as negative) a) RecongrlJ, (A/m? using three

components ofB, b) Reconstructedy (A/m?) using three components @&, c)

Reconstructed, (A/m?) using the proposed algorlthm d) Reconstru@edﬁ\/m)

using the proposed algorithm, e) Reconstrudigd/m?) using Iterative FT-MRCDI
algorithm, f) Reconstructed} (A/m?) using lterative FT-MRCDI algorithm.
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Table 5.6 Calculated standard deviations for expental model 3.

Jy J
(horizontal current injection) (vertical current injection)
o1 6.0510* 150"
G2 2.5310* 7.6510*
o3 7.6%10* 4.6410*

The proposed algorithm reconstrudtsvith smallest standard deviation in horizontal
current injection pattern, whereas iterative FT-MR@lgorithm reconstructd, with

the smallest standard deviation in vertical curiejgction pattern.
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CHAPTER 6

CONCLUSIONS AND FUTURE WORK

6.1 Conclusions

In this thesis, 2D MRCDI inverse problem, whichates magnetic flux density to
current density, is analyzed in detail. The retatetweerB,, J,, J, ands is obtained
analytically and the sensitivity @,, Jy, Jy to the changes in both conductivity and
the radius of the concentric inhomogeneity is aredy New sensitivity terms,
relating the changes @, to the changes in current density, are defineghohant
results are obtained from these sensitivity plBisst of all, the sensitivity oB, to
the changes in the component of current densityctwis orthogonal to the current
injection pattern, is plotted against the radiustted inhomogeneity placed at the
center of the conductor region. From these plotgam be concluded that the
sensitivity of B, to the changes in the orthogonal component ofeatirdensity is
nearly independent from the changes in the condtictof the inhomogeneity.
However, the sensitivity oB, to the changes in the parallel component of ctirren
density is dependent to the changes in conductanty becomes apparent when the
radius of the inhomogeneity is bigger than halftb& conductor region. This
situation can be explained with the fact that thange of orthogonal component of
current density distribution from its value for form conductivity always increases
as the radius of the inhomogeneity increases. Tusease occurs without any
dependency on the conductivity of the inhomogenditgwever, the change in
parallel current density component begins to redulven the inhomogeneity is more
conductive than background and the radius of therrogeneity exceeds half of the
size of the inhomogeneity. When the inhomogenestymiore insulating than the
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background, the change in parallel current demsityponent always increases.

The change oB, from its value for uniform conductivity with resgieo the changes
in conductivity of the inhomogeneity also gives ualle information about the
distinguishability of the inhomogeneity. From thgdets, it can be concluded that
the distinguishability of an object placed on thé&dle of the conductor region
depends on its conductivity and size. If the meament precision of a MRI system
is known, then the distinguishable objects in MRincbe determined before

conducting the experiment.

In this study, a novel 2D MRCDI reconstruction altjon is proposed in addition to
analytical studies. The performance of the propadgdrithm is tested with three
simulation models and three experimental modelss lalso compared with the

iterative FT-MRCDI algorithm. Both algorithms arenspared with the classical

MRCDI algorithm using three componentsBfn experimental models.

The aim of first simulation model is to see theeeffof large electrodes. The
obtained results show that reconstruction perfogeaarof the algorithms are similar
when the reconstructed current density images \aki&ed perceptually. However,
the proposed algorithm reconstructs current densitly less error. The error in the
reconstructed current density reaches up to 23.0@%the proposed algorithm
whereas the iterative FT-MRCDI algorithm reconssuwith a maximum error of
34.18% in SNR 13 case.

Simulation model 2 contains two objects: a circalject having a conductivity of 2
S/m and a square object prepared as a pure insulde aim of this model is to see
the current density distribution when both insugtand conductive objects exist.
The error in the reconstructed current densityhreaap to 4.98% for the proposed
algorithm and 20.00% for the iterative FT-MRCDI@ighm in SNR 13 case.

In simulation model 3, it is seen that both aldoris show similar reconstruction
performances for this model. It is important toentitat in the iterative FT-MRCDI

algorithm, the reconstructed images have lowerluésos due to the low pass filter
and this filtering effect is more significant oretledges of the object. The error in
reconstructed current density reaches up to 21.3@élo 37.45% for the proposed
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algorithm and the iterative FT-MRCDI algorithm, pestively.

When results of the first and second simulation eh@ide compared with results of
the third simulation models, it can be seen thatetror in the reconstructed current
density is significantly smaller in the first andcend model since in these two
models conductivity transition between the backgbuand the object is
smoothened. Therefore, discretization errors argveted providing better

reconstructed current density images.

In simulation models, it can be seen that qualftthe reconstructed current density
images obtained by using the proposed algorithimgher than those obtained by
using the iterative FT-MRCDI algorithm. This is digethe fact that the iterative FT-
MRCDI algorithm requires the magnetic flux densiytside the conductor region
and calculates it iteratively before solving thereat density. Errors in calculated
magnetic flux density outside the conductor regi@iso cause errors in the
reconstructed current density. However, measureghetec flux density inside the

conductor region is sufficient for the proposedoalhpm. Therefore, error in

reconstructed current density images is smallethen proposed algorithm. In the
iterative FT-MRCDI algorithm, error in the calcutat of magnetic flux density

dominates the error due to noise. This is seeheretror tables as the overall error

does not change significantly with SNR.

The experimental models are the physical realinatiof the simulation models.
When the results of the experimental models arduated together, it can be
concluded that the classical MRCDI algorithm red¢artds the best images
perceptually. However, there are no big differeniceseconstructed image quality
between the classical MRCDI algorithm and othepaigms. In fact, the proposed
algorithm and the iterative FT-MRCDI algorithm da@a chosen when the advantages

of these algorithms are considered.

The first advantage of the algorithms using one mament of B is that the elapsed
time in experiments for these algorithms is onedtlof the elapsed time for the

classical MRCDI algorithm. Secondly, the phantortation, which is required in

classical MRCDI algorithm, causes artifacts in téeonstructed) due to variations
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in the internal geometry during rotation. Hencédobtained by using three

components oB deviates from the true current density.

From the experimental models, it can be also caleduhat the proposed algorithm
is more successful when the geometry of the magl@omplex. For instance, in

experimental model 3, resolution of the reconseddimage should be high in order
to image the current paths properly. In the iteemtiFrT-MRCDI algorithm, these

paths can’t be distinguished. But, these curretiigpare more visible in the proposed
algorithm.

In the proposed algorithm and the iterative FT-MRG@yorithm, magnetic flux

uniform

density for a uniform conductivity distributionB, , Is calculated from

simulation. Since, subtraction @, ""°™ from B,"easured

is required, misaligned
electrode locations may introduce undesirable dedtions in reconstructed image
in experimental studies. This is a disadvantaghefalgorithms. By using low pass
filters, the deformations in the reconstructed entrdensity distribution can be

suppressed at the expense of reduced resolution.

In the simulation models, a noise model is preparedrder to evaluate the
performance of the algorithms on noisy data andloan Gaussian noise model is
used for this purpose [32]. This noise model ordpehds on signal-to-noise ratio
(SNR) of imaging system where magnetic flux densstymeasured. Two noise
levels, SNR 30 and SNR 13, are used in simulatsimse SNR 30 corresponds to a
MRI system with 2 T magnet and SNR value of 0.1METU-EE MRI system is
around 13 [33]. However, the results obtained irRSI8 case in simulations and the
results obtained from experimental studies shovoneistencies. In other words,
noise model in simulations doesn’t reflect the casereal applications. The
resistance of the receiver coil and magnetic losaased by the sample conductivity
are taken into account as the dominant sourcesoske nwhile developing noise
model and this noise is independent from the streraj the acquired signal.
However, the strength of the acquired signal gyeatfluences the quality of
measured magnetic flux density in real applicatidrigerefore, SNR 13 noise level

doesn’t represent the noise level in 0.15T METUNEEI system exactly.
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The reconstruction time is another important doterin the comparison of
algorithms. Since the matrices used in the propa@dgadrithm only depend on the
geometry of the subject and number of finite eletmiethese matrices can be
calculated and stored for a subject with known getoyn Therefore, performing the
matrix inversion gives the current density. Thepséa time for matrix inversion is in
the order of seconds. The reconstruction time efitdrative FT-MRCDI algorithm

is longer since the current density is reconstdiaféer iterations.

In 1988, M. Joyet al developed the MRCDI technique and conducted thst fir
MRCDI experiment in 1989. In those days, the bigdenitations of MRCDI

algorithm against the clinical applicability wetgetrequirement for subject rotation
and the amount of injected current. The requirenfiensubject rotation has been
eliminated as reconstruction algorithms using arg component of magnetic flux
density has been developed. In this thesis study, shtisfactory results of the
proposed algorithm have proved once again thaetisealmost no need for subject
rotation in a MRCDI experiment. However, the amouohtinjected current hasn’t
been reduced below the safety limits yet and resnasa a strong limitation.
Therefore, the topic of future studies must be caduthe amount of injected current

in MRCDI experiments.

6.2 Future Work

In this thesis, the inverse problem of Magneticd®asce Current Density Imaging
(MRCDI), which relates magnetic flux density to mmt density, is investigated in
detail. A novel current density reconstruction aildon is proposed and its
performance is tested with both simulated and empmrtal data. Some of the

possible future works can be:

* The experiments can be repeated in an MRI Systemhigher SNR level,
* In order to use the developed algorithms on clinaggplications, studies for
reducing the injected current level should be made.

 Methods for evaluating the performance of the MRQ@tonstruction
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algorithms on experimental data can be developed.

* More realistic simulation noise model can be pregar
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APPENDIX A

COMPUTATION OF CIRCULAR HARMONIC
COEFFICIENTS

In Appendix A, the calculation of circular harmomicefficients will be explained in
detail. In Chapter 3, it was mentioned that theitswh of Laplace’s equation could

be represented by an infinite sum of circular harit®as

®,(r,p)if0O<r<b

¢(r,¢)={¢2(r’¢) ifb<r<a (A-1)

where

®,(r,¢)= 3 1"[A, cosip )+ B, sinf )] (A2)

ir“[En cos(ng )+ F, sin(w )]
®,(r,9)=1""
+> 1[G, cos(g )+ H, sinfy )] "3

and boundary conditions of this problem was given a

®,(b,¢) =, (b,¢) (A.4)
o 0v,(r,8)| _ o, 0D, (r,p) AS5)
o |4 or .
—UZW = j(#) (A.6)
r r=a
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By using the boundary condition in Equation (A.édaeorganizing the terms, the

following equation is obtained:

A =E,+b™G,

on (A.7)
B,=F +b?H,

Another equation can be obtained from the boundanglition in Equation (A.5) as

0,A =0,k - Uzb_zn G,

(A.8)
0B, =0,F -0, H,

Finally, by using Equation (A.6), the following edfion is obtained:

(A.9)

Then, by solving Equations (A.7) and (A.8),andF, are obtained as:

En = A][—o-l-'-o-zj

20,
F =B M
n n 2 0_2

Substituting Equation (A.10) in Equation (A.7) give

A]{l— 0—12"'0-2}: b—2nGn

0,

3 {1_ o, + JZJ —bH,
20,

(A.10)

(A.11)

Finally, by substituting Equation (A.10) and Eqoati(A.11) in Equation (A.9), the

coefficients of circular harmonics are calculated a

—2C b

nan—l[(a.l + 02) b2 — (02 _Ul) a—Zn] (A.12)

Ah:
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B - -2§,b*"
" nd?(g,+0,) b7 ~(0,~0,) a*]

~(0,+0,)C,b™

E =

" na”‘l[(a'1 +0,) b -(0,-0,) a‘z"]a2
_ ~(0,+0,)S,b™

" nd?(0,+0,) 6" ~(0,~0,) a0,
G - _(0-2 _Jl) C:n

" na"'l[(al +0,)b%~(0,-0)) a'z”]a2
H = _(02 _01) Sn

n

na"|(o,+0,)b*" ~(0,~0,) a*"]a,
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(A.14)

(A.15)

(A.16)

(A.17)
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