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ABSTRACT

ERROR RESILIENT MULTIVIEW VIDEO CODING AND STREAMING

Aksay, Anıl

Ph.D., Department of Electrical and Electronics Engineering

Supervisor : Prof. Dr. Gözde Bozdağı Akar

February 2010, 119 pages

In this thesis, a number of novel techniques for error resilient coding and streaming for multi-

view video are presented. First of all, a novel coding technique for stereoscopic video is pro-

posed where additional coding gain is achieved by downsampling one of the views spatially

or temporally based on the well-known theory that the human visual system can perceive

high frequencies in 3D from the higher quality view. Stereoscopic videos can be coded at

a rate upto 1.2 times that of monoscopic videos with little visual quality degradation with

the proposed coding technique. Next, a systematic method for design and optimization of

multi-threaded multi-view video encoding/decoding algorithms using multi-core processors

is proposed. The proposed multi-core decoding architectures are compliant with the current

international standards, and enable multi-threaded processing with negligible loss of encoding

efficiency and minimum processing overhead. End-to-end 3D Streaming system over Internet

using current standards is implemented. A heuristic methodology for modeling the end-to-

end rate-distortion characteristic of this system is suggested and the parameters of the system

is optimally selected using this model. End-to-end 3D Broadcasting system over DVB-H

using current standards is also implemented. Extensive testing is employed to show the im-

portance and characteristics of several error resilient tools. Finally we modeled end-to-end
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RD characteristics to optimize the encoding and protection parameters.

Keywords: 3D video, compression, streaming, transmission, error resilience
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ÖZ

HATA DAYANIKLI ÇOK GÖRÜNTÜLÜ VİDEO KODLAMASI VE DURAKSIZ
İLETİMİ

Aksay, Anıl

Doktora, Elektrik ve Elektronik Mühendisliği Bölümü

Tez Yöneticisi : Prof. Dr. Gözde Bozdağı Akar

Şubat 2010, 119 sayfa

Bu tezde, çok görüntülü videonun hataya dayanıklı kodlanması ve iletimi için kullanılabilecek

yeni teknikler anlatılmaktadır. İlk olarak, iki görüntülü video için yeni bir kodlama tekniği

önerilmiştir. Bu teknik görüntülerden birinin uzaysal ya da zamansal olarak kalitesi azalt-

masıyla yapılmaktadır. Bu teknik, insan görme sisteminin 3 boyutlu görüntülerdeki yüksek

frekans bilgisini daha kaliteli olan görüntüden alma teorisine dayanmaktadır. Önerilen teknik

sayesinde iki görüntülü videolar çok az kalite kaybıyla tek görüntülü videoların 1.2 katına

kadar hızda kodlanabilmektedir. İkinci olarak, çok çekirdekli işlemciler kullanılarak çok kul-

lanımlı çok görüntülü video kodlama/kodçözme algoritmalarının eniyilemesi ve tasarımı için

sistematik bir metod önerilmiştir. Önerilen çok çekirdekli kodçözme yapısı standartlar ile

uyumludur. İhmal edilebilir kodlama verimi kaybı ve en az işleme ek yükü ile çok kullanımlı

işlemlerin yapılmasını mümkün kılmaktadır. Üçüncü olarak mevcut standartlar kullanılarak

internet üzerinden uçtan uca 3 boyut video iletimi gerçekleştirilmiştir. Sistemin uçtan uca hız

bozulma karakteristiğini çıkartabilmek için bir metod önerilmiştir, ve bu sistemin parame-

treleri bu model kullanılarak eniyilenmektedir. Dördüncü olarak, mevcut standartlar kul-

lanılarak DVB-H üzerinden uçtan uca 3 boyut video yayıncılık sistemi gerçekleştirilmiştir.
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Hataya dayanıklı kodlama metodlarının önemi ve karakteristiğini belirlemek için detaylı testler

yapılmıştır. Son olarak, kodlama ve koruma parametrelerini eniyilemek için uçtan uca hız-

bozulum karakteristiği modellenmiştir.

Anahtar Kelimeler: 3B video, kodlama, duraksız iletim, iletim, hata dayanıklı
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CHAPTER 1

Introduction

3D video is a new area and getting very popular with advances in display technologies. Al-

though 3D illusions had people’s imagination since the 19th century, technologies recently

reached a necessary level to allow 3D video applications. 3D video applications including

3DTV and 3D telepresence, are offering an impressive sense of depth and increased realism.

3D home display systems that are fed by multi-view video (MVV) are getting very popular

and destined to become a serious alternative to classic 2D home-entertainment/communication

systems.

A typical 3D transmission system is shown in Figure 1.1 [1]. Main blocks are capture, coding,

transmission and display. 3D video requires more information than monoscopic video, and

brings more challenge for each of the blocks of the transmission systems.

Capturing process depends on the representation type of input 3D video. There are several

representations that can be used for 3D scenes such as multi-view video (MVV) [2], video

plus depth (VpD) [3], [4], [5], geometry with texture (lightfield) [6], volumetric (voxels) [7]

and holographic [8]. In this thesis, we are dealing with MVV and VpD, due to their popularity

and compatibility with the existing systems.

MVV refers to a set of N temporal synchronized video streams coming from cameras that

capture the same real world scene from different viewpoints. Stereo video is a special case

of multi-view video where N = 2 and cameras are closely located (similar to the distance

between two eyes). These two streams are referred as left and right views. The close location

of cameras in these applications results in a high redundancy between the sequences from

each camera. VpD representation consists of a view and depth information associated with

1



Figure 1.1: A typical 3D transmission system

this view. Depth can be represented as a synchronized grayscale video where each pixel

takes an integer value between 0-255. Since depth values are smooth, it can be compressed

very efficiently. Depth information may be either provided (either generated synthetically or

measured [9]) or estimated from the left and right views of a stereo video [10]. Depending on

the display type, rendering right view using left view and depth information may be necessary.

Although there are available coding standards for MVV (MVC [11]) and VpD (MPEG-C Part

3 [12]), still there are investigations for improvement and current coding efficiencies are not

enough for new displays using 45-views [13].

Error resilience and protection are required for transmission system over lossy networks.

Since video encoding uses predictions, losses propagates. In 3D video, prediction structures

are more complex and protection is required more to overcome loss propagation. There are

two approaches for loss protection. One solution is to use a feedback channel for the lost

packets and retransmit lost packets. Feedback channel might not be available in some solu-

tions like broadcasting. Feedback solution also cause delays and not suitable for real-time

communications. Forward error correction (FEC) is another solution where data is sent with

redundant error correcting codes in order to overcome losses. Multiple description coding
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(MDC) is also another alternative which uses multiple descriptions of the video, where each

description can be decoded independently, but all of them can have a better decoding quality.

There are two transmission mediums used in this study. Internet and DVB-H. Internet is a

lossy and best effort network, where losses are due to congestion. DVB-H is a broadcast-

ing medium and can have severe loss conditions due to mobile fading. More details on the

properties of DVB-H will be given in Section 5.

1.1 Major Contributions

Major contributions of this thesis to the existing body of knowledge can be summarized as

follows:

• Asymmetric Stereoscopic Video Coding [14, 15]: A novel coding technique for

stereoscopic video is proposed. Additional coding gain is achieved by downsampling

one of the views spatially or temporally based on the well-known theory that the hu-

man visual system can perceive high frequencies in 3D from the higher quality view.

Using this technique, stereoscopic videos can be coded at a rate upto 1.2 times that of

monoscopic videos with little visual quality degradation.

• Multi-threaded 3D Decoding [16]: A systematic method for design and optimiza-

tion of multi-threaded multi-view video encoding/decoding algorithms using multi-core

processors is proposed. The proposed multi-core decoding architectures are compliant

with the current MVC international standard, and enable multi-threaded processing

with negligible loss of encoding efficiency and minimum processing overhead.

• Optimization of 3D Internet Streaming [17]: End-to-end 3D Streaming system over

Internet using current standards is implemented. Encoding and decoding performances

in a lossy network is modeled for to optimize the parameters of the system.

• Optimization of 3D DVB-H Broadcast [18, 19]: End-to-end 3D Broadcasting sys-

tem over DVB-H using current standards is also implemented. Extensive testing is

employed to show the importance and characteristics of several error resilient tools.

Finally we modeled end-to-end RD characteristics to optimize the encoding and pro-

tection parameters.
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1.2 Scope and Outline of the Thesis

In this thesis, we address error resilient multi-view video streaming systems. Our aim is to

propose solutions for different parts of the system.

In Chapter 2, 3D coding methodologies and proposed algorithms are presented. Multi-view

prediction structure is proposed, which is used in later standards.

In Chapter 3, complexity issue of 3D decoding is emphasized and a novel multi-core solution

to 3D decoding is proposed.

In Chapters 4 and 5, transmission of 3D is investigated for two different transmission envi-

ronment.

In Chapter 4, streaming over Internet is investigated. Standards based architectures for 3D

streaming, adaptive rate and format control for 3D and error resilient streaming are the pro-

posed algorithms in this section.

In Chapter 5, broadcasting of stereoscopic video over DVB-H with error resilient tools are

proposed. Optimization of encoding and error protection parameters are also proposed using

end-to-end distortion modeling.

Chapter 6 concludes the dissertation with a summary of the work done and a discussion of the

results.

4



CHAPTER 2

3D Coding

In this chapter, we will review the current state of the art coding techniques for 3D video

according to the most used 3D representations, namely MVV and VpD. Other representations

are not addressed in this thesis. After reviewing the current technologies, we will explain our

proposed asymmetric coding techniques used for stereoscopic video. Although this work is

concentrated on stereoscopic video, it can be easily adapted for MVV as well. Final section

will explain our extensive tests on coding of stereoscopic video for mobile devices.

2.1 Current state of the art

Depending on the representation of 3D, different approaches and standards are available for

3D coding. H.264/AVC [20] is the current state-of-the-art monoscopic video codec providing

almost twice the coding efficiency with the same quality comparing the previous codecs [21].

3D encoders are mostly based on H.264/AVC.

2.1.1 Multi-View Video

Compressing multi-view sequences independently is not efficient since the redundancy be-

tween the closer cameras is not exploited. MPEG and VCEG groups jointly created an ad-hoc

group 3DAV [22] which received several contributions for Multi-View coding. A good review

on the proposed algorithms can be found in [23, 24]. As an output of this work, Multi-View

Video Coding (MVC)[11] is generated as an amendment to H.264/AVC, exploiting temporal

and inter-view redundancy by interleaving camera views and coding in a hierarchical manner.
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First draft is approved in October 2008 and second draft is approved in February 2009.

In [25], we proposed a multi-view video codec based on H.264/AVC exploiting the correlation

between cameras in a backward compatible way. Several prediction structures are proposed

with the signalling in the bitstream. Codec is based on baseline profile and using only P

pictures. It showed superior performance for dense cameras. First version of MVC extension

of H.264/AVC was released in 2006 and we compared the performance against this standard

codec. Since MVC uses high profile with hierarchical B pictures, it performs better than our

codec. However due to the speed and the less complex prediction structures of our encoder, it

could be used for some applications such as real time video communication. In 2008, Nokia

also released a baseline version of MVC which is very similar to our codec.

MVC extension of H.264/AVC is based on High Profile. Mainly it uses Hierarchical B-

pictures [26], Context-Adaptive Binary Arithmetic Coding (CABAC) and disparity compen-

sation between the frames of different cameras. Therefore, it requires more pictures in De-

coded Picture Buffer (DPB) and also requires more buffering before the pictures can be given

to display in actual display order. Although general MVC requires a complex prediction

structure, in [27] a simplified prediction scheme is proposed without significant loss of cod-

ing efficiency. In simplified prediction scheme, inter-view prediction is only allowed for so

called anchor pictures.

Recently, Blu-ray Disc Association (BDA) announced the ”Blu-ray 3DTM” specification

which calls for encoding 3D video using the MVC codec to be supported by all Blu-ray Disc

players. Usage of MVC will be more popular by upcoming new specifications and streaming

and error resilient tools based on MVC will be required for transmission mediums.

2.1.2 Video Plus Depth

In ATTEST project [28], single view and depth map is compressed and broadcast. MPEG-C

Part-3 [12] is the current standard to encode VpD data by individually compressing video and

depth data using standard H.264/AVC [29]. Since depth data is much easier to encode rather

than another view, compression efficiency of VpD is better than MVC coded stereoscopic

videos, however image-based-rendered view have artifacts due to occlusion. Another advan-

tage of VpD representation is to enable changing the distance between the cameras while
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Figure 2.1: Illustration of 3D rendering capability versus bit rate for different formats

rendering other view.

2.1.3 Multi-View Video Plus Depth

In order to handle 45-view displays, MVV and VpD are not adequate. The solution to feed

such systems is to decode a limited number of views using MVC and then generate artificial

views using interpolation techniques such as [30, 31]. There are two important reasons for

this approach. First practical reason is the problem of data acquisition. It is difficult to set up a

mobile recording system that is composed of fifty high definition cameras that are calibrated.

Second reason is the problem of data transmission. It is difficult to transmit even encoded

data for fifty views over the Internet. MVC provides significant compression gain but the

result is still linear with the number of views. Multi-view streaming systems such as [32] use

video+depth format to drive displays with high number of views. Future display systems will

use M video signal and N depth maps.

As shown in Figure 2.1 [33], MPEG group visons a new upcoming 3D Video format (3DV)

that goes beyond the capabilities of existing standards to enable both advanced stereoscopic

display processing and improved support for auto-stereoscopic N-view displays, while en-

abling interoperable 3D services. This is an ongoing task between MPEG working groups.
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2.2 Asymmetric Stereoscopic Coding

In order to exploit the redundancies between MVV, H.264/AVC based multi-view codec [25]

is proposed. In case of stereoscopic video, coding gain is sometimes below % 20. In order

to improve the coding efficiency without degrading the visual quality, we used properties of

Human Visual System (HVS).

There are two different theories about the effects of unequal bit allocation between left and

right video sequences, namely fusion theory and suppression theory [34, 35, 36]. In fusion

theory, it is believed that the stereo distribution must be equally made for the best human

perception. On the other hand, in suppression theory, it is believed that the highest quality

image in the stereo-pair determines the overall perception performance. Therefore, according

to this theory, we can compress the one of the image from a stereo pair as much as possible to

save bits for the other image from the stereo pair, so that the overall distortion is the lowest.

If we assume that the overall distortion measure of a stereo-pair will be a weighted average

of the individual images, we can define weighting coefficients between right and left image

distortion values to take different amount of contributions from each picture into account.

In monoscopic video coding, chrominance values are usually subsampled, since HVS is less

sensitive for chrominance values. Similar to this behavior and theories for stereo perception,

it is reported in [37] that, HVS can use the high frequency information in one of the videos

if the other video is low pass filtered. The authors proposed using spatial subsampling in

one of the videos to reduce bandwidth requirements without any visual quality degradation.

Authors also tried temporal scaling, but visual quality results show that spatial scaling gives

more promising results.

Using these theories, we have implemented temporal and spatial downsampling in our H.264/AVC

based multi-view codec to enable asymmetric coding [14]. We have experimented with sev-

eral parameters and conducted a subjective quality test with the coded sequences. In the

following subsections, we will explain modifications of the codec and the quality test setup

and the results.
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Figure 2.2: Stereoscopic Encoder

2.2.1 H.264/AVC based multi-view codec

The structure of the encoder and decoder is shown in Figure 2.2 and Figure 2.3 respectively

based on the H.264/AVC based multi-view codec [25]. In order to improve the coding gain

without any significant perceptual quality loss, we added two modes called spatial and tem-

poral scaling.

Spatial Scaling The spatial scaling mode corresponds to downsampling the right video by

a predefined scale prior to encoding in order to improve the coding gain. The implementation

of downsampling the image consists of both decimation and low-pass filtering in order to

prevent the aliasing. For spatial scaling following filters are used:

13-tap downsampling filter:

{0,2,0,-4,-3,5,19,26,19,5,-3,-4,0,2,0}/64

11-tap upsampling filter:

{1, 0,-5, 0, 20, 32, 20, 0,-5, 0, 1}/64

Filters are applied to all Y, U, and V channels and in both horizontal and vertical directions.

The picture boundaries are padded by repeating the edge samples. These filters are currently
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Figure 2.3: Stereo Decoder

used in Scalable Video Coding extension of H.264/AVC [38] and explained in [39] . In

order to keep filtering process simpler in both encoder and decoder, we have implemented

downscaling by factors of 2 (dyadic sampling) in both dimensions. Although the spatial

scaling is applied to the right channel only, left frames are also temporarily scaled just for

disparity estimation required for right frame coding.

Temporal Scaling Temporal scaling mode corresponds to the decimation of right video

in time, i.e. frame dropping in the right sequence. The implementation of temporal down-

sampling is done by sending all the macro blocks of dropped frame as skipped mode of the

H.264/AVC standard. In our codec notation, temporal scaling of n denotes encoding 1 frame

out of n frames and dropping the remaining n-1 frames.

Test Method We have adapted DSCQS Test [40] method where non-experts and inexperi-

enced assessors are used. The two videos are evaluated by the assessor on a continuous scale

ranging from 0 to 100 with help of two sliders.
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2.2.2 Test Methodology and Display System

Multiple assessors are shown two conditions, A and B (two stereoscopic images), consecu-

tively one of which is always the source and the other is the tested condition applied on the

source. The identity of the images, whether it is the source or the test condition, should be

known by the experimenter but not by the assessors. The next pair of conditions is shown

after the assessors establish an opinion.

Analysis Method: For the analysis of the test results, each evaluation is graded between 0-100

and the difference between the scores of source image and the test condition is calculated to

find the score of that test condition on that image by the assessor. After all these scores are

calculated, the values are normalized to fit in 0-100. And as a final step, to find the scores of

each algorithm (test condition) the average of all the scores over the assessors and images are

taken. Scores of the algorithms can be compared with their closeness to the number to which

zero score is mapped during the normalization process.

Display System: Subjective evaluation of the encoded stereo videos was conducted at Koç

University using a pair of Sharp MB-70X projectors. More information of this stereoscopic

display system can be found in [14].

2.2.3 Experiments and Results

In these experiments, we investigated effects of spatial and temporal scaling in stereoscopic

videos. In order to meet time requirements of assessment test, we use only 4 video sets with

8 algorithms.

Assessors: 21 assessors (13 female, 8 male with average age 24) with ages ranging from 19

to 36, volunteered to participate in the experiment. The participants were non-experts in the

area of picture quality and were screened for color vision, stereo depth perception and visual

acuity.

Test Material: As the test material, four different stereoscopic video pairs are used: Balloons

(720x480, 25 fps, 10 seconds), Botanical (960x540, 15 fps, 5 seconds), Flowerpot (720x480,

25 fps, 10 seconds), Train (720x576, 25 fps, 10 seconds). 8 different algorithms are applied

on these videos as shown in Table 2.1. Sample frames are shown in Figure 2.4 and Figure 2.5.
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Table 2.1: Algorithm applied to test videos

ORIG Original
SIMUL Simulcast coding
S1T1 Stereo coding, no spatial, no temporal scaling
S1T2 Stereo coding, no spatial, temporal scaling 2 for right frames

S1T2L Stereo coding, no spatial, temporal scaling 2 for left and right frames
S1T3 Stereo coding, no spatial, temporal scaling 3 for right frames
S2T1 Stereo coding, spatial scaling 2, no temporal scaling
S4T1 Stereo coding, spatial scaling 4, no temporal scaling
S4T3 Stereo coding, spatial scaling 4, temporal scaling 3 for right frames

Table 2.2: Normalized Bitrates of Algorithms

BALN FLOW BOTA TRAIN Av.
SIMUL 2 2 2 2 2
S1T1 1.901 1.927 1.452 1.881 1.79
S1T2 1.606 1.692 1.289 1.601 1.547

S1T2L 1.324 1.45 0.923 1.336 1.258
S1T3 1.489 1.586 1.228 1.492 1.449
S2T1 1.242 1.267 1.065 1.252 1.207
S4T1 1.091 1.095 1.012 1.085 1.071
S4T3 1.053 1.069 1.006 1.049 1.044

As a result a total of 41 evaluation pairs, including first 5 stabilizing pairs, are shown to the

assessors and it is assured that each test does not take more than 30 minutes.

All the test videos are encoded with the modes explained in Table 2.1. Intra period of 25 and

Quantization Parameter (QP) of 28 are used while encoding. Total bitrate for simulcast coding

is interpreted as twice the data required compared to single view coding and the bitrates of all

other algorithms are normalized accordingly and can be found in Table 2.2. By only spatial

subsampling of right video with 2 in both dimensions we have approximately matched 1.2

times the single view bitrate.

After all the assessors finish the test, the scores are evaluated and normalized. Average MOS

scores and confidence intervals for each algorithm is shown in Table 2.3 and Table 2.4. Due to

the normalization, 0 (best quality) is mapped to 38, and the success of the algorithms can be

measured by closeness of their mean to 38. As it can be seen, the mean of the original video

is also not exactly 38, which is due to the misjudgment of the assessors and it is expected.

Simulcast (SIMUL) coding and stereo coding without scaling (S1T1) have similar or better

12



Table 2.3: MOS Scores of algorithms

Algorithm MOS Normalized Bitrate SNR Overall SNR Left SNR Right
ORIG 43.6 N/A INF INF INF

SIMUL 41.93 2 36.09 36.05 36.13
S1T1 42.11 1.79 35.96 36.05 35.88
S2T1 46.68 1.207 31.05 36.05 28.8
S1T2 48.68 1.547 32.35 36.05 31.11

S1T2L 48.71 1.258 31.15 31.19 31.11
S4T1 53.02 1.071 27.82 36.05 25.15
S1T3 55.57 1.449 30.58 36.05 28.92
S4T3 59.26 1.044 26.13 36.05 23.37

performances over original video. Since QP is low, reconstructed video quality is visually

lossless (with average PSNR of 36 dB) and misjudgment is expected for these algorithms as

well. Also DCT based coded images are reported [41] to be preferred by assessors comparing

to original.

We can see from the results that scaling with 3 or 4 in both spatial and temporal domain is

not acceptable. According to the bitrate and MOS score, only spatial scaling looks like the

optimum solution. Spatial scaling by 4 corresponds to 16:1 reduction in image size; therefore

its performance is not acceptable. Spatial scaling with non-dyadic factors and better filters for

upsampling might keep the visual quality at desired levels with bitrate similar to single view

coding bitrates.

According to the video characteristics (slow motion video), temporal scaling in either right

channel or both channels might give good results as well. By analyzing the characteristics

of the video in each GOP (each chunk of video sequence that can be decoded without use of

other parts of the sequence), appropriate scaling can be applied to decrease bitrate without

visual quality degradation.

By improving coding efficiency of stereoscopic video, prediction between views are intro-

duced, which makes the bitstream less robust to errors. Multiple Description Coding (MDC)

is another way to improve system performance in case of losses. By using this asymmetric

stereoscopic video codec, we proposed several schemes for MDC of stereoscopic video in

[42].
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Table 2.4: MOS Scores and confidence intervals for each video sequence

BALN FLOW BOTA TRAIN
ORIG 43.0 +- 0.6 44.1 +- 0.8 42.0 +- 0.4 45.2 +- 0.8

SIMUL 42.4 +- 0.9 40.0 +- 0.8 43.7 +- 1.0 41.7 +- 1.3
S1T1 41.5 +- 1.1 39.7 +- 0.9 45.5 +- 0.9 41.8 +- 1.5
S2T1 46.9 +- 1.0 47.5 +- 1.2 46.0 +- 1.0 46.3 +- 1.1
S1T2 45.3 +- 1.4 45.8 +- 1.3 57.0 +- 1.8 46.6 +- 1.1

S1T2L 47.2 +- 1.5 51.7 +- 1.8 52.0 +- 1.1 43.9 +- 1.4
S4T1 51.5 +- 1.6 52.9 +- 1.7 54.0 +- 1.7 53.7 +- 1.4
S1T3 56.5 +- 1.7 54.7 +- 1.7 60.0 +- 1.7 51.0 +- 1.4
S4T3 53.3 +- 1.6 61.2 +- 1.5 67.5 +- 1.7 55.0 +- 1.6

Figure 2.4: Sample frames of Train sequence

Figure 2.5: Sample frames of Botanical sequence
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2.3 Evaluation of Stereo Video Coding Schemes for Mobile Devices

Mobile devices such as mobile phones, personal digital assistants and personal video/game

players are somehow converging and getting more powerful, thus enabling 3D mobile devices

a reality. In order to store or transmit stereo video in these devices, coding techniques from

both monoscopic video coding and multi-view video coding can be used.

In literature, there exist a few 3D mobile device prototypes [43, 44, 45, 46] which are based

on auto-stereoscopic 3D displays either parallax barrier or lenticular lens structures or stereo-

scopic display which can be observed with anaglyph glasses. For coding, they use different

technologies. In [43], stereo video is encoded using H.264/AVC MVC extension; however

some of the tools such as Hierarchical B pictures are not used to decrease decoding com-

plexity. In [44], stereo video of QVGA size is coded using simulcast MPEG-4 encoder with

asymmetric coding (Left and right videos are encoded with different resolutions). In [45],

both stereo video and video plus depth representations are used. Stereo video of QVGA size

is first converted into monoscopic video by tiling the images (side-by-side) and then encoded

with MPEG-4 (simple profile). Video and depth are encoded by MPEG-4 as separate streams.

In both representations, 24 fps can be achieved on the decoder side. In [46], stereo video is

fed into H.264/AVC monoscopic video encoder as an interlaced video. 10 fps can be achieved

on the decoder side.

Even though in this preliminary studies different techniques are used, in order to efficiently

store or transmit stereo video to mobile devices, coding techniques from both monoscopic

video coding and multi-view video coding should be examined in detail. We examined the

video codec performances for stereoscopic videos with mobile device resolutions with differ-

ent profiles.

Mobile devices have smaller displays and the current prototypes mostly use QVGA resolu-

tion. Previous MVC experiments were also performed on Multi-View Video sequences with

multiple cameras. When the number of cameras is only two, coding efficiency decreases.

Also using MVC requires larger Decoder Picture Buffer (DPB), causing problems with mo-

bile devices. Besides deciding on the video codec to use, there is also an issue of selecting

profile and coding tools that are going to be used. Selecting a profile changes both coding

efficiency and decoding complexity. Higher profiles increase coding efficiency with the ex-
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pense of decoding complexity. Such prototypes tend to use baseline/simple profiles of the

video encoders due to limited processing power.

2.3.1 Video Coding Tools and Properties

In this subsection, tools and properties of this codec that is related to this work are presented.

More information can be found in [21].

H.264/AVC has several profiles to suit the needs of different applications: Baseline Profile

(BP), Main Profile (MP), Extended Profile (XP), High Profiles (HiP). In mobile applications,

mostly BP is used.

There are 3 picture types in H.264/AVC. I-pictures are encoded without the use of motion

compensation, thus they are independently decoded. P-pictures are predicted using only the

previously decoded frames. B-pictures are bi-directionally predicted (both from past and

future frames). B-pictures are not supported in BP.

Video frames are encoded with Group-of-Pictures (GoP). Each GoP starts with I frame and

followed by B or P frames. By increasing GoP size coding efficiency increases while ca-

pability of dealing with losses decreases with having less frequent I-pictures. Hierarchical

B-pictures [26] can also be used within the syntax of H.264/AVC and achieve better cod-

ing efficiency, however the decoding complexity increases. Pictures at the GoP boundaries

are encoded as I-frames and frames in between are encoded as B-frames in an hierarchical

order. For example for GoP size of 8, Frame#0 and Frame#8 is encoded as I-frame. Then

B-frames are encoded in the following order: Frame#4[0,8], Frame#2[0,4], Frame#6[4,8],

Frame#1[0,2], Frame#3[2,4], Frame#5[4,6], Frame#7[6,8] (Frame numbers in the brackets

show the pictures used in motion estimation for encoding the required frame.)

In H.264/AVC, two different entropy coding method can be used. Context-adaptive binary

arithmetic coding (CABAC) is using the probabilities of syntax elements in a given context

to losslessy compress syntax elements. Context-adaptive variable-length coding (CAVLC) is

lower-complex algorithm to encode those elements. Only CAVLC is used in BP.

MVC extension of H.264/AVC is based on High Profile and explained in Section2.1.1.

Tested configurations in the experiments are given below and in Table 2.5.

16



Table 2.5: Tools used by different coding schemes

B-frames CABAC # of Reference Frames
(Forward - Backward)

IPP No No 1-0
IPP-CABAC No Yes 1-0

IBP Yes Yes 2-2
Hier Yes Yes 4-4

IPP-Stereo No No 2-0
IPP+CABAC-Stereo No Yes 2-0

MVC-Simp Yes Yes 6-6
MVC-General Yes Yes 8-8

IPP: Left and right videos are encoded separately using H.264/AVC with baseline profile

settings and pictures are encoded as I-frame followed by P-frames for each GoP. No B-frames

are used. Entropy coder is CAVLC.

IPP+CABAC: Similar to IPP with additional CABAC entropy coding instead.

IBP: Left and right videos are encoded separately using H.264/AVC with main profile and

pictures are encoded as I-frame followed by P- and B-frames. Entropy coder is CABAC.

Hier: Left and right videos are encoded separately using H.264/AVC with main profile and

Hierarchical-B pictures.

IPP-Stereo: Left and right videos are interleaved into a single sequence and encoded using

IPP settings.

IPP+CABAC-Stereo: Left and right videos interleaved into a single sequence and encoded

using IPP+CABAC settings.

MVC-Simp: Left and right videos are encoded using MVC Extension (High Profile, Hier-

archical B-pictures, CABAC and Disparity Compensation). Right view pictures can only be

predicted from right view pictures and I frames of left view.

MVC-General: Similar to MVC-Simp with the prediction structure allowing right view pic-

tures to be predicted from all left pictures.
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Figure 2.6: Stereo test sequences: (a) Rena, (b) Adile and (c) Ice.

2.3.2 Experimental Results

The results are provided for stereoscopic video pairs ”Rena” (Recorded by cameras with

a stereo distance and provided by Tanimoto Laboratory, Nagoya University [47]), ”Adile”

(Computer generated animation by Momentum [48]) and ”Ice” (Converted to 3D from 2D

scene using [49] [Source: BBC documentation ”Planet Earth”]) . Videos are first downsam-

pled to QVGA sizes. Resolution of Rena and Adile sequences is 320x240 and resolution of

Ice sequence is 320x192. Frames from the sequences can be seen in Figure 2.6. GoP size is

selected as 8 frames. Monoscopic codec used is H.264/AVC Reference Software JM 14.2 [50]

and Multi-view codec is H.264 MVC Reference Software JMVC 2.0 [51]. First 81 frames are

encoded from both left and right sequences. Fixed Quantization Parameters (QP) 26, 32, 36,

and 40 are used to generate rate-distortion curves. Distortion metrics are PSNR and SSIM

[52] and averaged over both left and right frames.

RD-curves for each sequence are given in Figure 2.7. In all sequences difference between

MVC-Simp and MVC-General is negligible. In case of MVC encoding MVC-Simp is prefer-

able as stated in [27]. Similarly, MVC schemes provide a significant improvement over IPP

and IPP-CABAC for all sequences. However in lower bitrates, difference between IPP+CABAC-

Stereo and MVC-Simp is about 0.5-1 dB.

In [53], H.264/AVC encoder and decoder usage is extensively studied for complexity and

memory usage. It is stated that

• B-frames are one of the main tools that affect the access frequency and the decoding

speed,
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(a) (b)

(c) (d)

(e) (f)

Figure 2.7: PSNR/SSIM vs bitrate for the sequences (a)-(b): Adile, (c)-(d): Rena, (e)-(f): Ice

19



Table 2.6: Decoding performance of coding schemes

Coding Scheme Frames per second (fps)
IPP 68.43846

IPP-CABAC 64.76772
IBP 59.61354
Hier 57.13102

IPP-Stereo 64.87067
IPP+CABAC-Stereo 64.36886

MVC-Simp 47.14757
MVC-General 46.41807

• Complexity increase due to CABAC is minor,

• Multi-reference frame usage causes a linear increase in memory peak usage.

Although the decoders in reference softwares are not optimized for speed, an analysis on

decoding speed of the compressed bitstreams are given in Table 2.6. Since decoding is fast,

decoding speeds are calculated by decoding the compressed videos (Rena sequence encoded

with QP=32) 100 times and then averaging the results on a PC with 3.4 Ghz processor and 3

GB RAM.

Depending on the processing power and memory of the mobile device the following two

schemes can be used: H.264/AVC MVC extension with simplified referencing structure (MVC-

Simp) and H.264/AVC monoscopic codec with IPP+CABAC settings over interleaved stereo-

scopic content (IPP+CABAC-Stereo).
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CHAPTER 3

3D Decoding

In this chapter complexity problems of 3D decoding with a proposed solution is explained.

The current trend in designing more powerful general-purpose processors is based on multi-

core architectures [54]. However, increasing the number of cores does not automatically yield

performance gain if the software is not designed to efficiently and effectively divide the work-

load among multiple cores. Therefore, software developers should consider multi-threaded

architectures to take advantage of the state of the art processors. MVV encoding/decoding is

one of the areas where such consideration must be taken.

3.1 Multi-Threaded MVC-Compliant Multi-View Video Decoding

MVV requires more advanced video compression algorithms to keep the data rates at manage-

able levels, which in turn require more powerful processors for real-time encoding/decoding

and display performance. In the meantime, the pace of increase in the speed of processors

has recently reached saturation. As a result, the CPU manufacturers have moved away from

designing processors at higher clock frequencies, and started to add multiple cores at these

saturated clock frequencies. However, the increase in the number of cores does not automat-

ically provide proportionally high performance gains. Carefully designed and implemented

multi-threaded software architectures will become a critical factor in order to utilize the pro-

cessing power of future multiple-core processors [54].

In the literature, there are different proposals to decode multi-threaded H.264/AVC sequence

in a multi-threaded manner [55, 56, 57]. However, multi-threaded MVC decoding is a rel-

atively fresh topic and there are only two approaches, [58] and [59], in the literature. The
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first one [58] is an early version of our own work where the second multi-threading method

is adopted, and we propose generating independently decodable MVC streams with a limited

amount of redundant decoding operations. The second approach [59] is an extension of a

multi-threading implementation for H.264/AVC to MVC. In this approach, the key idea is to

start decoding a predicted frame as soon as the necessary macroblocks in the reference frame

is decoded.

3.1.1 State of the art in Multi-threaded MVC

A new coding structure is proposed in [59] to allow parallel encoder/decoder operation for

different views without a significant change in the coding efficiency and it is adopted in the

upcoming MVC standard. Parallel encoding/decoding is enabled by using constraints on the

available reference area that a macroblock can depend from the other views. One example

case for available reference area selection is depicted in Figure 3.1. In this example, only

the first two row of macroblocks in View-0 are necessary for the first row of macroblocks in

View-1. That means decoding of View-1 can be initiated once that region is decoded by the

first thread. Similarly for the second row of macroblocks in View-1, decoder needs to wait

until first 3 rows are available. Only SEI messages are sent from the encoder to signal the

available area in order to start pipelining of views. Experimental results show similar coding

efficiency with significant parallelism available with this structure. However, this approach

requires frequent synchronization between threads and introduces some delay. Moreover, the

implementation of SEI messages are optional and only decoders supporting the SEI can take

advantage of this technique.

3.1.2 Proposed Multi-Threaded MVC

The proposed solution for multi-threaded processing is to decompose the input N-view stream

into M independently decodable sub-streams, and then perform the decoding of each sub-

stream by separate threads using multiple instances of an optimized MVC decoder. There are

two important criteria in generating such independent streams: i) minimum loss of coding ef-

ficiency and ii) minimum processing overhead. The processing overhead refers to redundant

decoding of some data at more than one cores in order to achieve independent parallel decod-

ing. For example, in the case of simulcast, all streams can be encoded/decoded independent
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Figure 3.1: Reference area selection

of each other in separate threads with no processing overhead, but simulcast results in loss of

coding efficiency compared to MVC. The case of MVC with simplified inter-view prediction

for stereo coding (N=2) is illustrated in Figure 3.2. In Figure 3.2(a), the MVC stream for

single thread stereo video encoding/decoding is depicted. Two separate streams required for

independent decoding of two views on two cores are shown in Figure 3.2(b) and 3.2(c). If

two separate threads are used to perform the decoding operation, the I-Frame in each group of

pictures (GOP) needs to be decoded twice, which results in processing overhead, but there is

no loss of encoding efficiency compared to single thread decoding of the stereo stream shown

in Figure 3.2(c). In order to obtain such independently decodable sub-streams for N>2 and

M>2, the video must be encoded using special inter-view prediction schemes depending on

the number of cores. Special prediction schemes for N=8 views on dual (M=2) and quad

(M=4) core platforms will be described in the following.

3.1.2.1 MVC Decoding using Dual Core Platform

For MVV with N=8, it is possible to generate two independently decodable sub-streams by

letting view 4 to be the independent view as shown in Figure 3.3(b). Then, views 4, 5, 6

and 7 can be decoded by the first thread and views 4, 3, 2, 1, and 0 can be decoded by the

second thread. Notice that the second thread does not have to decode all frames from view

4, redundant decoding of only I frames will be sufficient. Therefore, the processing overhead
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(a)

(b)

(c)

Figure 3.2: Decomposition of a stereo stream into two independent sub-streams. (a) Stereo

stream, N=2, for single-thread decoding (b) Sub-stream for view 0 (c) Sub-stream for view 1
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Figure 3.3: I-frames (Intra) are intra-coded and can be decoded without requiring any other
frame. A-frames (Anchor) are predicted from frames that are from the same time instant but
different view. B frames (bi-predictive) can be decoded using both past and future frames
from the same view.

per GOP is the decoding I frame of the independent view, and there is no loss of encoding

efficiency compared to single core decoding as in Figure 3.3(a).

3.1.2.2 MVC Decoding using Quad Core Platform

For the quad-core case, we require four independently decodable sub-streams, which can be

generated by splitting each sub-stream of the dual-core case into further two sub-streams.

This is done by defining inter-view dependencies between every second view as show in Fig-

ure 3.3(c). The drawback of defining such dependencies is slight increase in the overall bitrate

since the similarity between the views start to diminish as the baseline between cameras in-
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creases. Therefore, encoding efficiency may slightly decrease due to prediction structures

required for M>2 threads. The loss of coding efficiency is demonstrated by results in the

following subsection. The processing overhead is again due to decoding I-frames of the inde-

pendent view. However, this time it is performed by four threads, and therefore, the overhead

is decoding I-frame three times.

3.1.3 Experiments and Results

We have created a testbed that is composed of personal computers with single, dual and quad

core processors at identical clock frequencies (2.4 GHz). Four different test sequences are

encoded at multiple resolutions, namely 320x240 ( CIF), 640x480 ( SD), and 1280x960 ( HD).

Moreover we have selected three different display types, legacy monoscopic display (1 view),

stereoscopic 3D display (2-view) such as [60], and autostereoscopic display (8-view) such as

[61].

We have used 4 different video sequences which are recorded with 8 cameras. Each source

video has different characteristics; Adile is a computer generated video stream at 25 fps and

can be encoded with higher efficiency when compared to other streams due to lack of noise

that is introduced by recording devices. It has 5 cm space between 1D array of virtual cameras

[48]. Information for the other sequences, namely, Ballroom, Race and Rena, can be found in

the JVT document [62].

3.1.3.1 Is multi-threading required for real-time decoding?

Our first objective is to find the case when an optimized decoder fails to sustain the frame

rate. The results that are presented in Table 3.1 reveal that a single-threaded decoding cannot

deliver frames at an adequate rate for MVV display (8-view) at HD-Ready resolution and the

addition of multiple cores does not provide performance gain when multi-threading is not uti-

lized. Figure 3.4 depicts results for HD-Ready resolution. Clearly, the decoding performance

is affected by the number of views and the test sequence. The results are in number of 3D

scenes per second. Notice that frames from all views are used in order to generate a 3D scene

for a time instant. In other words, 240 monoscopic frames should be decoded per second for

playing an 8-view display at 30 fps. One important remark is that, these results are only for
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Figure 3.4: MVC Decoding rates for HD-Ready resolution without multi-threading

MVC decoding operations. In most display systems post processing is required for decoded

frames to generate a 3D scene. Since the time required for this operation depends on the dis-

play, we have not accounted these operations. But in order to provide time for post processing

the decoder should be faster than the display rate. Finally, for the CIF and SD resolutions

single threaded decoding can deliver at 30 fps.

3.1.3.2 What is the performance gain with the proposed architectures?

Significant performance gain is achieved when the proposed architectures are used in multi-

core platforms. Table 3.2 shows the decoding rate for all cases and Figure 3.5 depicts the

results of 8-view display at HD-Ready resolution. These results show that addition of second

core yields almost linear performance gain. Further addition of two cores improves the per-

formance significantly as well, and the decoding rate reaches three times of what it has been

without multi-threading. Moreover, it is possible to extend the encoding schemes for 8-core

platforms to further increase the achieved rates for more powerful platforms.

3.1.3.3 What is the multi-threading overhead for platforms with single-core?

It is possible that an application cannot determine the number of cores present in the system

due to user restrictions or the operating system depended configurations. Similarly in video
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Figure 3.5: Decoding rates for autostereoscopic display at HD-Ready resolution using multi-
threading

streaming the server has limited information about the client. In such cases it would be good to

be able to decode a stream that is intended for multi-core platforms using single-core platform

without significant loss in decoding efficiency.

There are two major reasons for performance loss, multi-threading overhead and redundant

decoding. In the proposed multi-threaded architecture some frames are decoded multiple

times to provide independence among streams. Such operations become redundant if only

single core is present and degrades the decoding performance. In order to investigate the

effect of redundancy we have decoded streams that are intended for quad-core platforms us-

ing a single-cored PC. Table 3.3 presents decoding rates for such streams and also provides

the case when correct stream is used to make an easy comparison. The results reveal that

enabling multi-threading for single-core platforms can generate a loss of up to %5 decoding

performance.
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Figure 3.6: RD curves for MVV content for multi-threaded encoding schemes

Table 3.4: Encoding efficiency of the proposed schemes relative to simulcast approach

Proposed (Single Core) Proposed (Dual Core) Proposed (Quad Core)
Adile + 5.40 dB + 5.47 dB + 5.66 dB

Ballroom + 0.62 dB + 0.59 dB + 0.50 dB
Race + 0.69 dB + 0.96 dB + 0.43 dB
Rena + 0.56 dB + 0.51 dB + 0.48 dB

3.1.3.4 What is the RD performance of multi-threaded encoding schemes?

We propose different prediction schemes based on the number of cores of the target platform

and but it has minor effect on the encoding performance. In the dual-core case the only re-

quirement is to change the view ID of the independent view, which can benefit or hurt the

encoding efficiency with the same probably. For the quad-core case however, we define de-

pendencies for views that are not adjacent to each other. The rate distortion performances of

the sequences are given in Figure 3.6. The results show that the cost of defining proposed

dependencies has minor effect over the encoding efficiency. The results are also shown ac-

cording to BD-rates compared with simulcast approach as described in [63] in Table 3.4.
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3.1.3.5 Comparison with an Alternative Solution

The performance comparison is performed in terms of decoding speed and coding efficiency,

assuming that there exists a single core for each view. In [59], authors have presented their

results as the required increase in the speed of the decoder in order to achieve the same frame

rate for the case of standard monocular video. For example ’x8’ refers to a case in which the

decoder should be 8 times faster. Clearly a smaller value refers to a better case.

The prediction structure used in [59] is given below as the list of views and their respective

dependencies in parentheses:

View 0(-), 1(0,2), 2(0), 3(2,4), 4(2), 5(4,6), 6(4), 7(6)

In [59], number of macroblock rows required for decoding a view is a parameter which is

sent through SEI messages. In their work this number is selected as 2. So in order to start

decoding view 2, decoder needs to wait until first 2 rows of view 0 is decoded. If we call this

duration as δ (for an image height of 480, 2 rows corresponds to 32 pixels and 32/480 of a

frame time).

For 2-core systems, decoding of views are distributed to cores according to decoding order as

follows:

Core-0: View 0,1,3,5

Core-1: View 2,4,6,7

In order to start decoding View 2, Core-1 needs to wait δ duration. So total duration for a

single frame will be (4+ δ) frame time. With δ=0.07, 2-core system requires 4.07 times faster

decoder.

Similarly for 4-core system distribution is as follows:

Core-0: View 0,3

Core-1: View 2,6

Core-2: View 1,5

Core-3: View 4,7
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Table 3.5: The theoretical decoding speed requirement depending on the number of cores

# Core Proposed (GOP Size 12) Proposed (GOP Size 16) Standard
2 4.08 4.06 4.07
4 2.08 2.06 2.13
8 1.08 1.06 1.27

In order to start decoding View 2, Core-1 needs to wait δ duration. In order to start decoding

View-1, Core-2 needs to wait 2 ∗ δ duration. Similarly, Core-3 needs to wait similarly 2 ∗ δ

duration. So total duration for a single frame will be (2 + 2 ∗ δ) frame time. 4-core system

requires 2.13 times faster decoder.

For 8-core system, every core will decode a single view. For this system, we will denote core

numbers as the corresponding view numbers. Each core will wait until required number of

macroblocks are ready from the required views. Core-2 will wait for δ duration for View-0.

Core-1 and Core-4 will wait for 2 ∗ δ duration for View-2. Core-3 and Core-6 will wait for

3 ∗ δ for View-4. Core-5 and Core-7 will wait for 4 ∗ δ for View-6. So total duration for a

single frame will be (1 + 4 ∗ δ) frame time. 8-core system requires 1.27 times faster decoder.

In order to find the required increase in the MVC decoder for our case, we have to use the

ratio of overall decoding operations to number of obtained 3D scenes as in Equation 3.1. For

example, if ten frames are decoded in parallel to generate five 3D scenes, then the decoder

should be twice as fast. In our case the redundancy is decoding one I-frame for each GOP.

Therefore, we use GOP size as a parameter in our calculations it is defined as in Equation 3.2.

Table 3.5 presents comparison of the derived results between our theoretical solution, which

is based on Equation 3.2 and the standard solution based on the methods defined in [59].

requiredRateO f Increase =
totalDecodingOperations

use f ulDecodingOperations
(3.1)

requiredRateO f IncreaseProposed(GOPS ize) =
1 + ViewsPerCorexGOPS ize

GOPS ize
(3.2)

When we compare the observed rates in Table 3.2 and the theoretical rates in Table 3.5 we see

that there is a strong correlation but as expected the observed rate is slower than the theoretical

rate. As far as we can identify there are three major reasons for this behavior; i) the throughput
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Table 3.6: Simulations results vs theoretical calculations

# Core Proposed (observed) Proposed (theoretical) Standard(theoretical)
1 8.99 8 8
2 4.9 4.06 4.07
4 3 2.06 2.13

Table 3.7: Encoding efficiency of the schemes relative to simulcast approach

Proposed (Quad-Core) Standard
Ballroom + 0.50 dB + 1.17 dB

Race + 0.43 dB + 0.92 dB

of the multi-core processors are not exactly linear with the number of cores and that generates

an upper bound. ii) It takes a longer time to decode a reference picture than predicted one but

in the formulations the weight of all frames are equal. This is the case for both the theoretical

study of the proposed and the standard solution. iii) The threads have to be synchronized

periodically. In our solution this period is once in a GOP while in the proposed solution it is

in the order of macroblocks. Based on these facts we believe that, if the standard solution is

implemented on an optimized MVC decoder, it would run much slower than the theoretical

expectations.

Encoding efficiency for the proposed scheme is compared against [59] using difference PSNR

using the method described in [63] relative to the simulcast coding. Test conditions used

are advised by the JVT standardization committee [62]. Simulcast is encoded with the same

settings but without inter-view prediction. Table 3.7 summarizes the results for joint set of

test sequences of both proposed approach and [59] and show that both method has similar

performance.

3.1.4 Conclusions

From the experimental results, we can clearly see that single-threaded decoding is not ade-

quate for MVV display (8-view) @ HD-Ready resolutions. In order to solve the problem,

adding multiple cores to the system does not provide any performance gain as well using

the standard encoding structures. However by using our proposed architecture, we achieved

2 times performance for dual-core systems and 3 times performance for quad-core systems.
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Loss in the encoding efficiency is not significant compared with the solution proposed in [59]

and the advantage of the proposed system is its simplicity and ease to implement.
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CHAPTER 4

Streaming of 3D over Internet

In this chapter, problems and solutions for streaming 3D over internet is addressed.

4.1 End-to-end Stereoscopic Video Streaming with Content-Adaptive Rate and

Format Control

In this section an end-to-end stereoscopic video streaming system using content-adaptive rate

and format control is introduced. Efficient compression and real-time streaming of stereo-

scopic video over the current Internet is addressed in this work. In order to implement

this system, we introduce content-adaptive stereo video coder (CA-SC) based on asymmetric

stereoscopic video coder explained in Section 2.2. We also developed stereoscopic 3D video

streaming server and clients by modifying available open source platforms, where each client

can view the video in mono or stereo mode depending on its display capabilities.

Recently, a 3DTV prototype system, similar to our system, with real-time acquisition, trans-

mission and autostereoscopic display of dynamic scenes, has been offered by MERL. Multiple

video streams are encoded and sent over a broadband network. The 3D display shows high-

resolution stereoscopic color images for multiple viewpoints without special glasses. This

system uses light-field rendering to synthesize views at the correct virtual camera positions

[23].

The proposed content-adaptive stereo encoder (CA-SC) is motivated by the suppression the-

ory and reduces the spatial resolution and/or the frame (temporal) rate of the target (right)

sequence adaptively according to its content-based features. The principle behind content

adaptive video coding is to parse video into temporal segments. Each temporal segment
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can be encoded at different spatial, temporal and SNR resolution (hence at a different tar-

get bitrate) depending on its low and/or high-level content-based features. Even though this

approach has been used for monoscopic video encoding [64, 65, 66, 67], there are no such

studies in the literature for content-adaptive stereoscopic coding. The proposed CA-SC codec

[14] is an extension of the stereo codec (SC) in [25] which is based on H.264/AVC explained

in Section 2.2. We note that CA-SC can also be implemented as an compliant way using the

recently standardized MVC codec [11].

Spatial Scene Complexity and Temporal Activity measures are used for the classification

of temporal segments. According to the classification, spatial, temporal or spatio-temporal

downsampling is applied to right video. Motion vector statistics and Pixel Variance are used

to for classification. More details can be found in [15].

The streaming system is based on open source platforms with the following modifications.

Encoder is a modified version of H.264/AVC reference software. Encoded bitstream is en-

capsulated into RTP/UDP/IP packetization. In order to establish a streaming channel be-

tween server and client Session Description Protocol (SDP) is used and modified to signal

for the stereoscopic content. In order to decode stereoscopic video in real-time, FFMPEG

H.264/AVC decoder is modified in order to decode bitstream encoded by [14]. VideoLAN

Media Player (VLC) is used as client with the modified FFMPEG decoder and modified dis-

play modules.

4.2 A Standards-Based, Flexible, End-to-End Multi-View Video Streaming Ar-

chitecture

In order to improve previously introduced streaming system, we propose a standards-based,

flexible, end-to-end MVV streaming architecture in [32, 68] as shown in Figure 4.1. This sys-

tem supports several different display types including monoscopic, autostereoscopic displays

(2-view or 8-view) and stereoscopic displays with anaglyph glasses. System also supports

VpD encoded streams for single view and 2-view displays. Modifications for SDP are ex-

tended for multi-view video with the newly added dependency lists. Encoder is updated to use

standard MVC reference software (JMVM 3.0.2) and decoder is modified FFMPEG decoder

compliant with this encoder. In order to cope with losses, multi-view error concealment is also
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Figure 4.1: Standards-Based, Flexible, End-to-End Multi-View Video Streaming Architec-
ture.

implemented as explained in [69]. Encoded bitstream is sent through several ports classified

according to view id and picture type (anchor/non-anchor). Depending on the required views,

only required set of ports are connected by the client as shown in Figure 4.1. This enables

adaptation of MVC stream on the fly depending on the client capabilities. MVV decoding for

8-views in real-time requires multi-threading on multi-core systems as explained in Chapter

3, therefore multi-threaded decoding is also implemented for the client application. In this

version instead of VLC, new client application is developed with required functionalities.

4.3 Rate-Distortion Optimization for Stereoscopic Video Streaming with Un-

equal Error Protection

Existing stereoscopic techniques compress the data by exploiting the dependency between the

left and right views; however, the compressed video is more sensitive to data losses and needs

added protection against transmission errors. To make matters more complicated, the rate of

packet losses in the transmission channel is typically time-varying. Hence, one faces a difficult

joint source-channel coding problem where the goal is to find the optimal balance between the

distortion created by lossy source compression and the distortion caused by packet losses in

the transmission channel. We address this problem by (i) proposing a heuristic methodology

for modeling the end-to-end RD characteristic of such a system, and (ii) dynamically adjusting

the source compression ratio in response to channel conditions so as to minimize the overall

distortion.

39



As opposed to stereoscopic video streaming, various studies exist in the literature for layered

or non-layered monoscopic video on optimal rate allocation and error resilient streaming on

error prone channels such as Packet Erasure Channel (PEC). The early studies on monoscopic

video streaming mainly concentrate on non-layered video and the optimal bit control and bit

rate allocation for the video elements [70, 71, 72, 73]. RD optimization is the most widely

used optimization method for the quality of video and it is a mechanism that aims to calculate

optimal redundancy injection rate into the network while adapting the video bit rate accord-

ingly in order to match the available bandwidth estimate. Redundancy may be generated by

means of either retransmissions or forward error correction (FEC) codes and this redundancy

is used to minimize the average distortion resulting from network losses during a streaming

session [74, 75, 76, 77]. Even though retransmission methods can be used in video stream-

ing applications as in [78], it may bring large latency for video display. On the other hand,

FEC schemes insert protection before the transmission and do not utilize retransmissions. In

literature, FEC methods are studied for video streaming as in [79], [80] and [81].

A novel technique that recently becomes popular for error protection in lossy packet networks

is Fountain codes, also called rateless codes. The Fountain coding idea is proposed in [82]

and followed by practical realizations such as LT codes [83], online codes [84] and Raptor

codes [85]. Following the practical realizations, Fountain codes have gained attention in video

streaming in recent years [86], [87], [88]. The main idea behind Fountain coding is to produce

as many parity packets as needed while streaming. This approach is different than the general

idea of FEC codes where channel encoding is performed for a fixed channel rate and all

encoded packets are generated prior to transmission. The idea is proven to be efficient in [83]

for large source data sizes, as in the case of video data, and does not utilize retransmissions.
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Figure 4.2: Overview of the stereoscopic streaming system

Due to a more intense prediction structure, stereoscopic video, the main focus of this work, is
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more prone to packet losses compared to monoscopic video. Inter-dependent coding among

views may result in quality distortion for both views if a packet from one view is lost. Even

though FEC codes and optimal bit rate allocations are studied in depth for monoscopic video

streaming, only a few studies exist for stereoscopic video streaming [89]. In [89], stereoscopic

video is layered using data partitioning but an FEC method specific to stereoscopic video is

not used. We aim at filling the gap in the literature on optimal error resilient streaming of

stereoscopic video.

An overview of our proposed stereoscopic streaming system is presented in Fig. 4.2. Initially,

the scene of interest has to be captured with two cameras to obtain the raw stereoscopic video

data. The video capture process is not in the scope of our work, thus we use publicly available

raw video sequences. We encode the raw stereoscopic video data with an H.264 based multi-

view video encoder. We use the codec in stereoscopic mode and generate three layers which

are denoted with the symbols I, L and R. I-frames are the intra-coded frames of the left view,

L and R-frames are the inter-coded frames of the left view and right view. The video encoder

can encode each layer with different quantization parameters, thus with different bit rates RI ,

RL and RR. Due to lossy compression, the encoding process causes a distortion of De in the

video quality. After the stereoscopic encoder, we apply FEC to each layer separately where

we use Raptor codes as the FEC scheme. The channel of interest in our system is a packet

erasure channel of loss rate pe and the available bandwidth of the channel is RC . We apply

different protection rates ρI , ρL and ρR to each layer, because they contribute differently to the

video quality. After the lossy transmission, some of the packets are lost and Raptor decoder

operates to recover the losses. However, some packets still may not be recovered and the

loss of these packets causes a distortion of Dloss in the video quality. In this system, our

goal is to obtain the optimal values of encoder bit rates RI , RL and RR and protection rates

ρI , ρL and ρR by minimizing the total distortion Dtot , (De + Dloss). In order to execute the

minimization, we obtain the analytical models of each part of our system. We start with the

modeling of the RD curve of each layer of the stereoscopic video encoder. Then, we define

the analytical model of the performance of Raptor codes. Finally, we estimate the distortion

on the stereoscopic video quality caused by packet losses.
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Figure 4.3: Stereoscopic encoder and decoder structure

4.3.1 Stereoscopic Codec

The general structure of a stereoscopic encoder and decoder is given in Fig. 4.3. In order

to maintain backward compatibility to monoscopic decoders, left frames are encoded with

prediction only from left frames, whereas right frames are predicted using both left and right

frames. This enables standard monoscopic decoders to decode left frames.

Any video codec with this basic structure can be used with the proposed streaming system

in this work. Multi-View Extension of H.264 standard [90] (JMVM software) is one of the

candidate codecs for this work. However, hierarchical B picture coding used in this codec

increases the complexity. In order to decrease complexity and simplify decoding procedure,

we have used [25] explained in Section 2.1.1 with the structure given in Fig. 4.3. The results

can easily be extended for JMVM codec.

The referencing structure of the codec in [25] is given in Fig. 4.4, where we set the GOP

size to 4. Let IL,PL and PR denote the set of I-frames of left view, P-frames of left views
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and P-frames of right views respectively. The set of frames can be written in open form as

IL = {IL1, IL5, ...}, PL = {PL2, PL3, ...}, PR = {PR1,PR2, ...}, where L and R indicate the frames

of left and right video.

Although this coding scheme is not layered, frames are not equal in importance. We can clas-

sify the frames according to their contribution to the overall quality and use them as layers of

the video. Since losing an I-frame causes large distortions due to motion / disparity compen-

sation and error propagation, I-frames should be protected the most. Among P-frames, left

frames are more important since they are referred by both left and right frames. According

to this prioritization of the frames, we form three layers as shown in Fig. 4.4. Layers can be

coded with different quality (bit rate) by using either spatial scaling as explained in Section

2.2 or quantization. We used quantization parameter to adjust the quality of different layers.
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Figure 4.4: Layers of stereoscopic video and referencing structure

In the case of slice losses in transmission, we employ different error concealment techniques

for different layers in the decoder. For layer 0, since there is no motion estimation, we use

spatial concealment based on weighted pixel averaging [91]. For layer 1, we use temporal

concealment. Co-located block from the previous layer-1 frame is used in place of the lost

block. For layer 2, we use temporal concealment but with a slight modification. In this case,

co-located block can be taken either from previous layer-2 frame or from the layer-1 frame

from the same time index. Depending on the neighboring blocks motion vectors, appropriate

frame is selected and co-located block from the selected frame is used in the place of the lost

block.

43



4.3.2 Analytical Model of the RD Curve of Encoded Stereoscopic Video

In this subsection, we model the RD curve of stereoscopic video. The RD curve of video

is widely used for optimal streaming purposes [74, 75, 76, 77], which provides the optimal

streaming bit rate for a given distortion in video quality and vice versa. In [92], a simple

analytical RD curve model that can accurately approximate a wide range of monoscopic video

sequences is presented. The model in [92] has the form

De (R) =
θ

R − R0
+ D0 (4.1)

where De (R) is the mean-squared error (MSE) at the video encoder output at the encoding

rate of R bits/sec. There are 3 parameters to be solved which are θ, R0 and D0. The parameters

R0 and D0 do not correspond to any rate or distortion values and they are not initial values.

At least three samples of the RD curve are required to solve for the parameters.

The proposed analytical model in (4.1) can be used for each layer of video separately as stated

in [92]. However, the model is not suitable for the cases when the layers are dependent. In

our experiments, when we applied the analytical model in (4.1) separately to each one of our

layers we observed that the models were not accurate enough to approximate the RD curve.

Thus, the analytical models had to be modified for dependent layers.

We have extended the analytical RD model of monoscopic video proposed in [92] to stereo-

scopic case. We modified the model in order to handle the dependencies among the layers.

The structure of the layers of our stereoscopic codec is described in subsection 4.3.1 and pre-

sented in Fig. 4.4. The primary layer is layer 0 (I-frame) which consists of intra frames and it

does not depend on any previous frames. Thus, the distortion of layer 0 only depends on the

encoder bit rate of layer 0. The second layer is layer 1 whose frames are coded dependent on

previous frames of layer 1 and layer 0. Thus, the distortion of layer 1 depends on the encoder

bit rates of layer 1 and layer 0. The third layer is layer 2 whose frames are coded dependent

on previous frames of layer 2, layer 1 and layer 0. Thus, the encoder distortion of layer 2

depends on the encoder bit rates of all layers. We modeled the RD curves of each layer to

include the stated dependencies.
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Table 4.1: Encoder RD Curve Parameters for ‘Rena’ Video

Layer 0 θI R0I D0I

1.605e+011 6050 -289860
Layer 1 c1 θL R0L D0L

0.616 3.483e+013 51858 6142922
Layer 2 c2 c3 θR R0R D0R

0.308 0.086 4.535e+013 50000 4056654

Table 4.2: Encoder RD Curve Parameters for ‘Soccer’ Video

Layer 0 θI R0I D0I

2.978e+011 10249 120330
Layer 1 c1 θL R0L D0L

0.456 1.513e+014 -23018 2209000
Layer 2 c2 c3 θR R0R D0R

0.333 0.235 1.496e+014 19482 6003200

4.3.2.1 RD Model of Layer 0

The RD curve model of layer 0 is given in (4.2). Layer 0 is encoded as an independent

monoscopic video; hence, we model its RD curve using the same framework as in (4.1) and

set the model as

DI
e (RI) =

θI
RI − R0I

+ D0I (4.2)

Here, DI
e (RI) is the MSE coming from layer 0 when layer 0 is allocated a rate of RI bits/sec.

The model parameters are θI , R0I and D0I , which have to be solved.

4.3.2.2 RD Model of Layer 1

The next analytical model is realized for layer 1 which consists of predicted frames of left

view. As stated previously, the encoder distortion of layer 1 depends on the encoder bit rate

of layer 1 and layer 0. We modify the model in (4.1) to handle this dependency as

DL
e (RL,RI) =

θL
RL + c1RI − R0L

+ D0L (4.3)
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Here, DL
e (RL,RI) is the MSE coming from layer 1 when layer 1 and layer 0 are allocated the

rates of RL and RI bits/sec, respectively. The model parameters are θL, c1, R0L and D0L, which

also have to be solved. The term c1RI in the denominator is inserted to handle the dependency

of the distortion of layer 1 to layer 0 where the encoder bit rate of layer 0 is weighted with the

parameter c1.

4.3.2.3 RD Model of Layer 2

The last analytical model is realized for layer 2 which consists of the frames of right view.

Since the distortion of layer 2 is dependent on all layers, the analytical model has to include

the encoder bit rates of all layers. We modify the model in (4.1) to handle this dependency as

DR
e (RR,RL,RI) =

θR
RR + c2RI + c3RL − R0R

+ D0R (4.4)

Here, DR
e (RR,RL,RI) is the MSE coming from layer 2 when layer 2, layer 1 and layer 0 are

allocated the rates of RR, RL and RI bits/sec, respectively. The model parameters are θR, c2,

c3, R0R and D0R, which also must be solved. The terms c2RI and c3RL in the denominator are

inserted to handle the dependency of layer 2 to layer 0 and layer 1.

4.3.2.4 Results on RD Modeling

In order to construct the RD curve models of stereoscopic videos, i.e., to obtain the model

parameters, we used curve fitting tools. We used the stereoscopic videos ‘Rena’ and ‘Soccer’

explained in subsection 4.3.5.2 and obtained the RD curve models of these videos for the

analytical models in (4.2) to (4.4). We used a general purpose non-linear curve fitting tool

which uses the Levenberg-Marquardt method with line search [93]. Before the curve fitting

operation we obtained many RD curve samples of the video by sweeping the quantization pa-

rameters of each layer from low to high quality. We obtained more RD samples than required

in order to be able to observe the curve fitting performance. Then, we chose some of the RD

samples and inserted into the curve fitting tool. The resulting analytical model parameters of

the curve fit process are given in Tables 4.1 and 4.2 for the chosen videos. The parameters are

in accordance with the properties of the videos. ‘Rena’ has static background with moving
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objects and ‘Soccer’ has a camera motion. Since the ‘Soccer’ video has a camera motion,

while encoding a right frame, correlation with the current left frame can be more than the

previous right frame. This shows why the c3 parameter of layer 2 of the ‘Soccer’ video is

high when compared with the results of the ‘Rena’ video.

In Figs. 4.5 to 4.10, we present the results of analytical modeling of the RD curves. In

Figs. 4.5 and 4.6, we give the results for layer 0 where the analytical models are constructed

using the model in (4.2) with the corresponding parameters from Tables 4.1 and 4.2. The RD

samples correspond to the actual RD values obtained from the video encoder before the curve

fitting process. Later, the results for layer 1 are presented in Figs. 4.7 and 4.8 and those of

layer 2 are presented in Figs. 4.9 and 4.10. In the figures for layer 1 and 2, we present two

cross-sections of the RD curves. The cross sections are obtained by fixing the encoder bit rates

of the layers other than the corresponding layer of interest. The average difference between

analytical models and RD samples for the ‘Rena’ video are 3.62%, 7.60% and 9.19% for layer

0,1 and 2 respectively, and those of the ‘Soccer’ video are 1.00%, 5.87% and 8.89%. Thus,

for both of the videos, which have different characteristics, satisfactory results are achieved

where the analytical model approximates the RD samples accurately.
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Figure 4.5: RD curve for layer 0 of the ‘Rena’ video

4.3.3 Analytical Modeling of The Performance Curve of Raptor Codes

Analytical model of the performance curve of Raptor codes is modeled heuristically as defined

in [17]. This model is going to be used for the derivation of optimal parity packet allocation
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Figure 4.6: RD curve for layer 0 of the ‘Soccer’ video
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Figure 4.7: RD curve for layer 1 of the ‘Rena’ video

to layers in Section 4.3.5 in the end-to-end distortion minimization. The analytical model is

defined as

Nu (Ni,Nr, ρ) =


Ni − Nr

(1+ρ) Nr ≤ Ni

Ni
ρ

(1+ρ) 2
(Ni−Nr) Nr > Ni

(4.5)

In (4.5), Nu (Ni,Nr, ρ) is the analytical model of the number of undecoded input symbols

which is a function of Ni, Nr and ρ.
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Figure 4.8: RD curve fit for layer 1 of the ‘Soccer’ video
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Figure 4.9: RD curve for layer 2 of the ‘Rena’ video

4.3.4 Estimation of Transmission Distortion

In this subsection, our aim is to estimate the loss distortion in video remaining after the Raptor

decoder and stereoscopic video decoder (Dloss). We explain the estimation of residual loss

distortion step by step.

4.3.4.1 Lossy Transmission

The channel of interest in our work is PEC as mentioned previously. During the transmission

of stereoscopic video layers from PEC, Network Abstraction Layer (NAL) units are lost with
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Figure 4.10: RD curve for layer 2 of the ‘Soccer’ video

probability pe. In the remaining part of our work, for simplicity, X will represent the layer

denotations I, L and R. We have three layers of video with source bit rate RX which are

Raptor encoded separately with inserted parity rate ρX . Thus, NX
i (1 + ρX) output symbols

are created and transmitted for each layer. After lossy transmission, the number of received

output symbols in Raptor decoder can be calculated as

NX
r = NX

i (1 + ρX) (1 − pe) (4.6)

Here, we use the average loss probability for simplified modeling purposes only. The exper-

imental results in Section 4.3.5.2 reflect the actual distortions over lossy channels where a

single packet is lost with probability pe.

After receiving NX
r output symbols Raptor decoder operates to solve for the input symbols.

We use the model of the performance curve of Raptor codes to obtain the average number of

undecoded input symbols using (4.5). The average number of undecoded input symbols (the

residual number of lost NAL units) can be calculated as

NX
u = Nu

(
NX

i ,N
X
r , ρX

)
(4.7)
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4.3.4.2 Propagation of Lost NAL units in Stereoscopic Video Decoder

Due to the recursive structure of the video codec, the distortion of a NAL unit loss not only

causes distortion in the corresponding frame but it also propagates to subsequent frames in

the video. Initially, since each NAL unit contains a specific number of macroblocks (MBs),

we estimate the distortion in a frame when a single MB is lost . The distortion is calculated

after error concealment techniques, explained in subsection 4.3.1, are applied for the lost MB.

Then, we calculate the average propagated distortion of a single MB and, consequently, a

NAL unit.

In [92], a model for distortion propagation is proposed where the propagated error energy

(distortion) at frame t after a loss at frame 0 is given as

σ2
u (t) =

σ2
u0

1 + γt
(4.8)

Here, σ2
u0 is the average distortion per lost unit, and γ is the leakage factor which describes

the efficiency of the loop filtering in the decoder to remove the introduced error (0 < γ < 1).

We assume γ ≈ 0 which results in worst case propagation where the distortion propagates

equally to all subsequent frames (σ2
u (t) = σ2

u0). In the following paragraphs, we calculate the

propagated NAL unit loss distortion for each layer separately where we set MBs as the video

unit.

NAL unit loss from Layer 0 The expression in (4.9) gives the average distortion of spatial

error concealment when a lost MB is concealed by the average of its neighboring MBs. In

(4.9), S MB, MBi, S MB,i, N′i and N I
MB represent the set of macroblocks, the ith macroblock, the

set of ith MB’s neighbors, the number of neighbors of ith MB and the number of MBs of layer

0 respectively. II(x, y, 0) denotes the pixel in position (x, y) of the intra frame of layer 0. Layer

0 consists of a single intra frame, thus only spatial error concealment can be used due to intra

coding as described in Section 4.3.1.

σ2
I0 =

1
N I

MB

∑
k∈S MB

[ ∑
x,y∈MBk

(II (x, y, 0)

− ∑
x′,y′∈MB′k

II (x′, y′, 0) /N′k

2 (4.9)
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In Fig. 4.11, the propagation of an MB loss in an I-frame is demonstrated. The black box in

the frame IL1 represents a possible loss in the I-frame. The loss causes a distortion of σ2
I0 as

calculated in (4.9) for the frame IL1. The loss propagates to all subsequent frames with equal

distortion on the average since both L-frames and R-frames refer initially to the I-frame. If

we denote the GOP size as T, then the average of total propagated loss distortion when an MB

is lost from layer 0 can be calculated as

DI
MBprop = 2Tσ2

I0 (4.10)
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Figure 4.11: Propagation of a MB loss from I-frame

In order to calculate the average distortion of losing a NAL unit from layer 0 (DI
NALloss), we

have to calculate the average number of MBs in a NAL unit. Let N I
MB denote the number of

MBs in layer 0. Then, DI
NALloss can be calculated as

DI
NALloss =

N I
MB

N I
i

 · DI
MBprop (4.11)

NAL unit Loss from Layer 1 The expression in (4.12) gives the average distortion of tem-

poral error concealment when a lost NAL unit is concealed from the previous frame of layer

1. In (4.12), NL
MB and T represent the number of MBs of layer 1 and GOP size respectively.

IL(x, y, i) denotes the pixel in position (x, y) of ith frame of layer 1. Layer 1 consists of pre-

dicted frames of left view. In our stereoscopic codec, we used temporal error concealment for

layer 1 as described in Section 4.3.1.

σ2
L0 =

1
T−1

T−1∑
i=1

∑
x,y

[
IL (x, y, i) − IL (x, y, i − 1)

]2

NL
MB

(4.12)
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In Fig. 4.12, the propagation of an MB loss in an L-frame is demonstrated. The black box in

the frame PL2 represents a possible loss in the L-frame. The loss causes a distortion of σ2
L0 as

calculated in (4.12) for the frame PL2. The loss propagates to all subsequent L-frames with

equal distortion since each L-frame refers to the previous L-frame. Let m denote the frame

index of loss in a GOP, then the average propagated loss to L-frames can be calculated as

1
T − 1

T−1∑
m=1

(T − m)σ2
L0 (4.13)

IL1 PL2 PL3 PL4 

PR1 PR2 PR3 PR4 

2
0

1

2 Lσ  2
0
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4 Lσ  2
0

7

8 Lσ  

2
0Lσ  2

0Lσ  2
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Figure 4.12: Propagation of a MB loss from L-frame
The MB loss also propagates to R-frames. However, R-frames not only refer to current L-

frames but also previous R-frames. Due to this fact, the distortion in PR2 can be calculated as

σ2
L0/2 using the previous undistorted MB (white box in PR1). In the frame PR3 the propagated

distortion can be calculated as
(
σ2

L0/2 + σ
2
L0

)
/2 = 3

4σ
2
L0. In the subsequent frames the propa-

gated distortion is calculated similarly as shown in Fig. 4.12. The average of total propagated

distortion in an R-frame caused by the loss of an L-frame MB can be calculated as

1
T − 1

T−1∑
m=1

T−m∑
n=1

((
1 − 1

2n

)
σ2

L0

)
(4.14)

Thus, the average of total propagated distortion when an MB is lost from layer 1 can be

calculated as

DL
MBprop =

1
T − 1

T−2∑
m=0

m∑
n=0

((
2 − 1

2n+1

)
σ2

L0

)
(4.15)

In order to calculate the average distortion of losing a NAL unit from layer 1 (DL
NALloss), we

have to calculate the average number of MBs in a NAL unit. Let NL
MB denote the number of

MBs in layer 1. Then, DL
NALloss can be calculated as
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DL
NALloss =

NL
MB

NL
i

 · DL
MBprop (4.16)

NAL unit Loss from Layer 2 The expression in (4.17) gives the average distortion of tem-

poral error concealment when a lost NAL unit is concealed from the frames of layer 2 and

layer 1. In (4.17), NR
MB and T represent the number of MBs of layer 2 and GOP size respec-

tively. IR(x, y, i) denotes the pixel in position (x, y) of ith frame of layer 2. Layer 2 consists

of predicted frames of right view. In our stereoscopic codec, we used temporal error conceal-

ment for layer 2 where the frames are referred to previous layer 2 and current layer 1 frames

as described in subsection 4.3.1.

σ2
R0 =

∑
x,y

[IL(x,y,0)−IR(x,y,0)]2

(T−1)NR
MB

+

T−1∑
i=1

∑
x,y

[(
IR(x,y,i−1)+IL(x,y,i)

2

)
−IR(x,y,i)

]2

(T−1)NR
MB

(4.17)

In Fig. 4.13, the propagation of an MB loss in an R-frame is demonstrated. The black box in

the frame PR2 represents a possible loss in the R-frame. The loss in an R-frame propagates

only to the subsequent R-frames. A loss in the frame PR2 creates a distortion of σ2
R0 as

calculated in (4.17). In frame PR3, the propagation distortion can be calculated as σ2
R0/2

using the undistorted MB in the L-frame (white box in PL3). In each of the following R-

frames the propagated distortion is the half of the previous R-frame. Thus, the average of

total propagated distortion when an MB is lost from layer 2 can be calculated as

DR
MBprop =

T−1∑
m=0

1
T

m∑
n=0

(
1
2nσ

2
R0

)
(4.18)

In order to calculate the average distortion of losing a NAL unit from layer 2 (DR
NALloss), we

have to calculate the average number of MBs in a NAL unit. Let NR
MB denote the number of

MBs in layer 2. Then, DR
NALloss can be calculated as

DR
NALloss =

NR
MB

NR
i

 · DR
MBprop (4.19)
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Figure 4.13: Propagation of a MB loss from R-frame

4.3.4.3 Calculation of Residual Loss Distortion

In this part, we calculate the average transmission distortion after Raptor decoder and stereo-

scopic video decoder. Let DX
loss denote the residual transmission distortion. In (4.20), we

calculate DX
loss by multiplying the number of undecoded input symbols with the average dis-

tortion of losing a NAL unit.

DX
loss (RX , ρX , pe) = Nu

(
NX

i ,N
X
r , ρX

)
· DX

NALloss (4.20)

Here, we use the assumption that the NAL unit losses are uncorrelated which is met for low

number of losses after the Raptor decoder. Thus, the accuracy of the model may reduce for

high loss rates.

4.3.5 End-to-End Distortion Minimization and Performance Evaluation

As the last part of our system, we minimize the total end-to-end distortion to find the optimal

encoder bit rates and UEP rates and evaluate the performance of the system. We present the

minimization as

min
(RI ,RL,RR,ρI ,ρL,ρR)

Dtot

s.t. (1 + ρI) RI + (1 + ρL) RL + (1 + ρR) RR = RC

(4.21)

The minimization aims at obtaining the optimal encoder bit rates RI , RL and RR, and optimal

parity ratios ρI , ρL and ρR for given pe and RC . The constraint ensures that the final bit
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rate satisfies a total transmission bandwidth of RC including both the encoder bit rates and

protection data bit rates. In (4.22), we present the calculation of Dtot where DI
e (.), DL

e (.) and

DR
e (.) are the encoder distortions defined in (4.2), (4.3) and (4.4), and DI

loss (.), DL
loss (.) and

DR
loss (.) are the residual loss distortions defined in (4.20).

Dtot =
1
3

[
DR

e (RR,RL,RI) + DR
loss (RR, rr, pe)

]
+2

3

[
DI

e (RI) + DL
e (RL,RI) + DI

loss (RI , ρI , pe)

+DL
loss (RL, ρL, pe)

] (4.22)

Total distortion in left and right frames is weighted to handle the objective stereoscopic video

quality as stated in [94]. The weighting parameters in [94] are found by Least Squares Fitting

of the subjective results with the distortion values. In [94], there are three parameters used for

coding, number of layers, quantization parameter for left view and temporal scaling. In our

codec, we are only using quantization parameter for adjusting the bit rates. Although both

codecs are not the same, they are both extensions of H.264 JM and JSVM softwares. So the

distortions become similar if we consider only the case where quantization parameter is used

to adjust the bit rates. Also, subjective results for our codec with temporal and spatial scaling

can be found in [14], where we have similar results given in [94].

4.3.5.1 Results on the Minimization of End-to-End Distortion

We solve the minimization in (4.21) by a general purpose minimization tool which uses se-

quential quadratic programming where the tool solves a quadratic programming at each iter-

ation as described in [95]. In our work, we obtain the optimal encoder bit rates and parity

ratios for pe ∈ {0.03, 0.05, 0.1, 0.2} and RC ∈ {500, 750, 1000, 1500, 2000, 2500 (kbps)} for

‘Rena’ video and RC ∈ {1000, 1500, 2000, 2500, 3000, 3500 (kbps)} for ‘Soccer’ video. Thus

we perform 24 optimizations per video using (4.21).

In Tables 4.3 and 4.4, the optimal encoder bit rates and protection rates for the proposed

method are given for the ‘Rena’ and ‘Soccer’ stereoscopic videos for pe = 0.10. The encoder

bit rates of the right view is lower than that of the left view, which is caused by the unequal

weighting in the total distortion expression in (4.22). The protection rate of I-frame is the

largest due to low bit rate and high distortion of losses.
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In Tables 4.3 and 4.4, the protection rates of equal error protection (EEP) and Protect-L cases

are also given. These protection rates are non-optimal and will be compared with the proposed

optimal protection rates by simulations. In order to construct the EEP case, the resulting

bit rate of proposed protection is distributed to the layers so that each layer has the same

protection ratio. Protect-L case is constructed similarly, using the results of [96], where the

bit rate of protection is distributed to only layers of left view (layer 1 and layer 0) so that

these layers have same protection ratio. EEP and Protect-L cases are encoded using the same

bitrate as the proposed algorithm.

4.3.5.2 Simulation Results

In this part, we evaluate the performance of the proposed stereoscopic video streaming system

on lossy channels via simulations. We use two stereoscopic videos ‘Rena’ (Camera 38, 39)

(640 × 480, first 30 frames) and ‘Soccer’ (720 × 480, first 30 frames) for performance eval-

uation. We encode the stereoscopic videos with the bit rates obtained by the minimization in

(4.21) for given pe and RC , and NAL unit size is fixed to 150 bytes. The number of NAL

units per layer can be calculated by dividing the given encoder bit rate to NAL unit size which

yields the number of input symbols for the channel coder.
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Figure 4.14: Results for pe = 0.03 for ‘Rena’ video

For channel protection, we use systematic Raptor codes based on their suitability for our case

as explained in [17]. We applied Raptor encoding to the source encoded video data using the
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Figure 4.15: Results for pe = 0.05 for ‘Rena’ video

protection rates obtained by the minimization in (4.21) for given pe and RC . The proposed

optimal streaming scheme is compared with EEP, Protect-L, no-loss and no-protection cases.

The no-loss case represents the quality of the video when the stereoscopic video is encoded

with all available channel bandwidth and no transmission occurs. The no-protection case

represents the transmission of the video of no-loss case without any channel protection and

only error concealment is used at the decoder.

The simulation results give the average of 100 independent lossy transmission simulations

for each pe and RC , where each packet is lost with a probability of pe. Simulation results

are based on the weighted PSNR measure. If we denote the average left and right per pixel

distortions in MSE as Dle f t and Dright then the total PSNR distortion D(dB) can be calculated

as

D (dB) = 10 · log10

 2552

2
3 Dle f t +

1
3 Dright

 (4.23)

We give the simulation results of stereoscopic video pair ‘Rena’ in Figs. 4.14 to 4.17 and

those of ‘Soccer’ in Figs. 4.18 to 4.21. The gap between the results of the no-loss and the

proposed case is caused by the reduction of the encoder bit rates of video where the remaining

bit rate is used for channel protection. The simulation results demonstrate the superiority of

the proposed scheme compared to non-optimized schemes. For low bit rates the difference

is not clear but for high bit rates the difference is 1dB for pe = 0.10 and nearly 2dB for
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Figure 4.16: Results for pe = 0.10 for ‘Rena’ video

pe = 0.20. The results of the no-protection case clearly points out the need for FEC utilization

in stereoscopic video streaming.

4.3.6 Conclusions

We presented a rate-distortion optimized error-resilient stereoscopic video streaming system

with Raptor codes and evaluated its performance via simulations. We investigated all aspects

of an end-to-end stereoscopic streaming system. Initially, we defined the layers of the stereo-

scopic video depending on the inter-view dependencies. Then, we obtained the analytical

models for the RD curve of these layers where we extended the model of monoscopic video

according to the dependencies. We showed that the analytical model of the RD curve accu-

rately approximates the actual RD curve of the layers. Then, we obtained the analytical model

of Raptor codes, which also accurately approximates the actual performance. Then, we esti-

mated the transmission distortion for each layer where we also considered the propagation of

NAL unit losses to following frames. Finally, we combined the two analytical models and the

estimated transmission distortions in an end-to-end distortion minimization to obtain optimal

encoder bit rates and UEP rates for the defined layers.

We evaluated the performance of the system via simulations where we used two stereo-

scopic videos ‘Rena’ and ‘Soccer’, which have different video characteristics. For both of

the videos, the simulation results yielded the superiority of the proposed system compared to
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Figure 4.17: Results for pe = 0.20 for ‘Rena’ video

non-optimized schemes. Also, the necessity of the utilization of FEC codes, such as Raptor

codes, for stereoscopic video streaming on lossy transmission channels is clearly observed by

examining the quality gap between the protected and non-protected streaming schemes.

The proposed system can be applied to any layered stereoscopic or multi-view streaming

system for error resiliency.
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Figure 4.18: Results for pe = 0.03 for ‘Soccer’ video
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Figure 4.19: Results for pe = 0.05 for ‘Soccer’ video

61



Ta
bl

e
4.

3:
V

id
eo

E
nc

od
er

B
it

R
at

es
an

d
R

ap
to

rE
nc

od
er

Pr
ot

ec
tio

n
R

at
es

fo
r‘

R
en

a’
V

id
eo

p e
=

0.
1

E
nc

od
er

B
it

R
at

es
(K

bp
s)

Pr
ot

ec
tio

n
R

at
es

R C
(K

bp
s)

(O
pt

im
al

)
Pr

op
os

ed
(O

pt
im

al
)

E
E

P
Pr

ot
ec

t-
L

R
I

R
L

R
R

ρ
I

ρ
L

ρ
R

ρ
I

ρ
L

ρ
R

ρ
I

ρ
L

ρ
R

50
0

33
.5

21
6.

6
16

9.
8

0.
48

9
0.

17
7

0.
14

7
0.

19
0

0.
19

0
0.

19
0

0.
32

0
0.

32
0

0.
00

0

75
0

51
.5

33
7.

8
25

0.
7

0.
38

9
0.

15
8

0.
14

3
0.

17
2

0.
17

2
0.

17
2

0.
28

2
0.

28
2

0.
00

0

10
00

69
.6

46
0.

0
33

2.
2

0.
33

2
0.

14
8

0.
13

9
0.

16
0

0.
16

0
0.

16
0

0.
26

0
0.

26
0

0.
00

0

15
00

10
6.

0
70

5.
6

49
6.

0
0.

27
0

0.
13

8
0.

13
3

0.
14

7
0.

14
7

0.
14

7
0.

23
7

0.
23

7
0.

00
0

20
00

14
2.

4
95

1.
9

66
0.

3
0.

23
6

0.
13

2
0.

12
9

0.
14

0
0.

14
0

0.
14

0
0.

22
4

0.
22

4
0.

00
0

25
00

17
8.

9
11

98
.7

82
4.

8
0.

21
5

0.
12

8
0.

12
7

0.
13

5
0.

13
5

0.
13

5
0.

21
6

0.
21

6
0.

00
0

62



Ta
bl

e
4.

4:
V

id
eo

E
nc

od
er

B
it

R
at

es
an

d
R

ap
to

rE
nc

od
er

Pr
ot

ec
tio

n
R

at
es

fo
r‘

So
cc

er
’V

id
eo

p e
=

0.
1

E
nc

od
er

B
it

R
at

es
(K

bp
s)

Pr
ot

ec
tio

n
R

at
es

R C
(K

bp
s)

(O
pt

im
al

)
Pr

op
os

ed
(O

pt
im

al
)

E
E

P
Pr

ot
ec

t-
L

R
I

R
L

R
R

ρ
I

ρ
L

ρ
R

ρ
I

ρ
L

ρ
R

ρ
I

ρ
L

ρ
R

10
00

68
.4

54
3.

0
24

5.
9

0.
34

9
0.

14
7

0.
15

6
0.

16
6

0.
16

6
0.

16
6

0.
23

3
0.

23
3

0.
00

0

15
00

96
.0

83
3.

8
37

3.
7

0.
29

4
0.

13
6

0.
14

5
0.

15
1

0.
15

1
0.

15
1

0.
21

1
0.

21
1

0.
00

0

20
00

12
3.

7
11

25
.3

50
1.

9
0.

26
0

0.
13

0
0.

13
8

0.
14

2
0.

14
2

0.
14

2
0.

19
9

0.
19

9
0.

00
0

25
00

15
1.

3
14

17
.2

63
0.

3
0.

23
8

0.
12

7
0.

13
4

0.
13

7
0.

13
7

0.
13

7
0.

19
2

0.
19

2
0.

00
0

30
00

17
9.

0
17

09
.3

75
8.

7
0.

22
2

0.
12

5
0.

13
1

0.
13

3
0.

13
3

0.
13

3
0.

18
6

0.
18

6
0.

00
0

35
00

20
6.

6
20

01
.6

88
7.

3
0.

20
9

0.
12

3
0.

12
8

0.
13

1
0.

13
1

0.
13

1
0.

18
3

0.
18

3
0.

00
0

63



1 1.5 2 2.5 3 3.5

x 10
6

26

28

30

32

34

36

38

40

p
e
=0.10

Rc (bits/sec)

P
S

N
R

 (
dB

)

 

 
Protect−L
EEP
Proposed
No Loss
No protection

Figure 4.20: Results for pe = 0.10 for ‘Soccer’ video
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Figure 4.21: Results for pe = 0.20 for ‘Soccer’ video
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CHAPTER 5

Broadcast of 3D over DVB-H

Mobile TV has recently received a lot of attention worldwide with the advances in technolo-

gies such as Digital Multimedia Broadcasting (DMB), Digital Video Broadcasting - Handheld

(DVB-H) and MediaFLO [97]. On the other hand, 3DTV is a new approach to watching TV,

shifting it from being a passive experience to an interactive and more realistic one. With the

merge of these two technologies it will be possible to have 3DTV products based on cell

phone platforms with switchable 2D/3D autostereoscopic displays in the near future. Cur-

rently there are a number of projects conducting research on this issue such as the Korean 3D

T-DMB [44], the European 3D Phone [98] and Mobile3DTV [1]. The latter one, specifically

addresses the delivery of 3DTV to mobile users over DVB-H system.

There are several issues which have to be researched for 3D transmission over DVB-H such

as the appropriate coding technique, error resilience, display factors etc. In this chapter, we

try to answer questions related to developing 3D video specific error resilient techniques and

experimenting with delivery under different channel conditions.

5.1 DVB-H

Basic elements of a DVB-H coder and transmitter are shown in Figure 5.1 [99][100].

DVB-H is the extension of DVB Project for the mobile reception of digital terrestrial TV. It is

based on the existing DVB-T physical layer [101] with introduction of two new elements for

mobility: MPE-FEC and time slicing [99]. Time slicing enables the transmission of data in

bursts rather than a continuous transmission; explicitly signaling the arrival time of the next

burst in it so that the receiver can turn off in between and wake up before the next burst arrives.
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Figure 5.1: Basic elements of a DVB-H encapsulator and transmitter.

By this way the power consumption of the receiver is reduced.

Multi-Protocol Encapsulation is used for the carriage of IP datagram in MPEG2-TS. IP pack-

ets are encapsulated to MPE sections each of which consisting of a header, the IP datagram

as a payload, and a 32-bit cyclic redundancy check (CRC) for the verification of payload

integrity.

Forward Error Correction in link layer of DVB-H is implemented using Reed-Solomon (RS)

codes calculated over the application data during MPE encapsulation. This procedure is il-

lustrated in Figure 5.2. MPE Frame table is constructed by filling the table with IP datagram

bytes column-wise. The DVB-H standard defines the table size; i.e. the number of rows that

are allowed (256,512,768,1024) and the maximum number of Application Data (AD) columns

(191) and RS columns (64) to be used. Therefore, if all the columns are used, an RS code of

(255,191) is obtained. This case corresponds to a moderately strong code ratio of 3/4, where

the code ratio is defined as the ratio of number of data symbols and total number of symbols

including RS symbols. In order to achieve stronger or weaker code ratios, zero padding of

AD columns and/or puncturing of RS columns can be employed. The RS codeword is cal-

culated row-wise, which provides the interleaving of the data to some extent. In case the

application data do not fill all 191 columns, zero padding is utilized. After the construction

of the MPE-FEC Frame table, each IP packet is encapsulated into an MPE section as the pay-

load column-wise. MPE sections, beside the payload data as the IP datagram, include also a

header and a 32-bit cyclic redundancy check (CRC) for the verification of payload integrity.

Encapsulation of more than one IP datagram into a single section is not allowed. RS data

is not sent together with the application data, they are encapsulated into MPE-FEC sections

having a similar format with the MPE sections. End of Application Data Table is signaled

in the header of the last MPE section so that an MPE-FEC unaware user or a receiver who

receives all the MPE sections correctly do not wait for MPE-FEC sections.
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Figure 5.2: MPE-FEC frame structure.

After encapsulation of IP packets and embedding into MPEG-2 Transport Stream (TS) pack-

ets, the next block is the DVB-T modulator. In addition to the 2K and 8K modes of DVB-T,

DVB-H also uses an intermediate 4K mode with a 4096-point Fast Fourier Transform (FFT)

in the OFDM modulation. The objective of the 4K mode is to improve the network plan-

ning flexibility. To further improve robustness of the DVB-T 2K and 4K modes in a mobile

environment and impulse noise reception conditions, an in-depth symbol interleaver is also

standardized.

5.2 Error Resilient 3D Video Transmission over DVB-H

In this section, we present a complete framework of an end-to-end error resilient transmission

of 3D video over Digital Video Broadcasting - Handheld (DVB-H) and provide an extensive

analysis of coding and transmission parameters. We performed the analysis for different cod-

ing, error resilience and error corrections schemes using different contents coded at different

bitrate levels. We integrated the slice interleaving error resilient coding tool into the refer-

ence software. Throughout the experiments, we investigate the effects of video content type,

video bitrate, coding method, slice size and unequal protection level for different channel

conditions.
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Figure 5.3: Block Diagram of the End-to-End Stereo Video Transmission over DVB-H Sim-
ulation System.

5.2.1 End-to-End Stereo Video Transmission System over DVB-H

The building blocks of the overall system used for the analysis of the error resilient tools are

given in Figure 5.3 [102]. The transmission side consists of three main blocks, namely the

encoder, streamer and DVB-H link layer encapsulator. Then, the system has an offline block

to model the real physical transmission at the channel. The rest is the receiver side blocks

which are the transport stream decapsulator, the decoder and a player. For proper display of

3D video, one would also need a multi-view video player and a 3D dedicated display.

In the encoder, coding method to be used is determined according to the representation type of

input 3D video. Based on the input formats (MVV and VpD), three different coding methods

are utilized at the encoder as:

• Simulcast Coding: This method is used with stereo video representation. Left and right

views are compressed individually using the state-of-the-art monoscopic video com-

pression standard H.264/AVC [20]. Since the inter-view dependency is not exploited,

this method show worse compression performance than the following methods.

• MVC: This method is also used with stereo video as in simulcast. However, this time

right view is encoded by exploiting the inter-view dependency using MVC [103] ex-

tension of H.264/AVC. IPP structure with simplified prediction scheme as shown in

Figure 5.4 due to its simplicity and better error resilience performance resulting from

reduced dependency between views. This scheme reduces the decoding complexity, but

the compression efficiency slightly decreases as well.
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Figure 5.4: IPP Encoding Structure with Simplified Prediction Scheme of the MVC codec
with inter-view references in the anchor frames.

• VpD Coding: This method is used with VpD representation. Both the left view and the

depth data are compressed individually using again standard H.264/AVC [29].

Regardless of the coding method, the encoder output consists of two separate bit streams com-

pressed and packetized appropriately for transmission. The encoder output is called Network

Abstraction Layer (NAL) units (NALU). NALUs are fed to the stereo video streamer.

The streamer is basically responsible from the control of the transport. It encapsulates the

NAL units into Real Time Transport Protocol (RTP), User Datagram Protocol (UDP) and

finally Internet Protocol (IP) datagram and feed them to the DVB-H link layer encapsulator.

RTP/UDP/IP packetization also allows the broadcasting of multiple contents from several

resources each being a separate program.

DVB-H link layer encapsulator, which is the third block on the transmitter side of the sys-

tem, firstly creates MPE sections and optional MPE-FEC section for forward error correction.

We have modified the open source MPE encapsulator software, FATCAPS [104][100], in or-

der to transmit two views simultaneously by multiplexing and to employ our error resilience

schemes for robust transmission. The details of the encapsulator is given in Section 5.2.3.2.

The link layer output, MPEG-2 Transport Stream (TS) packets, are either passed to an real

DVB-T modulator and transmitted or the physical layer can be simulated by modeling the

DVB-T modulator/demodulator behavior and the channel conditions. In our work, we sim-

ulate the physical layer as described in [105] and the channel simulation parameters that we

use are given in Section 5.2.3.3.

The receiver side of the end-to-end system starts with the DVB-H decapsulator block. This

block is the major receiver block where the transition from received bitstream to compressed

video stream is realized. The unpacking of TS streams, construction of MPE-FEC frame
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table from sections, erasure decoding and possible recovery of lost data take place in this

block. After these, the section payloads (IP datagram) are unpacked to output the NALUs.

The next block in the receiver side is the decoder. In this block, the left and right/depth

NALU bitstreams are decoded and the video streams for each view are generated. For the

case of VpD, the right view is rendered from the left view and the depth data. After decoding,

the reconstructed left and right views are displayed on a proper 3D compatible display.

5.2.2 Error Resilience

In this section, we will describe the tools and changes incorporated into the system described

in Section 5.2.1 for error resilience, namely slice interleaving and MPE-FEC protection in-

cluding unequal protection strategies.

5.2.2.1 Slice Interleaving

The error resilient tools embedded in H.264/AVC standard are the data partitioning, slice

interleaving, flexible macroblock (MB) ordering (FMO), SP/SI frames, reference frame se-

lection, intra block refreshing and redundant slices [106]. Since SP/SI frames and reference

frame selection requires feedback from the decoder, they are not suitable for our broadcasting

based system. Data partitioning, slice interleaving, FMO, intra block refreshing and redundant

slices are the candidates to be used in MVC. However, none of these tools are implemented

in JMVC Reference Software for MVC extension of H.264/AVC.

We implemented the slice interleaving for error resilience and integrated it to JMVC 5.0.5

[107]. By this way, it is possible to code each different representation with different slice

sizes. We varied slice size in order to see the effect of slice size on the performance of DVB-

H transmission. We also modified decoder to support slice mode. Reference software decoder

also does not support error handling. We integrated basic frame/slice copy concealment into

the decoder to cope with losses. The details of the slice interleaving are given in the rest of

the subsection.

H.264/AVC bit stream is composed of network abstraction layer (NAL) units as shown in

Figure 5.5. In each NAL unit, there is a video coding layer (VCL) block. VCL can be a small
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packet with information about the bitstream like sequence parameter set (SPS); picture pa-

rameter set (PPS) or supplemental enhancement information (SEI). SPS and PPS are required

packets whereas SEI can be skipped. Other VCL packets are the coded video streams. Each

packet is a slice containing an integer number of macroblocks. Slices are independently de-

codable if previous frames are available. This is achieved by using the location information in

the slice header and by allowing spatial dependency only inside the slice. As a result, the re-

sultant bitrate slightly increases by slice interleaving. In one extreme, a frame can be encoded

using a single slice having maximum compression efficiency, but with worst performance in

case of packet losses. The other extreme is to encode a single frame with lots of slices having

best performance in case of packet losses but with worst compression efficiency.

Frame #0

Frame #1

Frame #2

Frame #3

Parameter sets

Slice #0

Slice #1
Slice #2

Slice #0

Slice #0
Slice #1

Slice #0

Video sequence

Bit stream NAL packets

Figure 5.5: Bitstream syntax of H.264/AVC using fixed-size slices.

If NAL unit size is bigger than Maximum Transmission Unit (MTU) of the corresponding

transport medium, it will be fragmented into smaller packets. In erroneous environments,

some of these smaller packets can be lost, and this will cause the system to lose the entire

frame, since parts of a NALU cannot be decoded by the decoder. However, by encoding a

frame into several slices so that each slice size is smaller than MTU, each packet arrived at

the decoder can be decoded correctly. The performance of slice encoding can be affected by

the burst size of the error and also the size of the slices.
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5.2.2.2 MPE-FEC Protection

In our simulations, we compare the performance of five different error protection modes which

are Equal Error Protection (EEP) and Unequal Error Protection (4 different rates - UEP1,

UEP2, UEP3, UEP4) modes. The definition of EEP is to protect the left and right (depth)

views equally. This is implemented by adjusting the number of RS columns according to

the number of application data columns and the intended FEC rate. In our experiments, we

used typical 3/4 FEC rate for the left and right (depth) bursts in EEP mode. Then several

unequal protection schemes are derived using this EEP structure. We realize four different

UEP schemes by transferring (adding) a ratio of RS columns of the right (depth) view burst

to the RS columns of the left view burst. The motivation behind unequal protection is that the

independent left view is more important than the right or depth view. The right view requires

the left view in the decoding process and the depth view requires the left view in order to

render the right view. However, left view can be decoded without right or depth view. The

ratios of RS columns to transfer are 1/4, 1/2, 3/4, and 1 for UEP1, UEP2, UEP3 and UEP4

respectively. Therefore, UEP1 is closest to the EEP among the UEP schemes and UEP4 is the

other extreme where the right or depth view is not protected at all.

5.2.3 Simulation Environment

In this section, we describe the procedure used for the selection of key parameters used in

the experiments and the reasoning behind it. In the following subsections 5.2.3.1, 5.2.3.2

and 5.2.3.3, we describe the procedures of encoded video selection, bandwidth allocation and

channel simulation respectively. These three procedures define the simulation system that

each experimental variable uses. Finally, we summarize the experimental variables that we

vary and observe the resultant effect on the received quality in subsection 5.2.3.4.

5.2.3.1 Encoded Video Selection

Performance comparison of different codecs under lossy channels can be realized by assign-

ing equal resources to each method at physical layer. We know that MVC achieves better

compression for a chosen quality when compared to simulcast coding [27]. However, the

question of what should be done with the remaining bit-budget does not have a straightfor-
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ward answer. The available bandwidth can be used for extra protection or the video quality

can be increased. During encoded video selection process, we take into account two cases,

one of them being the ”equal quality” and other being the ”equal bitrate” cases. The idea is

as follows: for ”equal quality” comparison, MVC, Simulcast and VpD encoded videos have

the same resultant joint PSNR and for ”equal bitrate” comparison, they have the same total

video bitrate. In our experiments, rate distortion curves of the encoded videos are obtained

by varying the Quantization Parameter (QP) of each view. In simulcast coding, left and right

views (left view and depth in case of VpD coding) are encoded independently and QP of each

view can be varied independently. In case of MVC, due to inter-view dependency between

left and right views, combinations of QP pairs are varied jointly. As a result of varying QP

values, many rate-distortion pairs are obtained. When we try to achieve a given target bitrate

for a coding scheme, we choose the QP pair which results in the target bitrate with greatest

joint PSNR. Similarly, when we try to achieve a given target joint PSNR, we choose the QP

pair at the target PSNR with smallest bitrate.

Before we start transmission simulation, we choose the QP pairs of the coding schemes ac-

cording to the following procedure: We first assume that we are given a target total video

bitrate. In our tests, we worked with two bitrates, one bitrate around 300Kbps and the other

around 600 Kbps, but due to space constraints, we will only present the results with 300

Kbps. For the target video bitrate, we find the QP pairs of simulcast, MVC and VpD coding

schemes and label them as Simulcast, MVC and VD. This part corresponds to ”equal bitrate”

case. Then, we find QP pairs for MVC and VpD at the same PSNR with Simulcast whose

QP pair was obtained in the previous part and label them as MVC2 and VD2. This part

corresponds to ”equal quality” case. An example QP selection case is illustrated in Figure

5.6.

5.2.3.2 Bandwidth Allocation

Multiplexing of multiple services into a final transport stream in DVB-H can be realized either

statically by assigning fixed durations for each service or dynamically by using a variable

burst duration assignment algorithm. In this study, we used the fixed burst duration method as

this is recommended by guideline [100] and commonly used in the current DVB-H systems.

In order to reduce power consumption, each burst is transmitted for its burst duration and
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Figure 5.6: PSNR and bitrate values for selected QP pairs of the coding methods in RhineVal-
leyMoving, Slice750, 300 Kbps tests.

then sleeps until the next burst for an off-time. The receiver knows when the next burst starts

by the the delta-t parameter which signals the start of next burst. We assign two bursts/time

slices for left and right/depth views with different program identifiers (PID) as if they are two

separate streams to be broadcasted as shown in Figure 5.7. The reason behind assigning two

separate bursts is to achieve backward compatibility such that a 3D non-compatible user can

still receive only the left burst to play monoscopic video. This can be achieved by adjusting

the delta-t’s of both bursts to signal the start of next left view burst. Therefore a mono-capable

receiver will be able to turn off after the end of the first burst discarding the right view. In order

to minimize variance of number of bytes used for each burst, we insert an integer multiple of

number of Group of Pictures (GOP) in a burst.

Burst Bitrate

Burst Duration
Burst Size

Off-time

PID1 for 
Left View

PID2 for 
Right View

(Depth)

Figure 5.7: Burst Duration allocation for different views

Figure 5.8 illustrates example resultant maximum burst duration requirements for different

transmission schemes. Although the videos were encoded at same target video bitrate, the

resultant burst duration requirements slightly varies. In the experiments, since we choose the
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same burst duration according to the scheme with maximum burst duration, some schemes

cannot utilize all the available burst duration with initial number of RS columns. In order

for each scheme to fully utilize available bitrate, we assign more RS columns that can be

placed in the excess burst duration. In this way, if a scheme has a smaller burst duration

requirement because of possibly better compression, it is automatically protected with more

FEC, ensuring a fair comparison. Figure 5.9 illustrates an example of resultant FEC ratios for

several schemes tested. Left1 and Right1 (Depth1) correspond to initial intended FEC ratios

and Left2 and Depth2 correspond to resultant FEC ratios after more RS columns added due

to unused available bitrate.
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5.2.3.3 Channel Simulation

In our experiments, we simulated the physical layer operations and transmission errors us-

ing the DVB-H physical layer modelling introduced in [105]. DVB-H has several physical

layer parameters that affect the transmission bitrate and RF performance. We worked with

a commonly used set of parameters: 16QAM as the modulation scheme, 2/3 convolutional

code rate, 1/4 guard interval, 8K FFT mode and 666 MHz carrier frequency which results in

a channel capacity of 13.2 Mbps. For the wireless channel simulation, we used the mobile

channel model Typical Urban 6 taps (TU6) [108] with 38,9 km/h receiver velocity relative to

source (which corresponds to a maximum Doppler frequency = 24 Hz ).

For the comparison of methods being tested in this study, it is needed to identify different

channel conditions accurately. One option is to identify channel conditions according to

channel SNR values. This option has the disadvantage that, especially in lower channel SNR

values, the experiments tend to have a large spectrum of loss conditions. This is due to the

time varying behavior of TU6 channel. For this reason, we partition each channel SNR into

loss rate intervals and analyze the performance according to the intervals as well. For the loss

rate measurements, one can use the MPE - Frame Error Rate (MFER) defined by the DVB

Community in order to represent the losses in DVB-H transmission system, which is given

as:

MFER(%) =
Number o f erroneous Frames A f ter FECx100

Total Number o f Frames
(5.1)

In this definition, an MPE-FEC frame is considered to be lost (erroneous) when the FEC

decoding fails to correct even a single row of the MPE frame. This causes a large variation

in the video frame losses corresponding to a single MFER value. Also the same error pattern

results in a variety of MFER values for different videos making the metric extremely content

and implementation dependent. Therefore, we prefer to use TS Packet Loss Rate (PLR) which

is defined as:

TS PLR =
Number o f erroneous TS packets

Number o f total TS packets
(5.2)

Figure 5.10 shows the TS PLR distribution for several channel SNR values and as mentioned
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before, one can see that TS PLR has a high variance in especially lower SNR values.
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Figure 5.10: TS Packet Loss Rate at SNR values 17 to 21 dB

5.2.3.4 Experimental Variables

The parameters which determine the number of transmission tests are summarized in Table

5.1. We conducted experiments on four different video contents, whose characteristics are

given in Table 5.2. Each video is encoded for target video bitrates of 300 kbps and 600 kbps.

We varied the channel conditions for SNR values between 17 and 21 dB. For each channel

SNR, we conduct 100 different experiments. In the experiments, we seek to find the most

suitable coding method, slice mode and protection structure for the given DVB-H channel

condition. There are five different coding methods where Sim, MVC and VD correspond

to equal bitrate encodings whereas MVC2 and VD2 correspond to equal quality cases as

described in Section 5.2.3.1. Slice sizes to be tested are 1300, 1000, 750, 500 Bytes and

also using full frame slice mode. Finally, we test 5 protection structures, namely EEP and

77



UEP 1 to 4, as described in Section 5.2.2.2. Due to space limitations, we present the results

for HeidelbergAlleys and RhineValleyMoving sequences encoded at 300 kbps simulated at

channel SNRs between 17 and 19 dB. Note that, we observed very similar trend for the other

contents and the bitrate. For the channel SNR values greater than 19 dB, the channel behaves

close to lossless and same results with channel SNR of 19 dB is observed.

Table 5.1: Parameters of the Tests

Contents 4x HeidelbergAlleys,KnightsQuest, RollerBlade, RhineValleyMoving
Coding Methods 5x Simulcast, MVC (2 modes), VpD (2 modes)

Slice Modes 5x Full-Frame and Fixed Slice Sizes of 1300, 1000, 750, 500 Bytes
Protection Structures 5x EEP, UEP(4 different rates)

Video Bitrates 2x 300 Kbps, 600 Kbps
Channel SNR Range 5x 17-21 dB

Number of Experiments 100x 100 different error pattern for each transmission

Table 5.2: Spatial and temporal characteristics of the contents

Content Characteristics Width Height Fps
HeidelbergAlleys Low Motion, High Detail 432 240 12.5

KnightsQuest Computer - Generated, 432 240 12.5
RhineValleyMoving High Camera and Object Motion, Low Detail 432 240 12.5

RollerBlade High Object Motion 320 240 15

5.2.4 Results

In this section, we present the result of experimental results conducted according to the pro-

cedures described in Section 5.2.3. In the experiments, we evaluated 3D video quality by the

objective joint PSNR metric which is calculated using the formulas below:

PS NR j = 10 · log10

(
2552

(MS El + MS Er)/2

)
(5.3)

In this expression, MS El and MS Er correspond to mean square error between original and

distorted left and right sequences respectively. In case of VpD sequences, since even for the

lossless case there is an existing distortion (for PSNR metric) due to imperfections during

depth estimation and rendering, original right view is not taken as the reference sequence.

During the calculation of MS Er, instead of the original right view, the right view rendered

from original left and original depth is used.
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In the following three subsections results of the transmission tests are presented. They are cod-

ing method comparison, slice mode comparison and protection method comparison. During

comparisons, we employ PSNR values of 100 experiments carried out for each channel SNR.

A common way of evaluating error resilience techniques is to compare the average distortion

results of each method for each value of the channel SNR range that is being worked. Al-

though looking at the average resultant PSNR values according to each channel SNR provide

the overall tendencies of the methods tested; since a channel SNR value may contain many

TS PLRs within as shown in Figure 5.10. This comparison method may not reveal all the

information that can be extracted from the tests. Therefore we try to evaluate the transmission

schemes in a more accurate way by also presenting the PSNR values of each TS PLR existing

in a channel SNR. Hence each channel SNR has its own figure where distortion PSNRs are

provided for the TS PLRs. Since all the schemes are granted same amount of burst durations

and the error traces in the experiments affect the same locations in the transport stream, every

scheme is assumed to encounter same TS PLR for an experiment.

For the evaluation of the results, we provide the PSNR vs. TS PLR figures of not all 100

experiments but a subsample of them and defined the winner top 5 experiments. Winner top

5 means the experiments with the highest 5 PSNR values for the specific TS PLR. In the

winning scheme based evaluations, we divide the TS PLRs range that are encountered in the

experiments for an SNR into sub regions. In each sub region, we consider the experiments

that resulted in a TS PLR value falling onto the corresponding sub region. We calculate the

PSNR values of all schemes for all the experiments and sort the PSNR values in descending

order in each subregion. Then, for each experiment in the sub regions, we consider the first

five (Top 5) values. Finally, we present the number of occurrences of competing schemes

in Top 5. The motivation behind dividing TS PLR values into sub regions is to make more

reliable and meaningful comparisons within similar TS PLR values.

Due to differences in PSNR calculation of VpD, there may exist a significant difference be-

tween PSNR values of VD and VD2 compared to MVC, MVC2 and Sim. Therefore, com-

paring all methods together may lead to a misjudgement of the winning based evaluations. In

order to compare VD approaches with MVC and Simulcast reliably, it is necessary to mea-

sure the quality of coding methods subjectively so that the resultant qualities can be reliably

compared. Hence, we provide the comparison of MVC, MVC2 and Sim methods and VD,

VD2 methods separately.
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5.2.4.1 Comparison of Coding Methods

In this subsection we compare the performance of the coding methods defined in Table 5.1.

Top 5 Count and PSNR graphs of MVC (MVC2,Sim) and VD (VD2) are provided. The

counts of the experiment methods resulted in the highest PSNR for the TS PLRs within a

channel SNR is given as a subplot. Three different channel SNRs are given on top of each

other. Coding method comparison figures are provided in the range Figure 5.11 - 5.13.
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Figure 5.11: (a) TS PLR vs Top 5 Count plot of Coding Method comparison for MVC, Sim,

MVC2 (RhineValleyMoving) (b) TS PLR vs Top 5 Count plot of Coding Method comparison

for VD, VD2 (RhineValleyMoving)

From the figures, it can be observed that for low TS PLRs and high channel SNR, MVC

has the best performance. This is an expected result since the lossless quality of MVC is

higher than both MVC2 and Simulcast since it compresses better than Simulcast and has

higher bitrate than MVC2. For low channel SNR values (17 dB in our case), as the TS PLR

increases, MVC2 becomes the leading coding method due to its high protection rate. It is clear
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Figure 5.12: (a) TS PLR vs Top 5 Count plot of Coding Method comparison for MVC, Sim,

MVC2 (HeidelbergAlleys) (b) TS PLR vs Top 5 Count plot of Coding Method comparison

for VD, VD2 (HeidelbergAlleys)
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Figure 5.13: (a) TS PLR vs PSNR plot for Top 5 of Coding Method comparison for MVC,

Sim, MVC2 (RhineValleyMoving) (b) TS PLR vs PSNR plot for Top 5 of Coding Method

comparison for MVC, Sim, MVC2 (HeidelbergAlleys)
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that Simulcast would not be the preferred coding method for any of the conditions tested. On

the other hand, for SNRs higher than 18 dB MVC is clearly the winner. For channel SNR

17 dBs; since a clear winner for all TS PLR does not exist in Top 5 Count graphs, it may

be helpful to check the PSNR vs TS PLR graphs for these experiments since it provides the

PSNRs of the methods that follows the winner for a specific TS PLR. In most of the cases,

when we check low TS PLRs, where MVC is better than MVC2, the PSNR difference of the

two methods come from the original coding, since in low error rates, generally both methods

can recover by the FEC. On the other hand, for high TS PLRs where MVC2 performs better,

the PSNR difference between MVC and MVC2 varies according to the characteristics of the

error pattern. The relationship between MVC and MVC2 is also seen between VD and VD2.

Moreover, while the average PSNR value of VD decreases as loss rate increases the PSNR

value of VD2 remains same.

5.2.4.2 Comparison of Slice Modes

In this subsection, we compare the performance of the five different slice modes. This time,

the coding (MVC, MVC2 and Sim in one figure, VD and VD2) and protection methods en-

coded with the same slice size are pooled into the same group. Therefore, we have 5 different

cases to compare regardless of the other parameters. The results of the experiments are ar-

ranged in this way to compare the performance of slice modes and provided in Figure 5.14 -

5.16.

Looking at the figures, for MVC comparisons, it is clearly observed that slice modes have a

superior performance over the full frame slice mode when the TS PLRs are high, especially

at levels observed in channel SNR value equal to 17 dB. It is expected that full frame slice

will be the winner for low loss rates since it has the best rate-distortion performance as it does

not have any slice overhead. In the experiments, most of the time, we observe that full frame

slice turns out to be the winner for low loss rates while moving up to high channel SNRs. The

reason is that at these levels of loss, error decoding can correct the errors, (recover the losses)

regardless of the protection scheme used. Nevertheless, there also exist figures where we see

that the winner at high channel SNRs is one of the slice modes. For these cases, if we look at

the lossless PSNRs, we see that the slice mode is encoded with a slightly better PSNR, which

may be a result of selection of the QPs for encoding. Since the bitrate vs PSNR curve for
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Figure 5.14: (a) TS PLR vs Top 5 Count plot of Slice Mode comparison for MVC, Sim,

MVC2 (RhineValleyMoving) (b) TS PLR vs Top 5 Count plot of Slice Mode comparison for

VD, VD2 (RhineValleyMoving)
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Figure 5.15: (a) TS PLR vs Top 5 Count plot of Slice Mode comparison for MVC, Sim,

MVC2 (HeidelbergAlleys) (b) TS PLR vs Top 5 Count plot of Slice Mode comparison for

VD, VD2 (HeidelbergAlleys)
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Figure 5.16: (a) TS PLR vs PSNR plot for Top 5 of Slice Mode comparison for MVC, Sim,

MVC2 (RhineValleyMoving) (b) TS PLR vs PSNR plot for Top 5 of Slice Mode comparison

for MVC, Sim, MVC2 (HeidelbergAlleys)
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a content encoded with some coding method is not continuous and different coding methods

have their own curves, choosing a target bitrate requires also defining a margin in order to

come up a with a solution. Generally, this margin is small enough such that the resultant

bitrate difference does not correspond to a significant change in PSNR. One final conclusion

that can be derived is that even though we say that the full frame slice is the winner for low

loss conditions, the maximum difference between the winner full frame slice video PSNR and

following slice mode video PSNR occurs to be at most 0.5 dB. However, when there is loss

such that the slice modes performance is dominant, the difference in PSNRs is generally much

more significant. Therefore, using slice mode clearly provides more robustness. However, the

slice size to be used should be selected according to the characteristics of the content since

the results show that it is highly content dependent.

If we compare the sequences in slice modes, we see that for RhineValleyMoving sequence,

slice sizes of 500 and 750 are mostly better than other sizes. However for HeidelbergAlley

sequence, full frame slice perform better. This is mostly due to the low motion characteris-

tics of the sequence. In low motion sequences, losing a whole frame does not cause higher

distortions since error concealment from the previous frame can conceal the frame efficiently.

However in high motion sequences, correlation between previous and current frame is less

and concealment generates higher distortions. VD comparisons also show similar trends as in

MVC comparisons. Most of the time, slice mode performs better than full frame slice mode.

5.2.4.3 Comparison of Protection Methods

The videos are grouped according to their protection methods regardless of the coding meth-

ods (MVC, MVC2 and Sim in one figure, VD and VD2) and slice sizes. The results of the

experiments are arranged in this way to compare the performance of protection methods and

they are provided in Figure 5.17 to 5.19. Looking at the figures, we see that EEP usually

performs better than the others and especially when channel SNR value is greater than 17 dB,

the performance difference increases. However, we note that EEP does not perform clearly

superior performance than UEP as in the case of MVC vs Simulcast comparison. There are

some exceptional cases where for some specific TS PLR, one of the UEP schemes (usually

UEP1) becomes the winner. These cases mostly occur for the comparisons between VD and

VD2 at channel SNR 17 dB and high loss rate. However, this does not affect the overall pic-
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ture. Even when UEP becomes the winner, it is the one that has FEC rates closer to EEP than

others. It can be observed from the figures that UEP1 is having PSNR values close to EEP

where EEP is the winner.
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Figure 5.17: (a) TS PLR vs Top 5 Count plot of Protection Method comparison for MVC,

Sim, MVC2 (RhineValleyMoving) (b) TS PLR vs Top 5 Count plot of Protection Method

comparison for VD, VD2 (RhineValleyMoving)

Here it is important to note that these results are for an UEP method implemented by protect-

ing left views more. The reference structure used in these experiments may not be suitable

to achieve better robustness using UEP. In our structure, only the anchor frame (I frame) of

the right view depends on the I frames of the left view. Therefore, whenever there is a loss in

P frames of left view, this error does not propagate to the right view. However, in our UEP

schemes, we protect the P frames of the left view more than the frames of the right view.
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Figure 5.18: (a) TS PLR vs Top 5 Count plot of Protection Method comparison for MVC, Sim,

MVC2 (HeidelbergAlleys) (b) TS PLR vs Top 5 Count plot of Protection Method comparison

for VD, VD2 (HeidelbergAlleys)
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Figure 5.19: (a) TS PLR vs PSNR plot for Top 5 of Protection Method comparison for MVC,

Sim, MVC2 (RhineValleyMoving) (b) TS PLR vs PSNR plot for Top 5 of Protection Method

comparison for MVC, Sim, MVC2 (HeidelbergAlleys)
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5.2.4.4 Overall Comparison

Finally in this section, we depict the results of all aforementioned schemes as experiment

PSNRs vs TS PLRs at channel SNR 17 dB. Figure 5.20 and Figure 5.21 show the results for

RhineValleyMoving and HeidelbergAlley sequences respectively. These results are demon-

strated in order to observe the experiments of all of the schemes. Both figures verify the

comparison results we have made in the previous subsections.

5.2.5 Conclusion

We have provided an extensive analysis of coding and transmission parameters for robust

end-to-end transport of 3D video over DVB-H. We perform the analysis for different coding,

error resilience and error corrections schemes using four contents and two bitrate levels. Sim-

ulation results are evaluated for the combination of each coding method (MVC, Simulcast,

VpD), error protection mode (EEP, UEPs with different protection rates) and error resilience

structure (full frame slice, Slice mode with slice sizes 500, 750, 1000, 1300 bytes) and an

overall comparison is also given after these evaluations.

First of all, for the slice modes comparison, we conclude that slice mode outperforms full

frame slice mode in most of the cases. Full frame slice method outperforms the slice methods

with a slight PSNR improvement at low loss cases. On the other hand, when a slice mode out-

performs the full frame slice mode, the resulting PSNR difference is much more significant.

In summary, we conclude that it is more appropriate to use slice mode.

Secondly, the analysis of different coding methods shows that MVC outperforms Simulcast

most of the cases. Another important observation about MVC modes is the importance of

allocation of FEC rate and payload for a given bitrate. When the channel SNR is greater than

17 dB, MVC (coded using better quantization parameter) is better than MVC2 (formed using

more FEC). However, MVC2 has higher PSNR values when the packet loss rate increases.

When we examine the performance of VD modes, we observe that using the previously de-

scribed rendered right based PSNR calculation may result in much higher or lower PSNR

values compared to simulcast and MVC. Therefore, in our results, we preferred to present

the results separately. Nevertheless, the comparison results of VD and VD2 shows similarity

to the one between MVC and MVC2. In order to compare VD approaches with MVC and
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Figure 5.20: Comparison of All Coding, Protection Methods and Slice Modes at channel SNR
17dB (RhineValleyMoving)
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Figure 5.21: Comparison of All Coding, Protection Methods and Slice Modes at channel SNR
17 dB (HeidelbergAlleys)
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Simulcast reliably, it is necessary to measure the quality of coding methods subjectively so

that the resultant qualities can be reliably compared.

Thirdly, analyzing different error protection methods shows that EEP and UEP1 have better

quality than other FEC modes. Indeed, EEP outperforms others when the SNR is greater

than 17 dB and it shows similar characteristic to the UEP1 when the packet loss rate is high.

However, we do not conclude that EEP is always better UEP in general because the results

we presented only correspond to the coding and UEP structure we employed. UEP schemes

which suit the coding structure better may perform better.

5.3 Optimization of Encoding and Error Protection Parameters for 3D Video

Broadcast over DVB-H

In the previous section, EEP and 4 UEP schemes are compared. In this section, we try to

optimize the system using modeling of the end-to-end system. First we suggest a heuristic

methodology for modeling the end-to-end rate-distortion (RD) characteristic of such a system.

Second, we use such a model to optimally select the parameters of the video encoder and the

error correction scheme to minimize the overall distortion.

In Section 4.3, we defined 3 layers being I frames of So, P frames of So and P frames of S1.

First layer (I frames of So) are approximately %7 of the total bitrate. We have tried in our

simulation system for videos with 3 & 4 layers and see that performance is about 2 dB less in

case of EEP and by applying UEP with more layers, we can only reach to the point of EEP

performance of 2 layer video. Also by sending 3D video in 3 layers, will break backward

compatibility. In this work, we will be using 2 layers, namely left view and right view. As

shown in Figure 5.4, layer 0 (left view) is independent and layer 1 (right view) is dependent

on layer 0.

The video encoder can encode each view with different quantization parameters, thus with

different bit rates RL and RR . Due to lossy compression, the encoding process causes a

distortion of De in the video quality. The available bandwidth for the 3D video is RC . We

apply different protection rates ρL and ρR to each view, because they contribute differently to

the video quality. After the reception of DVB-H signal, some of the packets are erroneous

and MPE-FEC decoder operates to recover from the errors. However, some packets still may
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not be recovered and the loss of these packets causes a distortion of Dloss in the video quality.

In this system, our goal is to obtain the optimal values of encoder bit rates RL and RR and

protection rates ρL and ρR by minimizing the total distortion Dtot , (De + Dloss). In order to

execute the minimization, we obtain the analytical models of each part of our system. We start

with the modeling of the RD curve of each view of the 3D video encoder. Then, we define

the analytical model of the performance of MPE-FEC. Finally, we estimate the distortion on

the 3D video quality caused by packet losses.

5.4 Encoder Distortion Modelling

In this section, we model either rate-distortion (R-D) or rate-quality (R-Q) performance of

MVC encoder. The RD curve of video is widely used for optimal streaming purposes [74, 75,

76, 77], which provides the optimal streaming bit rate for a given distortion in video quality

and vice versa. [92] proposes R-D model for monoscopic video and in [17] the model is

extended for stereoscopic video using 3 layers. [109] models R-Q for monoscopic video and

also models relation between R & Q with the QP parameter of the codec. In the following

subsections, we show how we modified the proposed models for stereoscopic video and in the

last subsection the performance of both models are compared.

5.4.1 R-D Model

In this model, mean square error (MSE) at the video encoder is given in terms of encoding rate

as shown in Equation 5.4 as described in [92]. We are using the same model for the left view,

since it is encoded independently and is basically same as encoding monoscopic video with

H.264/AVC. In our system right view is predicted from left view, therefore, R-D performance

of right view is dependent on the left view. We modified the model for right view in [17], as

shown in Equation 5.5.

De,L(RL) =
p1

RL − p2
+ p3 (5.4)

De,R(RL,RR) =
p4

RR − p5 ∗ RL − p6
+ p7 (5.5)
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5.4.2 R-Q Model

In this model [109], instead of distortion, quality metric (PSNR) is modelled. Besides, en-

coding quantization parameter (QP) is formularized for R and Q values. QP and Q values

are calculated as a quadratic function of logarithm of R as shown in Equations 5.6,5.7 and

5.8. We use the same model for left view and integrated logarithm of rate of left view for the

model of right view as shown in Equations 5.9 and 5.10.

QPL(RL) = q1 ∗ [logRL]2 + q2 ∗ [logRL] + q3 (5.6)

QL(RL) = q4 ∗ [logRL]2 + q5 ∗ [logRL] + q6 (5.7)

QL(RL) = q7 ∗ [QPL]2 + q8 ∗ [QPL] + q9 (5.8)

QPR(RL,RR) = q10∗[logRL]2+q11∗[logRL]+q12∗[logRR]2+q13∗[logRR]+q14∗[logRL]∗[logRR]+q15

(5.9)

QR(RL,RR) = q16∗[logRL]2+q17∗[logRL]+q18∗[logRR]2+q19∗[logRR]+q20∗[logRL]∗[logRR]+q21

(5.10)

5.4.3 Evaluation of the encoder distortion models

In order to model the performance of the models, we encoded Rhine Valley video with several

QP parameters with MVC encoder to obtain many RD curve samples. We chose some of the

RD samples and inserted into the curve fitting tool. By using the remaining RD samples,

we compare the performance of the models. We used a general purpose nonlinear curve

fitting tool which uses the Levenberg-Marquardt method with line search [93] for parameters

p4,p5,p6,p7. For all other parameters, least square fitting is used. After calculating the model

parameters, R&D/Q values are calculated for all points. In Figure 5.22-5.25, it can be seen
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Table 5.3: Performance of both models using several error metrics.

Left Right Joint
Model MAE MSE MAX MAE MSE MAX MAE MSE MAX
R-D 0.0156 0.00051 0.0484 0.0406 0.0027 0.1223 0.0229 0.00087 0.0776
R-Q 0.0134 0.00041 0.0455 0.0156 0.00037 0.0471 0.0106 0.00019 0.0463

that both models fit the data points. In order to objectively compare the models, mean absolute

error (MAE), mean square error (MSE) and maximum error (MAX) in dB are calculated and

tabulated in Table 5.3. According to error metrics, R-Q model seems to fit data points more

accurately. R-Q model also is easier to calculate by least square methods and gives relation

between QP parameters as well. We will use R-Q model in the overall distortion model of the

system.
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Figure 5.22: Model fitting results for RD Model (a)-(b) Left, (c) Right
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Figure 5.23: Model fitting results for RQ Model(a)-(c) Left, (d) Right
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Figure 5.24: Comparison of R-D Model and R-Q Model for Left video
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Figure 5.25: Model for Left & Right video (a) RD, (b) RQ

5.5 Decoder Distortion Modelling

Since the error concealment used in the system is basic frame/slice concealment, a basic

distortion modeling in used for decoder distortion by assuming propagation of distortion is

negligible. For each macroblock (MB) available collocated MB from the previous frame is

used for concealment. In order to calculate distortion, mean square error (MSE) is calculated

between the current frame and the previous frame in the same view. Since video is encoded

in slice mode, average number of MBs in a slice, Nmb is found by dividing the total number

of MBs in the stream to the total number of slices. Average distortion of a single MB, Dmb

value for each view is calculated and used in distortion modeling. According to slice loss rate

(SLR) calculated using error characteristics and error protection rates), distortion is calculated

using Equation 5.11 and 5.12.

Dloss,L = αL ∗ S LRL ∗ Dmb,L ∗ Nmb,L (5.11)

Dloss,R = αR ∗ S LRR ∗ Dmb,R ∗ Nmb,R (5.12)

αL and αR are constants and calculated using a small set of simulation results. For SNR 19,

αL=0.7310 and αR=0.6993 and the error of the model calculated over whole simulation set is

0.5508 for MSE and 2.7829 for MAX error. Details of simulations setup is given in Section

5.7.
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5.6 Error Protection Modelling

In the encoding of the videos, slice size is set as 1300 bytes and TS packet size is 184 bytes.

A single slice will be transmitted by approximately 6 TS packets. Slice Loss Rate (SLR) can

be calculated as follows:

S LR = 1 − (1 − TS PLR)6 (5.13)

In Equation 5.13, TSPLR represents TS Packet loss rates. TSPLR before MPE-FEC correc-

tion is calculated for the error patterns used in the system as shown in Figure 5.10. TSPLR

after MPE-FEC correction is calculated as follows:

TS PLRa f ter =

 0 if ρ > (1.10 ∗ TS PLRbe f ore)

(1 − ρ) ∗ TS PLRbe f ore otherwise

5.7 Simulations

In order to compare end-to-end model and also investigate the behaviour of the system for the

given channel models, extensive simulations are employed with different channel characteris-

tics. Optimum parameters are found exhaustively and compared with modelling results.

5.7.1 Encoding

Video is encoded using MVC with simplified prediction scheme. Slice coding mode is on

with 1300 slice size. Left view is encoded independently and right view depends on left view.

Quantization Parameter for left view (QPL) and Quantization Parameter for right view (QPR))

are used to control rate and distortion of the encoded sequences. RhineValley video with 64

frames are encoded with Intra period of 8. Video is 12.5 fps with 432x240 resolution. QPL

and QPR are varied between 27 and 33.

5.7.2 FEC Protection

The simulations are carried out using the same DVB-H physical layer transmission parameters

as in [18]. Total TS bitrate is selected as 1024 Kbps. On average IP overhead is about %4
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and TS overhead is about %30. Using these approximations, highest quality encoded stream

(QPL=27 and QPR = 27) will be 972.38 Kbps and lowest quality encoded stream (QPL=33

and QPR = 33) will be 396.45 Kbps without FEC protection. The remaining bitrate will be

used by FEC protection. Since each view (left and right) will be sent in a separate burst, we

can use different FEC protection ratios. For each encoded video (49 cases as shown in Table

5), we calculate the remaining bitrate for FEC and then allocate FEC ratios to both left and

right channels with several schemes.

Depending on the available FEC bitrate, we can have up to 20 different ratios between left and

right. One of the scheme for each bitstream is EEP where FEC protection is approximately

equal. Other schemes are several UEP schemes by changing the number of RS columns of left

and right channels. For high quality encoded bitstreams, we do not have enough bitrate left

to have several UEP schemes. For low quality encoded bitstreams, we use a step size of 4 RS

columns making at most 20 UEP schemes since there can be a maximum of 64 RS columns.

When we assign FEC rates, we are limited with the selection of ADT and RS columns. Since

encoder is using fixed QP values, size of each GOP will be different. We are using maximum

GOP size for each video to selected RS column sizes and this results in a smaller (higher

protecting) total effective FEC rates.
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Figure 5.26: EEP and UEP schemes used in simulations

Total number of schemes are 401 and shown in the Figure 5.26. EEP schemes are shown with

red colors and UEP schemes are with blue colors. Because of the integer number of columns

and effective FEC rates, EEP rates will not be exactly 1 (some of the points will not be on
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x=y line). We are classifying schemes as EEP is ratio of FEC rates of left to right is between

0.95 and 1.05.
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Figure 5.27: FEC distribution of selected encoded bitstreams

In Figure 5.27, we are showing the schemes used with some of the selected encoded bit-

streams. It can seen from the figure that, with smaller QPs, total bitrate will be higher and

only a couple of schemes can be tested. With higher QPs, more schemes are available.

5.7.3 Simulations Results

Experiments are repeated 50 times for each channel SNR (18-21) and averaged. The results

for each SNR is given in Figure 5.28 - 5.31.

5.7.4 Modelling Results

For all pairs of encoding and error protection parameters, final distortion is calculated using

the models defined in the previous sections. The error of the model is 1.3156 for MSE and

2.9892 for MAX error for SNR 19 and shown in Figure 5.32.
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Figure 5.28: Simulation results for SNR 18
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Figure 5.29: Simulation results for SNR 19
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Figure 5.30: Simulation results for SNR 20
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Figure 5.31: Simulation results for SNR 21
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Figure 5.32: Modeling results for SNR 19

5.8 Conclusions

For an error resilient 3D video broadcast system over DVB-H, we have analyzed the encoding

and error protection of the system. In order to optimize these parameters for different channel

conditions, we performed extensive simulations. It is clear that increasing error protection is

essential for cases where channel SNR is below 20. If channel SNR is 20 or more, protecting

bitstreams with 0.75-1 FEC ratio with EEP or close to EEP will be sufficient to have the

optimum performance.

When the channel SNR decreases, we can clearly see using more FEC protection is required

and also protecting left bitstream more is important. For channel SNR 19, FEC protection

for left view should be from 0.5 upto 0.8 and FEC protection for right view should be from

0.7 upto 1 to have optimum performance. For channel SNR 18, FEC protection for left view

should be from 0.4 upto 0.6 and FEC protection for right view should be from 0.6 upto 0.8 to

have optimum performance.

In our system, we used IPP and simplified prediction structure due to its simplicity and also

102



structure more robust to error losses. That is why, the results for higher channel rates, EEP

and close to EEP is preferred. However with prediction structures, where right view is more

dependent on the left view, protecting left bitstream more will be required. This can be true

for different content as well. For more stationary sequences interview prediction will domi-

nate and protection of left bitstream will be more important. However performing extensive

tests is not easy and time consuming. In order to decrease the testing process, we propose a

methodology to first model the end-to-end distortion characteristics for a given channel loss

distribution. As seen from the results, this modeling provides a similar insight with a close

match of the winning schemes and requires only a small percentage of the simulation results.
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CHAPTER 6

Conclusion

This thesis proposes new techniques for error resilient coding and streaming for multi-view

video. We are dealing with coding, decoding, error protection and we proposed several tech-

niques for improving MVV streaming/broadcasting systems.

3D Coding schemes depend on the decoding environment, transmission environment and sub-

jective quality. Different coding techniques and standards are available depending on the

representation format.

For stereoscopic videos, a novel asymmetric coding technique is proposed using downsam-

pling one of the views spatially or temporally based on the well-known theory that the human

visual system can perceive high frequencies in 3D from the higher quality view. Proposed

method is compared, with respect to coding efficiency, with several possible downsampling

schemes. Subjective tests are also employed to verify the results. Selection of schemes is

highly dependent on the content and content based encoding is also proposed by extending

this work. Using the proposed approach stereoscopic videos can be coded at a rate upto 1.2

times that of monoscopic videos with little visual quality degradation. Also this technique

is used in the implementation of the first multiple description coding of stereoscopic videos.

Proposed asymmetric coding ideas can easily be extended for MVV using MVC standard.

For stereoscopic videos encoded for mobile devices, we analyzed possible stereoscopic en-

coding schemes since previous investigations are different from the requirements of mobile

devices. Experiments with two encoders with several configurations are carried out to figure

out coding efficiency of different tools. Decoding tests also give useful information about the

possible processing performance when implemented on a mobile device platform. We recom-

mend two schemes depending on the processing power and memory of the mobile device. For
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low end devices H.264/AVC monoscopic codec with IPP+CABAC settings over interleaved

stereoscopic content can be used and for higher end devices H.264/AVC MVC extension with

simplified referencing structure is recommended.

For 3D decoding, multi-threading approaches are investigated and MVC standard compli-

ant MVV decoding architecture enabling multi-threaded decoding is proposed. In order to

achieve multi-threaded decoding, simplified structures are proposed depending on the number

of cores in the system. Proposed approach brings negligible loss of encoding efficiency and

minimum processing overhead compared with the standard solution or non-multi threaded ap-

proaches. A test-bed is implemented to test the proposed ideas in a real-time multi-threaded

decoding system. Benchmark tests reveal the necessity for multi-threaded decoding for N-

view multi-view display systems with HD resolutions. Another advantage of the proposed

system is its simplicity for implementation.

In this thesis, two end-to-end system is implemented for 3D streaming and 3D broadcasting.

Systems are used for offline simulations for error protection and optimization. Systems are

also used as real-time demonstrators and supports backward compatibility for legacy clients.

We implemented an end-to-end stereoscopic video streaming system with content-adaptive

stereoscopic video coding. It is implemented by modifications to available open source

monocular streaming platforms. This system is improved with a standards-based, flexible,

end-to-end MVV streaming architecture. This system supports several different display types

and different representations. Multi-threaded decoding, multi-view error concealment and er-

ror protection added to the system as well. Another advantage of the implemented system is

adaptive streaming of MVV using MVC standard. Users receive only the required parts of

the 8-view encoded bitstream depending on their display capability and user preferences.

If there are clients using different types of display and capabilities, we advise to use MVC

encoding using simplified prediction structure. This enables adaptation of encoded bitstream

online and better usage of network. However if the display types of the users are all the same

or mostly the same, using full prediction structures will increase the compression efficiency

and used network bandwidth. Nevertheless, variety of multi-view displays with changing

number of views, encourage us to use our propose approach.

Error-resilient stereoscopic video streaming system using rateless Raptor codes for error pro-
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tection is implemented. We suggest a methodology for modeling the end-to-end RD charac-

teristic of this system. We modeled RD curve of video encoder, performance of channel codec

and distortion caused by packet losses. Using this model we optimized the encoding param-

eters of the video codec and code rate of the Raptor coder. The simulation results clearly

demonstrate the significant quality gain against the non-optimized schemes.

We implemented first DVB-H based 3D broadcast system proposed in the literature using

current standards. We integrated error resilient tools into the system. By using both stereo

video and video plus depth, we tested extensively to show the importance and characteristics

of several error resilient tools. According to simulations results we concluded slice mode

outperforms full frame slice mode in most of the cases. MVC encoding outperforms simulcast

encoding. EEP (and UEP closer to EEP) schemes have a better quality than other FEC modes

since used prediction structure minimizes the dependencies between views. In this work, only

a couple of UEP schemes are tested.

We also compared the performance of the system for different slice sizes. We showed that for

low motion sequences, overall performance is better using full frame size slices and for high

motion sequences it is better to use smaller slice sizes like 500 or 750.

In order to optimize encoding and error protection rates, we employed more extensive tests

using MVC encoded video. Similar to modeling for Internet based streaming system, we

modeled the system using models of RD curve of video encoder, channel codec and distortion

caused by packet losses. Using end-to-end RD model, parameters are optimized. We have

shown that increasing error protection is essential for cases where channel SNR is below

20. If channel SNR is 20 or more, protecting bitstreams with 0.75-1 FEC ratio with EEP or

close to EEP will be sufficient to have the optimum performance. When the channel SNR

decreases, using more FEC protection is required and also protecting left bitstream more is

important. For channel SNR 19, FEC protection for left view should be from 0.5 upto 0.8 and

FEC protection for right view should be from 0.7 upto 1 to have optimum performance. For

channel SNR 18, FEC protection for left view should be from 0.4 upto 0.6 and FEC protection

for right view should be from 0.6 upto 0.8 to have optimum performance.

These results are valid for the given prediction structure. For prediction structures where

interview prediction is enabled for non-anchor pictures and also for stationary sequences,

interview prediction will be dominated. In such cases, protection of left bitstream will be
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more important. However performing extensive tests is not easy and time consuming. In

order to decrease the testing process, we propose a methodology to first model the end-to-end

distortion characteristics for a given channel loss distribution. As seen from the results, this

modeling provides a similar insight with a close match of the winning schemes and requires

only a small percentage of the simulation results.

As future work, different prediction structures and using Hierarchical B-pictures can be exam-

ined. Encoding modeling and performance in lossy networks of these coding schemes might

be different from the current schemes used in this thesis.
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APPENDIX A

CODING IMPLEMENTATIONS

Several open source codecs are used in this thesis and modified for the improved performance.

A.1 Encoder Modifications

• Implementation of Multi-View Video Codec using H.264/AVC Monoscopic Video En-

coder (JM 10.1 Reference Software)

• Implementation of Asymmetric Stereo Video Codec using H.264/AVC Monoscopic

Video Encoder (JM 10.1 Reference Software)

• Integration of Slice Encoding Mode for MVC Extension of H.264 Video Encoder

(JMVC 5.0.5 Reference Software)

• Integration of Asymmetric Encoding Mode for MVC Extension of H.264 Video En-

coder (JMVC 5.0.5 Reference Software)

A.2 Decoder Modifications

• Implementation of Real-Time Multi-View Video Decoder using FFMPEG Decoder

[compliant with JMVM 3.0.2 Reference Software]

• Integration of Slice Encoding Mode for MVC Extension of H.264 Video Encoder

(JMVC 5.0.5 Reference Software)
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17. Ü.Ünal, A. Aksay, G. B. Akar, ”An Implementation of a Wireless Streaming System”,

COST 276 Workshop, Ankara, Dec. 2004.
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