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ABSTRACT

ANALYSIS OF MAGNETIC RESONANCE IMAGING IN
INHOMOGENOUS MAIN MAGNETIC FIELD

Arpinar, Volkan Emre
Ph.D., Department of Electrical and ElectronicsiBegring
Supervisor: Prof. Dr. Murat Eyigho

August 2009, 119 pages

In this study, analysis of Magnetic Resonance Imag@gMRI) in inhomogeneous
main magnetic field is conducted. A numerical mdeksed on Bloch equation is
implemented for MRI, to understand effect of inh@®oeous magnetic field to
Magnetic Resonance (MR) signal. Using the modelations between
inhomogeneity levels in main magnetic field witheegy, decay time, bandwidth
of the FID signal is investigated. Also relationteen the magnetic field
inhomogeneity and field of view is determined. Tmdate measurement noise
in the FID signal under inhomogeneous main magrfetld, noise model for
MRI with homogeneous main field is altered. Follogithe numerical model
development an image reconstruction algorithm fohomogeneous main
magnetic field is developed to remove undesirafieceof field inhomogeneity
in image reconstruction. To evaluate capabilitythad reconstruction algorithm,
the algorithm is tested for several input paransetehich results in different



noise levels in the FID signal. Then reconstructeorors are analysed to gain
information about feasibility of MRI in inhomogeneomain magnetic field.

Keywords: Magnetic resonance imaging, Inhomogeneaagnetic field, Image

reconstruction.



Oz

HOMOJEN OLMAYAN ANA MANYETIK ALAN KULLANAN
MANYETIK REZONANS GORUNTULEMENN ANAL1ZI

Arpinar, Volkan Emre
Doktora, Elektrik ve Elektronik MUhendigliBolimu
Tez Yoneticisi: Prof. Dr. MurEyubglu

Agustos 2009, 119 sayfa

Bu calsmada homojen olmayan ana manyetik alan kullanaryet&nrezonans
goruntilemenin (MRG) analizi yapilgtir. Homojen olmayan ana manyetik
alanin, manyetik rezonans (MR) sinyaline etkisimiamak icin Bloch denklemi
tabanli sayisal bir model dwrulmwtur. Olwturulan sayisal model
kullanilarak, manyetik alandaki homojenlikten sapmi&tariyla, MR sinyalinin
enerjisinin, sonim sdresinin ve bant g&gdinin nasil dgistigi incelenmitir.
Ayrica manyetik alandaki homojenlikten sapma mibkdargoruntileme alaninin
nasil dgistigi incelenmitir. Homojen olmayan manyetik alandaki gurulti
sinyalinin benzetimini yapmak icin, homojen durugmigecerli gurultt modeli
gelistirilerek yeni bir gordltd modeli okiurulmustur. Sayisal modelin
gelistiriimesinden sonra homojen olmayan ana manyetk atin gorintileme
algoritmasi geftirilmistir. Bu gorintileme algoritmasi manyetik alandaki
homojenlikten sapmadan dolayr shm bozulmalari dizeltmek icindir.

Goruntuleme algoritmasinin performansini test etngak farkli goruntileme

Vi



parametreleri kullanilarak farkli seviyelerde gtiiyie sahip MR sinyalleri
olusturulmustur. Olwturulacak sinyaller ve galirilen gorinti olgturma
algoritmasiyla goéruntuler elde edilgnve elde edilen goéruntulerdeki gurtlti
incelenerek homojen olmayan manyetik alan kulladRG sistemlerinin

fizibilitesi hakkinda bilgi elde edilrgtir.

Anahtar kelimeler. Manyetik rezonans goruntilemeymdjen olmayan ana

manyetik alan, Goruntu gericatimi.
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CHAPTER 1

INTRODUCTION

Magnetic Resonance Imaging (MRI) is a well-knowmagraphic imaging
technique that produces images of internal physindl chemical characteristics
of an object from externally measured Free Inductidecay (FID) signals.
Physically, MRI is based on well-known Nuclear Matio Resonance (NMR)
phenomenon observed by Felix Bloch and Edward Runckependently in 1946
[1, 2].

1.1. Magnetic Resonance Imaging in Homogenous MaMagnetic Fields

In 1972, Paul Lauterbour developed an image foonathethod by the spatial
information encoded to the MR signal [3]. A convenal imaging system is
composed of a main magnet, a gradient system, aratlia frequency (RF)

system.

The main magnet’s function is to generate a stroagh magnetic field & ). In
clinical MRI systems, magnitude & is the range of 0.3 T to 3 T [4]. For some
experimental systems, this value goes up to 20hHE Strength ofg, directly
affects Signal to Noise Ratio (SNR) and spatiabliggon of an imaging system.
In these systems, homogeneity over the imaged wlignalso important. So,
efforts are made to achieve homogeneity of the magnetic field. Therefore,
in these systems inhomogeneity is as small as 19 {50 ppm [4]. After

generation of the homogeneous main magnetic ftekl gradient coil system is



used to perturb the main magnetic field in a cdl@domanner to encode spatial
information to the FID signal. Therefore, tomographmage of an object is
obtained from the spatially encoded FID signal byams of an image

reconstruction algorithm.

The magnetic field gradient system normally cossist three orthogonal
gradient coils. These coils are designed to geadirae varying magnetic fields
in a controlled way. This generates spatial noriemmity in magnetic field so
that spatial information is encoded to the FID algnThis makes signal
localization and imaging possible. Strengths of gnadient fields are small
compared to main magnetic field. Coils with ampli§ generate these gradient
fields and the gradient strength is in the ordemdki-Tesla per meter (mT/m) in
MRI systems with homogeneous main magnetic field [ order to receive
signal from an object, to be imaged, a Radio FrequdRF) signal, which is

synchronized with the gradient fields, has to baliad to the object.

The RF system consists of transmitter coils, thatcapable of generating time
varying magnetic fields for excitation, and receigeils, that are used to collect
FID signal. In some systems, a single coil is utmdboth purposes. These
transmitter and receiver coils are named as RFs csihce the operation
frequency in the range of RF signals. The desinéarés of the RF coils are high
detection sensitivity and generation of uniform metgc fields. This achieves
uniform excitation and signal reception from thgegbto be imaged.



1.2. Magnetic Resonance Phenomena in Inhomogeneddagnetic Fields

Several magnetic resonance studies have been medom inhomogeneous
main magnetic fields. The primary usage of inhonmegeis main magnetic
fields has been in NMR experiments. Following thedme imaging attempts

were made.

1.2.1. Nuclear Magnetic Resonance Systems Using drthogeneous Magnetic
Fields

The first NMR system with inhomogeneous main fisldised in oil industry [6-
8]. This system has a probe lowered to the holanobil-well. The probe uses a
small permanent magnet to generate a main madiedtic Therefore, the main
magnetic field strength and homogeneity is detating. This inhomogeneous
magnetic fields strength is about 0.03 T with ddfieariation of 0.1 T/m. To
receive signal from the samples, echo techniquesuaed to overcome the
effects of field inhomogeneity [9-12]. These systedesigned to record signal
originating from a small region to have limited amhogeneity in the field

corresponding to the Region of Interest (ROI).

Inside-out NMR systems are similar to the previoilsvell systems [13-16]. In
these systems, a NMR sensor, which is smallerttobject, is placed near the
object. However, the single-sided sensors usetigret systems have magnetic
field as homogeneous as possible. These systemssaceto the detection of
moisture in soil [18,19], concrete [18, 20], buidimaterials [20, 21] and food
[22-24], explosives detection [25,26], quality apdoduct control [27-30],

medical diagnostics [15], and on-line monitoring,[16, 22].



In 1996, a mobile NMR surface scanner (NMR-MOUSE&S been developed for
investigation of arbitrarily large objects, to bsed mainly in material science
[31, 32]. As the NMR MOUSE is developed, more infation about NMR
phenomenon in inhomogeneous magnetic fields isradadalnitially, this system
was mainly used to measure transverse relaxatom ¢f the sample [31]. After
that, other parameters like longitudinal relaxatiome [33-34], diffusion
coefficients [35 - 38], double-quantum coherenaes their relaxation times [39,

40] and velocities [41] have been measured usiisgsistem.

The basic experimental setup of the surface scaroestructed by Eidmanet
al. is composed of mainly two parts [31]. The firstripss the RF pulse
generation amplification and signal detection paith a NMR spectrometer.
NMR spectrometer is connected to a PC. The seugfgs on a desktop. The
PC is also utilized to generate pulse sequenceaequire data. The second part
is the probe. The probe weights about 2.5 kg amduer could position it
arbitrarily. The probe is composed of a solenoid &#H and a permanent
magnet. This setup eliminates the usage of supsduabing magnet, which is
the most expensive part of the conventional MR esyst However, main
magnetic and RF fields are inhomogeneous, HahnescHoPMG type pulse
sequences are used [42]. In this system, the $trafidghe pulse is not clear due
to depth dependence of the excitation flip anglg.[So the strength of the pulse
is determined experimentally to make the signgbaase maximum. Sensitive
depth range of the system is about 0 - 2 mm andehsitive area is 3.5 mm x
3.5 mm for that depth [31].



1.2.2. Magnetic Resonance Imaging Attempts Using homogeneous
Magnetic Fields

These portable NMR systems are also used for irggminposes. These systems
have low and inhomogeneous main magnetic fields.disadvantage of low and
inhomogeneous main magnetic field is low sensitianhd low signal to noise
ratio (SNR) [43]. However, the advantages are tmgitudinal relaxation time
decreases for many materials so the repetition betereen scans is shortened,
the relaxation time contrast improves, chemicatt sind susceptibility artifacts
are scaled down, and the instrumentation becomedlesnand less expensive
[44].

In 1998, Bulmichet al. madein-vitro explorative studies on biomedical samples
using the NMR-MOUSE. They obtained a cross-sectiomage of transverse
relaxation time of a pork tendon [32]. In ordeotatain image of the pork leg the
NMR mouse is positioned over the region of inter€ste year later, anisotropy
of a tendon investigatad- vivo by Haken and Bilmich [45].

In 2000, Pradet al. integrated a gradient coil to the previously desijNMR-
MOUSE to encode spatial information to the recordeghal. By using this
gradient, one-dimensional imaging is possible withmoving the probe. The
maximum field of view (FOV) of the system is abd& mm [46]. Also, Barikt
al. uses specially designed RF coil which has a RE fithomogeneity in a
controlled manner to obtain one-dimensional imagespin density. In this

method, the gradient fields are not used [47, 48].

By using the NMR-MOUSE, two and three-dimensiomabges of materials

have been investigated in recent years. This iseaetl by using mechanical



movement and by using gradient fields [49-52].Hase images, gradient coils
are used to encode the position in the FOV.

Another method by using inhomogeneous main magrfedid is Stray-field
Imaging (STRAFI), first suggested by Samoilerdtal. [53]. This method has a
restricted sensitive region and it exploits extrgnt@rge magnetic field gradient
found outside the central region of a high fielghenconducting NMR magnet.
This method preserves dynamic contrast, which makagnetic resonance so
powerful in the first place, while at the same tioiers very high spatial
resolution [54, 55]. Due to extremely large magnégld gradient, even a short
radio frequency pulse only excites nuclei in a oarrslice of the sample,
orthogonal to the gradient direction. This providgmtial localization of the
NMR measurement. By moving the sample graduallgubh the gradient and
repeating the measurement, it is possible to kaiipdofile of the sample in the
gradient direction. By this mechanical motion, tamothree-dimensional images
can be obtained. Miller and Garroway also emploRAFI technique with use
of surface coils that generate RF field perpendictd an inhomogeneous main
magnetic field [56].

1.3. Numerical Models of Magnetic Resonance Phenonee

MRI numerical models are generally made for homogsmain magnetic fields
and RF fields which are perpendicular to main m#grieeld [57, 58]. In some
models inhomogeneity cannot be fully maintained, [89]. Only a small
deviation in the magnitude but not in the directisrcovered in the model. In
1984, Bittoun and colleagues solved the Bloch egndbr one-dimension by
solving for every separate point [61]. Bloch eqoatmodels the behavior of

magnetization vector, which is an ensemble of mtzgieons of NMR active



atoms. After that, Summeet al. and Olssoret al. used the same technique to
solve the problem in two-dimensions and then iredldimensions [62, 63].
Since the computational cost is too high to sohe Bloch equation for every

point, they parallelized the calculations [64, 65].

Some NMR models use Quantum density matrixes [§6-B&y are good at
simulating NMR phenomena. This approach modelsyed#IR active atom.
However, computational cost is very high compare®loch equation since, it
models every atom in the object rather than ensembmagnetization. Also in

heterogeneous biological materials, it is not pcatto use this model [69].

1.4. Aim of the Thesis Study

Aim of this thesis is analysis of MR imaging in athogeneous main magnetic
field. For that, a numerical model based on Bloghation is implemented. This
model gives deep understanding about the effecialmimogeneous magnetic
field to the FID signal. Using the model, relatidrtween inhomogeneity levels
in main magnetic field with energy, decay time, daimth of FID signal are

investigated. Also relation between the magnegtdfinhomogeneity and field
of view is determined. To simulate the noise sigoathe inhomogeneous main
magnetic field case, noise model for MRI with homogous field is altered.
Following the numerical model development, an imeg®nstruction algorithm

in inhomogeneous main magnetic field is developedmove undesirable effect
of field inhomogeneity in image reconstruction. @ealuate capability of the
reconstruction algorithm, the algorithm is tested different input parameters
which results in different noise levels in the FHgynal. Then reconstruction
errors are analysed to gain information about Iel#si of MRI in

inhomogeneous main magnetic field.



Using these analyses of MRI system in inhomogeneonam magnetic field,
portable MRI systems with inhomogeneous magnegtddi are possible. To
generate inhomogeneous magnetic field a permanagheh can be used and the
price of the system is lowered. Also, the recortston algorithm can be applied
to any MRI system to correct the errors due to imbgeneity in the main
magnetic field.



CHAPTER 2

THEORY OF SIGNAL AND NOISE MODELING IN
INHOMOGENEOUS MAGNETIC FIELDS AND THE
PROPOSED FFT BASED RECONSTRUCTION ALGORITHM

In this chapter, theory of the signal model devetbfor MRI in inhomogeneous
magnetic fields is given. Then the noise model bigex for this case is given.

Finally, the proposed reconstruction algorithmxplained.

2.1. Developed Numerical Model for Magnetic Resona&e Phenomena in

Inhomogeneous Magnetic Fields

In order to understand and analyze the FID signalymerical model is needed

for magnetic resonance phenomena in inhomogeneaggetic fields.

2.1.1. Magnetic Resonance Phenomena in Inhomogeneddagnetic Fields -

Basics and Assumptions

Biological samples are composed of atoms. A funaaahgroperty with odd

atomic number or atomic weight possesses an angubanentum called as a
nuclear spin. Nuclear spin can be characterizeguayntum mechanics however,
in MRI of biological tissues an ensemble of thenspis analyzed. Since the
imaging of hydrogen atoms in biological tissuesaisied, our interest is the
ensemble of the spins. So that using quantum meshaninciples, when the
biological object is placed in an external magnéigtd, behavior of a spin

system, which generates nuclear magnetism, caoune f
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Nuclear magnetism of a spin system originates ftbhexmicroscopic magnetic
field associated with a nuclear spin. As an examle hydrogen atom, which
has a nucleus with electrical charge and rotatesnar its own axis, creates a
magnetic field around it. This spin’s magnetic digtan be represented as a
vector quantity. This quantity can be related veéiffiin angular momentumJ()

using (2.1).y is a physical constant known as gyromagnetic eonsind it is

nucleus specific. For a hydrogen atom it is eqo&.675-18Hz/T.

A=yl (2.1)

Based on the theory of quantum mechanics, the mafgof nuclear magnetic

moment can take discrete values [3]. The hydrogems can take two possible
values. Although, the magnitude of nuclear magmatbenentum is certain under
any conditions, but its direction is completelydam in the absence of a strong

external magnetic field. This is due to thermald@mn motion.

To achieve macroscopic magnetism from an objeds mtecessary to align the
direction of the spins. This can be done by apglhanstrong external magnetic

field. Assume that the magnetic field spatial dttion of main magnetic field

can be denoted aEO(x, y,2). It can be decomposed as magnitude distribution

(‘Eo(x, A z)‘) and unit vector distributionr((x, y, z)) in the same direction with

B,(x,y,2). Hence,B,(x,y,2) can represented as

10



Bo(x Y, 2= B(Xy¥r(xy) (2.2)

As indicated before, the magnetic momentum can tdiscrete set of
orientations. When the external magnetic field m&gplin the direction of
r'(x,y, z), the component of the magnetic momentum with dwacr '(x, y, z)
becomes certain but the other components are rmowrknFor hydrogen atom
there exists two possible orientationsrilfx, y, z) direction. This means that the
orientation of magnetic momentum vector quantizéah@ the direction of
externally applied main magnetic field. Since thisrao external magnetic field
in transverse plane (normal plane fd(x,y,z)), transverse component of
magnetic momentum remains arbitrary. In order twl fa differential relation
between magnetic momentum and external magnetat, fieotion of magnetic

momentum has to be described.

According to classical mechanic, the torque of nedigrmomentum when placed

in an external magnetic field is given in equat{@rB)

0J(% ¥, 29

T A, ZOx(|B(%y 4 r(xy) (2.3)

Using the equation (2.1) with (2.3), then

wzw(x,y,zox(lﬁ(xM""(”? 24
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In order to solve the differential equation in (2.doordinate system has to be
changed. A new local coordinate system is requit@dobtain decoupled

differential equations. The local coordinate systean be defined by the
orthogonal base vectors namely, @', and F' for every position(x, y, z). To
have a decoupled differential equation is selected in the same direction as
éo(x, y, 2. Afterwards 8' can be selected arbitrarily which lies in the narm

plane tor'. That is

F'(X,y,2)B'(% y, = 0. (2.5)

Then base vectop' is selected. In order to have a conventional riugmided

coordinate system selegt as in (2.6)

(%Y, D=T (%Y, 2x0' (X y 3 (2.6)

The equation in scalar form becomes

0. (x,y,z¢t .

%ZV‘BO(X’ Y, Z)‘/Uas(x ' Z):a)o( Xy pﬁ( X y,Z)

o, (x,y,zt _

W:y\%(mﬂ Z)\ﬂg.(xyz)=a)o(xy)rtz9.( Xyz) @7
ot
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In (2.7) y4;., K, K., corresponds to projection gf to 1, g', ¢' axis. @, is

named as the Larmor frequency and it is equ;z'@p(x, Y, z)‘ . After taking the

derivatives of the first two equations with resptctime and using the above

relations, the result is

TH V2D gy 2BV 2Y ey g (xy 2)

o o (2.8)
02/'1 (X! yi Z1 t) — a/J—,(X, yl Z1 t) '
T By T = (Y e (XY 7)

Setting the initial conditions 1@..(x, Y, 2 0), 4,(x Y, z0), and u¢,(x, Yy, 2,0)

then the solution becomes:

W = Uy (%Y, 20)costy (x,y,2)tF 4 (% Y, 20)sing, (XY, )t

a ! ! ' .
Uy (>;ty zY =—40,.(X, Y, 20)singy, (X, Y, 2+ 14, (X ¥ 20)cosg, (X, Y, 2) (2.9)

He (XY, 2 9= . (X Y, 20)

In order to represent our magnetic moment in aebfit way the transverse part

of the magnetic moment, which is defined py.(x,y,z %) and z,.(x, ¥,z 1),

can be combined as a complex function. That is

Moy (Y, Z0)= 15 (X Y 29+ jtp (% Y 2) (2.10)
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Then (2.9) becomes

Hoog (O Y, 20 = . (% 3 20) 8720001
{ . ¥ (2.11)

M (%Y, 2 0=t (X % 20)

To describe the collective behavior of a spin systea macroscopic

magnetization vectoM can be introduced for inhomogeneous main magnetic
field. Due to change in the main magnetic fieldhwpbsition, we have to divide

the object into volume elements (voxels) and asstirae main magnetic field

change is negligible in that voxel. Say tmﬁ(é,éﬁi [ t) is the vector sum of all

the magnetic moment in the voxel defineddhys, , andr, . Then,

N(x, ¥, 7)

M(x.%.2,9= >/, (2.12)

n=1

where N, . . is the total number of spins in the voxel. By gsiprevious

s
analysis, we can find collective behavior of thenspwhen placed in static

magnetic field. As discussed befoj , takes two possible orientations with
respect to ther'(x,y,z) axis at a given time for hydrogen atom. Spins in

different orientations have different energy int#i@n with the static magnetic

field. According to the quantum theory for everyeh
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E=-/1B =~ [B (2.13)
Then for pointing up spins,
1 -
ET:—EthQ\ (2.14)
whereh is Planck’s constant divided B , and pointing down spins
1 -
E = rhl8 (2.15)

As seen above, spin up state is the lower-eneggg,swhile the spin-down state

is the higher-energy state sin‘&‘ is magnitude. The energy difference between

the two energy statesﬁiﬁ‘a,‘. This nonzero difference in energy level between

the two spin states is known as the Zeeman Spjitthenomenon. The spin
population difference in the two spin states iqited to their energy difference.
According to the Boltzmann relationship

N AE
_T:ex J— .
N {KTJ (2.16)
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Where N is number of pointing up spind\, is number of pointing down
spins, T, is absolute temperature of the spin system #&hd Boltzmann

constant.

Assuming magnitude of main magnetic field in thelesrof Tesla range then
AE << KT,. Therefore, the exponential term can be writtenfiest order

approximation. This result can be substituted tdgR Then the difference
betweenN andN is

yhlg|
2KT,

S

N, =N =N, (2.17)

This equation indicates that there is a fractiosmhs in the lower-energy state.
This occurs because a spin is more likely to takeldlver energy state. This

population difference generates thevector, which is equal to

M()ﬂvwavt)z M. (X Y, Z 30Xy 2D MGX % 2 ﬁ (% y:

2.18
+M,.(%, %, 2,98 '(x, ¥, 2) (2.18)

and it can be rewritten as
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. 2)

. N(x Y, 2) _ N(
M(&,yi,z,tﬁ( ﬂg-,n,tje z)+( Y, ﬂmjc?"( X %12

n n=1
N(X Y,
( ﬂf',n,t)rl(xi’yi ’Z)
n=1

x

(2.19)

The first two terms are zero because in transvplaee component phase is
random so the vector sum is zero for sufficient beamof spin in that voxel.

U, .. can take two possible values as discussed abteseTvalues can be

+l;,h
luz‘,n,t = % (220)
_El'h
Substituting (2.20) to (2.19)
N N, (%, %,%) N(x¥dq
M(X,M,ZJ):[ Z Ey—h}rl()‘(’ Y Z)+( Z —ZV—VJQV'(% Y2 (2.21)
Since )h is constant
M(x.yi,z,t)%(l\l(x, y D= NG % ) yr—hY x ¥ ) (2.22)
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Therefore, the bulk magnetization vector pointscéyaalong the positive
direction of ther'(x,, y;, z)axis at equilibrium. Difference between the number

of spins that pointing up and down is found in {3.then the magnitude of

magnetization vector is equal to:

yH’B(%. ¥, 2)
4KT,

M(x.y.2.9= N(x v 2 (2.23)

This is true for % spin system which correspondbytdrogen atom. So far the
magnetic momentum is investigated when there ig pasition dependent main
magnetic field. In order to excite the object to &eamined, external time

varying magnetic field has to be applied. This esponds to the RF pulse.

2.1.2 RF Pulse Modeling and Excitation Used in Inhmogeneous Magnetic
Fields

RF pulse generates magnetic field and it can beedeenal%l field. This is called

“RF pulse” since its frequency is in radio frequgmange and it is applied for a

short time. It is normally ON for a few microsecentb milliseconds. The

strength of B, field has to be small compared to main magnetid fstrength. It

has a form of

B.(X, ¥;.2,t) = 2B5(t) cos@, t + #)[BL, (X, ¥, 2)X(X, ;. 2)

2.24
+By, (%, Y1 2)Y(%, ¥ 2)+ By (%, ¥ 2)2(X, ¥, 2))] (2.29)
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r'(x,y,z) component, which defines one of the axis of lomadrdinates, is
chosen in the direction of the static magnetic dfigB,. The other two
components can be chosen arbitrarily such that d@rihogonal tor'(x;,y;,z)
and each other. In order to represe®{(x, Y, z) in an easier way select
8'(x,y,z) as in the direction oB(x, Yy, z) field projected into the normal

plane tor'(x;,¥;, ). This can be seen in Figure 2.1.

Figure 2.1. Original and local coordinate systems.

In local coordinate system by selecti®y(x, y,z) as aboveB(x, Y, z) can

be written as

B.(x, Y,z )=2B ()costy t+¢}: B;. (iX’iy’iZﬁ (XY, 2

(2.25)
+B (X, Y, )T(X ¥, 2]
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To solve the effect of the RF magnetic field to butk magnetization one more
coordinate system transformation has to be defifbi is called rotating frame

of reference.

2.1.3. Rotating Frame of Reference Selection to MetIMagnetic Resonance

Imaging in Inhomogeneous Magnetic Fields

A rotating frame is a coordinate system whose trarse plane is rotating clock-

wise at an angular frequenay. This transverse plane is spanned in the local

coordinate directional vectord' and @'. The directional vectors for rotating

frame of reference can be named@&is #", andF". And the relation between

the rotating frame vectors to local frame vect@ns be defined as

8"(X, %, 2. h=cos@(x.y.2) (XY, 2 sk (X, ¥, F (% . i
B(X, %, 7, )= SiN@(X, ¥, 2) 0 (%Y, D= coso (X, %, DF (% ¥ i (2.26)
(%, ¥, 2, ) =T'(X, ¥, 2)

Also the time derivatives of the unit directionalctors are

06"(x, %, 2,9
ot
09"(%, %, %, 9
ot
or'(x,¥%.2.9
ot

=axX,Y,72)x0"(x ¥, Z. )

=X, ¥%,2)%X0" (% Y, Z ) (2.27)

=X, ¥, 2)XT' (X% Y, 2 )

where & is defined by
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WX, ¥, 2)==w(X, ¥, DT(X Yz ) (2.28)

and as discussed before

M, Y, 2, 0= My (X, ¥, 2 8°(% Y D+ MGX % 2B'( %Y |

B (2.29)
M (X, Y, 2, 9T (X, Y. 2)

and M, can be defined as

Mo (%02, 0= M (X, Y, 287 (% Y 2 B MG % 270Xy 2] (2.30)

+M. (X, Y, 2,97 (%, Y, 2, )

So the relation betweell and M in a matrix form is

rot

Mj.(% %, 2,9
My (X, %, 2, 9| =| sin@(x,y,2)9) cos (x,y,2)9 M (X ¥ 2,
0 0 M &y 7t

M. (X, %, 2,9

COS@ (?( > ’iz)t) - Sin@ (X viyrz)t) M i(x'v Yo Z,
(2.31)
1 )

Derivatives ofM__ and M can be related as

rot
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dM(x, ¥, 2. 9 _dM. (X, ¥, 2.9 5

6'(x,y,2
dt " (xdty iy (%%, 7) " t) 032)
# o gy ) e L BT Ty )
My (%, %, 2,9 _ M. (%. 8,2, 5.
= 8"(x,V, z
5 p” (% % 7.9
OMy (%, %2, 9 OM,.(%, %, 7,9 (2:33)
L AT TEIL R A€ B OE S

Then,

dM (X, ¥, 2,t) _ OM (X, ¥, 2:1)
dt ot

+aXX, ¥, 2) XM o, (X, ¥, 2, t) (2.34)

As seen from (2.34), the rate of changeMn, as observed in local coordinate

system and the rate of changeMfas observed in the rotating coordinate system

are not equal.

2.1.4. Derived Bloch Equation to Model Magnetic Resmance Phenomena in

Inhomogeneous Magnetic Fields

The time-dependent behavior d in the presence of an applied magnetic field

is described quantitatively by the Bloch equatidhe Bloch equation takes the
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general form [1]. For inhomogeneous main and RF mefg fields with
described coordinate system

W=N(x,yﬂz.0xﬁw, y.z.)
MY, 2.08°06 Y, D M(X Y 2P (X % 2)
(X, Y. 2) (2.35)
(MY 2,0 MK, Y, 2) (XY 2 )
T(%. ¥%.7)

where M°(x, y, z) is the thermal equilibrium value fo¥ (x,y, z, t) in the
presence ofB,(x, y, z) only, which is calculated in (2.23)(x,y, z) and

T,(x, Y, z) are time constants characterizing the relaxatiwtgss of a spin

system after it has been disturbed from its thergwplilibrium state. While
calculating the effect of RF pulse, the second tedthird terms are generally

omitted since RF pulse duration is much shorterntia(x, y, z) and

T,(x, ¥, z) [3]. Under these assumptions

dM(x, ¥, 7.9
dt

=yM (X, ¥, 2, 0x B(X ¥, 2 ) (2.36)

By using (2.34), above equation can be writterherbtating frame of reference
as
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OM (%, %, %, 9)
ot

=M o (X, ¥ 2, t)X(Bot (X ¥z D+WJ (2.37)
and effective magnetic field is
By = (émt(& Vi 21) +WJ (2.38)

Moreover, Bloch equation can be rewritten as

am“’t()g’ty"z’t)=yl\ﬁmt(>q,x,z,t)x B (x ¥ 2)
_Mgn()ﬁ’yi’th)é"( Xy 9+ M"(ixl Yi2W'Gx Yy z)
Lo Y 2) (2:39)
(MY 20 MG Y, D) TOX Y 2 )
(%, ¥, 2)

Using the above equations, the effect of an RFepals a spin system can be

analyzed and time dependent behaviof can be found. In order to do that
RF pulse transverse component is expressed acgawlithe rotating frame of

reference in the local coordinate system, whiclobezs
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él,rot(X’ y' ‘|7" t)= E(DB@( |X1 iy! izﬁ "(iX i yi 2 (240)

Then effective fieldB,, (X, ¥, z, 9 that the nuclear spin system sees in rotating

frame of reference is

W

y jar"( X ¥ D+ AB( )ﬁ( X Y2 (2.41)

B (% ¥, 7, t)=[B(D—

If the RF frequency is equal to resonance frequeney effective magnetic field

becomes Emt. Substituting the above result to the Bloch eaqumtivith the

assumption of short RF application tinw § compared tdl, and T, then

OM (X, ¥, 2. 1)
ot

=M o (%, %, 2, 9% B(DF"( % . 2 (2.42)

and in scalar form, we have

OM,.(%,¥,2, 9 _
ot B

M, (%, Y. 2.9
ot

oM,.(X.¥.2,9
at

0

=yBI(X, ¥, 2 OM (X ¥, 12 ) (2.43)

=-yB(X, ¥, 2, OM (3 Y, 2 )
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By using the initial conditions of thermal equiiilbm which is

M,.(X%,¥%,%,0)=0
M, (%, ¥.2,0)=0 (2.44)
M..(X,¥,2,0)= M (X, y.:2)

then

My (X, %.2,0=0

M, (X, ¥, 2, 9= M2(X, y,iZ)sir{fy B(ix,iy,izr)dj , foe 47 (2.45)

M.(X, ¥, 2, 0= M2 (X, y’iz)co{jy Bixyy,zr )d]

As seen from the above equation, the effect oftation, as observed in the

rotating frame, is a precession of the bulk magaé&tin about théd" axis. Also
(2.45) indicates that the final value of magnet@atvector, after the RF pulse,
depends on the integral of envelope function netghape of it. This is called
flip angle () and equals to

a(x, ¥ z)=fy3*(x, Y, z7) d (2.46)
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This effect of RF pulse can be described as rotaifmerator, which is defined by

the rotation matrix around" axis with a variabler as

1 0 0
R.(@)=|0 cosa sinx (2.47)
0 -sina cosr

For general case, that El field which has ar" component therM can be

found by solving (2.42) for that situation agairheTrotation ofM due to RF

pulse component along the directiongfis zero, because by selectiflg with

the same direction dB, there is no RF magnetic field in that direction.

M,.(5,3.7.7,)
M5, 2.0,) |= B (80 %27 ] R@(x,5, 9
M.(X,¥,7.7,) (2.48)
. M. (%, ¥.7.0)
R(5-000v.2) || M 3..20)
M, (X, %, 2,0)

2.1.5. Free Precession and Relaxation Process ihbmogeneous Magnetic
Fields

After a magnetized spin system has been perturoed its thermal equilibrium

by an RF pulse described as above, the systemmsetiiiits original equilibrium

state in a sufficient time. This process is chamdotd by a precession dfl

about thel_5>O field with the relaxation processes in longitudiiaad transverse
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components. This relation can be written in rotatirame of reference at the

resonance frequency as in scalar form as

dM. 06 Y, 20 - - M (X Y,z - M

dt T(% Y. 2)

2.49

dMyp (X, ¥, 2.9 My, (X Y, 2) (2.49)
dt T,(% Y. 7)

Solving (2.49), time variation of transverse anagitudinal magnetization
components can be found. As a ndiigjs about 0.3 to 2 second aiiig is about

0.03 to 0.15 seconds in biological tissues.

Mo (X, ¥, 7, 0= MA(%, ¥, 2)(1- E00D)+ M (x,y, 7 ) @?

2.50
Mé"¢"(xi1yivz,t): Mg-ﬂ.(?(, Y, 21, ) BR058) ( )

2.1.6. Signal Detection Principles Used in Inhomogeous Magnetic Fields

FID signal is received by a receiver coil placedmée object to be imaged and
signal is received from this coil for a specifimé range. Signal detection in MR
is based on the Faraday law of electromagneticcinolu and the reciprocity
principle. The Faraday law of induction states tiae varying magnetic flux
through the receiver coil induces a voltage thagsal to the rate of change in
magnetic flux through the coil. The detection sewvisy of a receiver coil is

determined through the principle of reciprocity.
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Assume thatéz(x y, 2 is the magnetic field at locatiofx, y, z) produced by a
unit direct current flowing in the receiver coilh@n the magnetic flux through

the coil by M (x, v, z,t) is equal to

o(t) = [[[B,(x.y,2) M (x,y, zt)dxdydz (2.51)

obj
By using Faraday law,

V(t) = —% = —%ﬂj B,(x,y,2) M (X, Y,z t)dxdydz (2.52)

obj

This equation is represented in scalar form as3§2.5

v =- 1T By M, (03,204 B, (07, 2M, (03,20 (2.53)

+B,, (X, y,2M,(x,y, z,t))dxdydz

Since B,(x, y, z ) and integral do not depend on time then the dévivaerm can

propagate tdvi (x,y,zt Yerm.
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oM (x,y,zt)

oM, (X,Y,zt)
ot ot

v =-|f (Bz,x(x,y,z) +B,, (% Y,2)

obj

(2.54)
+B,, (XY, z)%jdxdydz

Changing the coordinate system to local coordinaed discretizing the

equation in space assuming thég(x, y,2)is constant in each voxel (2.54)

becomes,
aM‘- '!i!'!t aM‘ '!ia'!t
V(t)=—z(82,g.(x,y, pP AT, gy MR ]
' (2.55)
aM" 1 ’ 1t
+B, (X, Y, 2) ’()gaty £ )jAv

In the above equatioAvis volume of the voxel. As discussed befdievalues

are in the order of seconds. So that as compar¢laetéree precession d¥l
and M, being much  faster  than longitudinal relaxation

(X, Yy, 2> T(% ¥y 3), the derivative ofM.. can be ignored.

In order to simplify the equation, defian.,, and B, ;. in polar coordinates

where ‘BZ ‘ corresponds to magnitude armgé,¢, to phase. AlsoM can be

8¢
written in the polar form wherwé,{ﬁ,()g, Y, ;,Oj corresponds to magnitude and

#. (%, Y, z)corresponds to phase, then
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Mg (% ¥ Z,t)=‘ M, (X, Y, iZ.Oi @movd) cod-w (X, Y, 2)44, (%Y, D
(2.56)
My %0 % 20 0= My (X, ¥, 2,0) @509 si-w (x, v, 2%, (%, % )

and the derivatives are equal to

M, (%, .7, 9

ot =w(>§,yuz)‘ Mg"ﬁ'()l(’ b iZ'oi g/ s) sir(—a)(ix, Vi DEd, (% ¥ Z)

1

-W\MM.(&,M,LO# e cof-w (X, y . 2)t 4y (XY, 2)
2 1A

(2.57)
OM,.(X, %%, 9

P = (X, Y, )| My (X, Y, 2,0) @009 cof-w (x, Y, 2) %4, (%Y, )

1

M 50 2.0 €7 s,y A (6,3,
2 v X

Assumingw >>1/T,, second terms can be neglected in the above equatien

induced voltage on the receiver coil becomes,

V(1) =‘Z(w(>€, Y, Z)‘ %é.ﬁ.( X Y izﬂ '\9-¢-(ix ¥ ZO} ERO0 2
| (2.58)

sin(—w(& Y2 G (G Y Z2)7 0,5, (XY Z)))A

This is a high frequency signal at the resonaneguiency. So while discretizing
the signal in time domain for the simulation, spéatare has to be taken

according to the maximum frequency content in tgead.
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2.2. Noise Model of Magnetic Resonance Imaging

In this part, first the noise model of magneticorence imaging in homogenous
magnetic fields is investigated. Afterwards, thisse model is extended to cover

the inhomogeneous case.

2.2.1. Noise Model of Magnetic Resonance Imaginimg Homogeneous

Magnetic Fields

In experiments with homogenous main magnetic fiekdth different field

strengths, signal to noise ratio (SNR) is related t

B
(B2 +aBy?)”

/4N (2.59)

where, ¢ is the SNR By is the main magnetic field strength aads change in
SNR due to RF coil [70, 71]. IBy is large compared tar then, the noise
originating from the RF coil can be neglected. idey to find intrinsic SNR, first
overall system SNR is measured; then effect oftelex losses and noise
generated in electronic instrument stage is eliteshalntrinsic SNR can be

calculated using,

QL 1/2
) ¢ {1_ QJ (2.60)
(/IS - 1ONF/20
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Here, ¢s is measured SNRY is the intrinsic SNRNF is the noise figure of the
electronics in decibel€). andQg, are loaded and unloaded quality factors of the
RF coil, respectively. Edelsteigt al measured these values for different MRI

systems under various main magnetic field strengths These values are given
in table 2.1.

Table 2.1. Measured SNR values for different MRitegns under various main
magnetic field strengths. Table is reproduced f[éj.

B0 l//S NF Q Q (/4

(M [mIHZA[@B)| ~F | ~* | (mI'HZ"?
0.12 944 1.0 240 170| 1.9610°
0.5 4,660 [ 2.0 327 89 | 6.891C°
1.0 9,642 | 1.7] 35¢ 51 | 1.2m10
15 | 16,730| 1.4 43164 | 2.1310°

By using these measurements given in table 2 dlatianship betweegi andBy

strength can be found. The poiBgsstrength versugj is given in Figure 2.2.
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x 10

Figure 2.2. Main magnetic field strength versusrimsic SNR. Red dots
represent calculated intrinsic SNR values in Tablgé for different main
magnetic field strength points. Blue line shows fitted first order polynomial
for these measurement points.

The obtained relation,

¢, =1.37(10B,. (2.61)

is linear as plotted in Figure 2.2. If pixel SNRaslculated for a fixed pulse

sequence then,

pixel SNR=gsp ([ NT(1- &%) &" (2.62)
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where, p is proton density relative to water,is pixel volume,\N is number of
averages,Ts is sampling time,Tr is repetition time,Tg is echo time,T; is

longitudinal relaxation time ant; is transversal relaxation time.

Pixel SNR can be determined for each pixel by usipggations (2.60), (2.61) and
(2.62) together with the magnetic field informatidest object properties and
pulse sequence. Signal strength for every pixelalao be determined by the
given information. Usingpixel SNRand signal strength, noise level can be
determined for every pixel and then Gaussian neiie zero mean is added to

the signal.

2.3. Proposed FFT Based Image Reconstruction Algdinim for
Inhomogeneous Magnetic Fields

In MRI, k-space is filled with Free Induction DecdkID) signal sampled

according to the imaging pulse sequence. In conwaalt MRI systems, pulse
sequences are designed such that the k-space pgesbinmiformly [4]. However,

in MRI systems with inhomogeneous main magnetid faad nonlinear gradient
fields, it is not possible to obtain uniformly sadexb k-space data. Therefore,
uniform k-space sampling followed by Discrete FeufTransform (DFT) leads
to highly distorted images in inhomogeneous magrfetids. Consequently, the
measured FID signal needs to be corrected. A tweedsional FOV and a spin

echo pulse sequence is adopted in order to simpkFID signal as

L
FID(m,n) =) B M gla @t dimn (2.63)
=1
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where,mis phase encoding numberis sampling numbet, is number of pixels
in FOV, M, is weighted proton density of pixElB, is signal gain associated
with pixel I, a is I" pixel resonance frequency due to main and gradieldis,
) is demodulation frequencylt is signal period and is phase due to gradient

and inhomogeneity in main magnetic field.

This signal can be transformed using two-dimendiob&T. Then by
interchanging the summations while takiBgand M, out of m andn summation,

the result is

M-IN-1 (@ —ap)ndt+g§ (m n- un— VW]
2. € "

DFT{ FID(m, n)} =i M B

1=1 m=0 n=

(2.64)

o

C

where, u and v are spatial frequency variablesFr.D

As seen from equation (2.64),does not depend dvi; and the part labeled &
can be calculated for known magnetic fields, pslsguencey andv for every

pixell. If Cis named as,...,, then,

L
DFT{FID(M, }|, =" M &y.uu, (2.65)
' =1
M-1N-1 (g —ap)ndt+4 (m n- unz—” VW] (266)
a\/N+u+1,| = 3 Z e " .
m=0 n=0
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When summation in equation (2.66) is written in operm for everyu andv
pair, a set of linear equations is obtained betwB&1 of FID signal and

weighted proton density values.

This can be written as in open form
FFT (00)=M,a, +M,a,, +---+M a,
FFT 0D =Ma,, +M,a,,+-+M a,,

FFT(OiN):MlaN,1+M2aN,2+'“+MLaN,L (2'68)
FFT (110) = MlaN+Ll + MZaN+L2 teeet MLaN+l,L

FFT(M,N) = MlaMN,l + MzaMN,z Tt MLaMN,L
Then defineA, b, xas follows

[ FFT (00) |
FFT (0))

b=| FFT(0,N) (2.69)
FFT (L0)

| FFT(M,N) |
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a, &, .. A
a;, &, ... Ay
A=| ay, ay » ay
aN+1,1 a'N+],2 a'N+1,k
[Qwms w2 oo Bmk
_ M, _
M,
X= M,
M,
_FFT(M,N)_

and the equation becomes in the form of linear tgua

Ax=Db

A k1
A k1

a'N,k+l

a'N+j|.,k

a'NM,k+1

A
L

aN+j|.,L

AuwmL |

(2.70)

(2.71)

(2.72)

Solution for the set of linear equations can bentbif this equation set is not ill

conditioned. If it is ill conditioned then a pattgolution can be also found.
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CHAPTER 3

FREE INDUCTION DECAY SIGNAL CHARACTERISTICS
IN INHOMOGENOUS MAGNETIC FIELDS

In this chapter, magnetic resonance (MR) signalafiem due to inhomogeneity
in the main magnetic field is investigated. Thislgsis is done to understand the
effect of inhomogeneity in magnetic field to thgreal decay time, the signal
energy, and the peak of the signal. In additione ttelation between

inhomogeneity in main magnetic field and field adw is investigated.

Using these parameters, suitability of specific Midrdware designed for
inhomogeneous magnetic field can be analyzed. Mieans that using following
analysis, the inhomogeneity tolerance of a spetificdware can be found. Or
else, given the inhomogeneity distribution, thediaare design parameters can

be selected accordingly.

3.1. Analysis Parameters Used to Characterize Fréeduction Decay Signal

in Inhomogeneous Magnetic Fields

Some of the parameters used to characterize thesigital in inhomogeneous
main magnetic field are important, like signal geipeak value, decay time and
field of view. These parameters’ importance andcwation methods are

explained in this part.
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3.1.1. Decay Time of Free Induction Decay Signal

The decay time is an important parameter. If sigleglys very fast compared to
sampling rate of the MRI system then a meaningfgha with sufficient

information to reconstruct image cannot be collgcte

The FID signal decays with time whether the maimgnegic field is homogenous
or not. However, the behavior of these two casesddferent from each other.
For homogenous main magnetic field, the decayerstgnal is due to relaxation
processes. These relaxation processes are defynlemditudinal and transverse

relaxation times and included in Bloch equation.

The longitudinal relaxation is due to proton int#@ns with lattice. This
relaxation is described by a time consténthich implies the rate of change in
longitudinal magnetization. This is because peddrimagnetic moments will
tend to reach to the minimum energy state. Thermim energy state is reached
when the magnetic moment is parallel to the maimgmatc field. T; values
depend on the object or the main magnetic fielengfth. For biological tissues,
the range ofl; values is about hundreds to thousands of millisésdor main

magnetic field strength larger than 0.01T [3].

The transverse relaxation is due to spin-spin augsns. Spins themselves
generate magnetic field. Therefore, total magrfetld on a spin, is combination
of main magnetic field and field generated fromghéioring spins. Since there is
spin variation over the object, the total magnéetd across the sample differs
from position to position. Because of this diffecerin the total magnetic field,
spins precess at different frequencies and they flosir synchronization. As a

result, the net magnetization and FID signal desgeaver time. This relaxation
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is described by a time constant For biological tissues, the rangeTefvalues
is about ten to hundreds of milliseconds [3]. Thedaxation times of different
tissues, measured in different main magnetic fattdngths, are given in Table

3.1.

Table 3.1. Longitudinal ;) and transverseTf) relaxation times of different
normal tissue types, which are measured in difteraain magnetic field
strengths, are given. This table is reproduced fitizh

T1 (MS) T, (MS)
Tissue
006T 01T 15T 006T 01T 15T
Liver 138 215 340 36 37 30
Muscle 185 259 740 49 28 38
Kidney 214 419 685 56 39 56
Brain 285 399 1361 75 - 149

As seen from Table 3.1, values are independent from main magnetic field
strength. Bottomlet al. reports thafl, values are dependent mainly on tissue
type [72]. As seen from the tabl€, values increase as the main magnetic field
increases. This shows there is a relationship @tweand main magnetic field
strength. Bottomlewt al. also reports that the dominant factorsTarvalues are
tissue type and the main magnetic field streng®j. [[f T, weighted images are
aimed at MRI in an environment where main magnigicl variation is large,

the behavior ofT1 has to be taken into consideration.
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Continuing from the FID signal decay perspectiviee effect of transverse
relaxation is dominant because sensitivity of R€eneer coil of MRI system is
in the direction of transverse plane angvalues are smaller theR, values
(Table 3.1).

The external main magnetic field inhomogeneity hawggnificant influence on

decay of free induction decay (FID) signal overdinihis decay can be defined

with a different time constari,. The combined time constant is referred to as

T, and it is equal to

11,1 a1
T, T, T, (3.1)

This decrease can be observed in conventional MRiesis since the main
magnetic field assumed to be homogenous althougls ipractically not

homogenous. Furthermore, this effect is more dontigg the inhomogeneity
increases in main magnetic field. Thus, the refalietween inhomogeneity level
and signal decay has to be analyzed. The analgsi®e done by determining
FID signal analytically and numerically, and themogessing it. However, this
signal decay not only depends upon inhomogenersl leut also inhomogeneity
distribution. To simplify the analysis, constanh@mogeneity distribution with

variable inhomogeneity level is assumed.

This analysis is used to relalE to MR system hardware parameters like

maximum sampling rate, spatial resolution, SNR laawdwidth of the system. A
characteristic FID signal, which is the ElectrometiForce (EMF) in the RF

receiver, is shown in Figure 3.1. In MRI systenis &ignal is demodulated
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using quadrature amplitude demodulation techniqlibis demodulation

technique produces two signals. These two sigmale@nverted to digital using
analog to digital converters. Afterwards, these tligital outputs are combined
to form a single complex signal. If this processplied to the signal given in

Figure 3.1, then the demodulated complex signabtained as in Figure 3.2.

x 10

MR Signal
(@]

_6 L 1 L
-0.01 -0.005 (0] 0.005 0.01

t(s)

Figure 3.1. Time versus FID signal for an inhomagmrs main magnetic field
with linear 100 parts per million (ppm) inhomogdwgéds given. The test object
selected as uniform with, constant of 20 ms. Signal is obtained using spioe
pulse sequence.
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al
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Magnitude of Demodulated MR Signal
w

o

.01 -0.005 0 0.005 0.01
t(s)

do

Figure 3.2. Time versus magnitude of demodulat&idignal.

The signal, which is given in Figure 3.2, decaythwime, due to inhomogeneity
in the main magnetic field and transverse relaxatibhis relaxation can be
estimated from the demodulated MR signal. The denaded FID signal

depends on object properties, MRI system properéed pulse sequence
parameters. To make the analysis possible, thals@an be divided into two

parts as,

1: the signal decrease dueTp and

2: rest of the signal:

t/T,
1

2
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To do that first the maximum value of the signalolgtained. Then, the time
needed for the signal to decrease to half of itsimmam value,

S(tf\ﬁéhm) _ max{ZS (t}

(3.3)

is determined as illustrated in Figure 3.3.

x 10

max{ S (t}

Magnitude of Demodulated MR Signal

ts) x10°

Figure 3.3. Zoomed version of Figure 3.2 with signaximum and time elapsed
when the signal is decreased to half of its maximum

Assuming f(t) variation is low in (3.1), the signdécay is due to relaxation.
Then,
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S(tfv‘éhm) = max{ ( t} é#: = &Zs(t} (3.4)

Dividing both sides Withnax{S(t)} and taking natural logarithm, (3.4) becomes

Lo |n(1j (3.5)

(3.6)

Using the above equatio, values can be estimated for different levels of

inhomogeneity and distributions. These values giermation about how fast

the signal decays due to main magnetic field inhgeneity.

As stated before, if signal decays very fast comgan sampling rate of the MRI
system then a meaningful signal with sufficientormfiation to reconstruct an
image cannot be acquired. From this point of viawelation between sampling
properties (sampling frequency and resolution) dRIMsystem and the total
transverse relaxation time can be found. Using Nstgheorem and the relation

between the sampling frequency ahd, bandwidth of the receiver part can be

found.
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Assuming an MRI receiver hardware composed ofNgnbit analog to digital
converter (ADC) with sampling frequency fafand with a gain set to cover the

analog voltage range of ax{S(t} ,max{S(t}]. Using this ADC the FID

signal which decays with time constafif is sampled. If an image is to be

reconstructed wittN samples, then these samples have to be acquifect ee

FID signal decays below the resolution of ADC.

To determine the described relation, we should éibdain the ADC'’s resolution

which is equal to

_ [max{S(t} - - maxX S(t} )]

ds > (3.7)
and the sampling period is equal to
1

dt=— (3.8)

To acquireN samples using analog to digital converter, tataetof (N-1)dtis
required. Assuming (3.2) holds, after a time (bf-1)dt passes, the signal

decreases to a value

S(( N-1) d = max{ g J} &N« (3.9)
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because of the relaxation processes describ€ed b¥his value has to be larger

thandS(right side of the inequality in (3.10)) to detélae signal using the ADC
and this relation is given in (3.10).

max{S()} g(N-DAvT, 2mz;+;{n8(t)} (3.10)
Simplifying the above relation, it is equal to
dt < In(z)(Nbit _1)T2 ) (311)
(N-1)
If (3.11) is written for sampling frequency then
N-1
( ) (3.12)

*In2)(Ny, — DT,

Using Nyquist theorem, bandwidth of the receivat pBW,,) has to satisfy

cv

o (N-1)
“2In(2)(N,, - T,

(3.13)
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3.1.2. Signal Peak of Free Induction Decay Signal

Signal peak is an important parameter for the FHiiha, because it gives the

information about the strength of the signal. i t& defined as

Signal peak=max{ $} . (3.14)

Moreover, it affects MRI hardware parameters likeeiver signal gain. As
explained in the previous subsection FID signaletels on object, MRI system
and pulse sequence. Some pulse sequences likeedminpulse sequence can
recover some effects of field inhomogeneity in Hignal [4]. As such, these
pulse sequences are preferred in MRI in inhomogen@ain magnetic fields
[43]. If spin echo pulse sequence is used for thyais, then the signal peak
value is not dominantly related to main magnetédfinhomogeneity. However,
there is a weak relation between signal peak andn nmaagnetic field
inhomogeneity. This is because magnetization veotagnitude is related to
main magnetic field strength. This relation is expéd in the previous chapter

and it is equal to

e [B(x. Y. 7)
4KT,

LICHEAE N(x% Y. 2. (3.15)

These magnetization vectors generate FID signaljf dhe magnetic field

variation is large then signal peak can vary.
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3.1.3. Energy of Free Induction Decay Signal

Signal energy is an important parameter and it tbabe taken into account
during the analysis. As the demodulated FID sighabmplex, the energy of the
signal can be defined as

Signal energy j | (5)|[2 ¢ (3.16)

<Tacg™

Signal energy is closely related to the signal paad relaxation time constant,
which are explained in above subsections. Thergthee same variables affect

the signal energy.

3.1.4. Field of View and Image Resolution

Field of view (FOV) is defined as distance in oneehsion, area in two-
dimensions or volume in three-dimensions, whicH i imaged. For MRI in
homogeneous magnetic field, FOV is a rectangulagen For inhomogeneous
case, FOV is directly related to main magneticdfisirength and gradient field
strength. Again, the resolution of the reconstrdicteage has a close relationship

with FOV. As FOV decreases resolution increases.

For this analysis, assume that RF excitation caél én orthogonal component to
main magnetic field in imaging volume and off-reanoe excitation effects are

negligible. Then the FOV depends to main magnégid fstrength distribution,
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RF center frequencyf(), and RF field bandwidthBW;. ). The relation is given
in (3.17).

FOV:{(x, Y, z)|( I—BVZVRFJW\B( Xy 1<( cf+%” (3.17)

FOV is related tdBWkr. But for the MRI system there is another bandwidttit

which is BW_ . This is the receiver bandwidth limit. Receivembtwidth is

rcv "

related to the hardware of the receiver part antptiag frequency of the signal.

3.2. One-Dimensional Analysis of Free Induction Dey Signal in
Inhomogeneous Main Magnetic Field

To make one-dimensional analysis of FID signal mihoimogeneous main

magnetic field some of the parameters have to be se

Assume that:

1. Main magnetic field direction is irz-axis, and main magnetic field

strength varies linearly indirection.

éO(X) = ( a)mean+ B) slope>§ *a;

2. Single RF coil is used for excitation and receptidhe magnetic field is
in the direction ofx and uniform. Perfect 90° and 180° pulses are

assumed.

B(X=B(%= B3
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3. Test object is uniform. Object’s proton densityecual to one relative to

water, T» value is 20 ms an#, value is 1 s.

lorelative(x) = 1
T(X)=1s
T,(X) =20 ms

4. Spin echo pulse sequence with pulse repetition ghtes and echo time

of 22 ms and acquisition time of 20 ms.

T,=6s
T.=22ms
Toq =20ms

3.2.1. Analytical Results for Free Induction Decayignal in Inhomogeneous

Main Magnetic Field

After the above assumptions, first the magnetirpatiector magnitude has to be
determined. Using (2.23), assumptions 1 and 3, etagation vector magnitude
at thermal equilibrium is equal to

PRON,
4KT,

M°()|= (Bymean™ B mear) (3.18)

The magnetization vector direction is the same within magnetic field

direction in thermal equilibrium, so magnetizatigttor direction is irz.
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The magnetization vector, which is in thermal equiim, is exited with an ideal
90° RF pulse. After thafg/2 time is waited and then 180° RF pulse is applied.
So that using (2.31) and (2.48) resultant vectar loa found. For this case in

(2.31) ther’ is equal taz, @ is equal tax and ¢’ is equal toy. Then for our case
the FID signal is equal to

v(t)=—I{Eg (><)a'vI (X 2 W W}dx (3.19)

In the above equatiofB, (X) is equal toB;. The derivative of magnetization

vector can be obtained using (2.36), and it is kfqua

dM(x 1) _

S T IMODXB(X). (3.20)

This is because no extra field is applied at tiaet Using éo(x) is in the

direction ofz, the (3.20) becomes

dMétM) [VBOZ(X)M (xt)]aﬁ[y% AIM(x)] 7 (3.21)

X component

and signal becomes
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V(1) =—T (BLyBOIM(x])d> (3.22)

%
Using (2.56) the magnetization vector is equal to

M, (%0 =M, (x.0f " cod~ B (0} (3.23)

Where ‘Mxy(x,O)‘ IS equal to magnetization vector magnitude in rtiedr

equilibrium which is given in (3.18). Then,

v =80 [ (B B o { Bt Bk} @ 320

The integral is equal to
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V() =-B

(3.25)

Using the above equation, the analytical result lwarfound for different levels
of inhomogeneity. Inhomogeneity level in the maiagmnetic field is changed
using Byg,,.- The range is selected as P1010Y, and the steps 0Bygope 1S
selected logarithmic. The mean of the main magriigtid strength is selected as
0.15 T. The half of object sizeg] is equal to 7.5 cm. For these parameters, the

demodulated FID signals’ magnitude are given irufag3.4.
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x10° max ppm =33.8483 x10° max ppm =221.7499

MR signal
MR signal
o
>

() (b)

x10° max ppm =1452.7472 x10° max ppm =9517.3615

MR signal
o
>

MR signal
o
>

(© (d)

Figure 3.4. Demodulated FID signal for differentdis of inhomogeneity for
one-dimensional case is given. In these plotsQtcerresponds to echo tinde.
(@) Byyope= 6.55:10, which corresponds to 33.8 ppm (B,,,.= 4.29-10

slope ™

which corresponds to 222 ppm (&= 2.81-10°, which corresponds to
1.45-18 ppm (d) B,,,,..= 18.3-1C, which corresponds to 9.52%1gpm.

slope™

As seen from Figure 3.4 the demodulated FID sigagblotted for different

inhomogeneity levels. From these plots as the irdgameity level increases, the
signal decay increases, peak value does not chesige much, and energy
decreases. Using the procedure explained in presab-section, one can find
the relation between inhomogeneity and relaxatiome tconstant. The plots
relating inhomogeneity level versus total relaxattone, peak and energy are

given in Figure 3.5, 3.6 and 3.7.
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max ppm

Figure 3.5. Inhomogeneity level versus demoduldd signals’ maximum
values plot is given for one-dimensional case. ¥alare calculated from
analytical FID signals.

As seen from the Figure 3.5, inhomogeneity leved ha effect on the signal
peak. There is a small decrease in the signal pma# when inhomogeneity
level increases. This decrease is about 10%. Taerehree reasons for that.
First, for demodulation a low pass filter is usediah has the following effect on
demodulated signal: as the inhomogeneity incretmebandwidth of the signal
increases too and the filter attenuates some o$itival content. Second, as the
magnetic field distribution changes, the magnetmatector magnitude and
precession frequency changes too. Due to that, thathtotal signal and the
signal peak changes. Third, the signal maximum iscati the time offg, and
integral result given in (3.25) has a 0/0 uncettaiat that time instant. To
overcome this problem, time is selectedl'asdt/1000instead ofTe. Therefore,

signal peak may vary.

57



Energy

10" 10° 10° 10"
max ppm

Figure 3.6. Inhomogeneity level versus demoduldtdd signals’ normalized
energy plot is given for one-dimensional case. ¥alware calculated from

analytical FID signal.

As seen from the Figure 3.6, inhomogeneity leveesay affects the energy of
the signal. This is expected because as the inhensity level increases the
precession frequency of the magnetization vectiorsgathe object changes. This

station results a loss of synchronization and ¢dske energy of the signal.
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Figure 3.7. Inhomogeneity level versus demodulatd® signals’ total
transverse relaxation time constant plot is given dne-dimensional case.
Values are calculated using analytical FID signal.

As seen from Figure 3.7, the total decay time efRID signals affected severely
for large inhomogeneity levels. The plot is simitar energy of FID signal
change. As inhomogeneity increases, the effechefttansverse relaxation due
to inhomogeneity in the main magnetic field ince=sasThe reason of the signal
decay is the loss of synchronization in magnetiratiectors as the time passes.
Furthermore, if the inhomogeneity levels are sntlaéin the dominant signal
decay is due to transverse relaxation of the sarijlese results are compatible
with the (3.1), which describes the total relaxatidlso for our casdg >> T,

thenT; values does not have a dominant affect on theskgjbal.

Using the above result given in Figure 3.7, transalerelaxation and sampling
period of the ADC can be found. To do that, asstlmeeVIRI receiver part has a
12 bit ADC and reconstruction of an image with 3%efs is aimed. Using

(3.11), inhomogeneity level versus sampling pernieldtion can be found. As
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seen from (3.11) and from Figure 3.8, as inhomogenievel increases,
sampling period degreases. This is because, inhenedy affects the transverse

relaxation, transverse relaxation affects the samggderiod.

x 10

sampling period (s)

10" 10° 10° 10"
max ppm

Figure 3.8. Inhomogeneity level versus maximum dargpperiod needed is
given for one-dimensional case. Assumptions are MReiver part has a 12 bit
analog to digital converter and 31 pixel image esonstructed. Values are
calculated using analytical FID signal.

From sampling period information, it is easy toccédte the sampling frequency
as shown in Figure 3.9. As seen from the figure high inhomogeneity levels
the sampling frequency is directly related. Howevier low inhomogeneity

levels, the effect of transverse relaxation duahb@mogeneity is less.
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It is concluded that, if the sampling frequencytloé system is larger than the
values is plotted in Figure 3.9, then this systentapable of measuring the

signal.
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Figure 3.9. Inhomogeneity level versus minimum damgpfrequency needed is
given for one-dimensional case. Assumptions are MReiver part has a 12 bit
analog to digital converter and 31 pixel image esonstructed. Values are
calculated using analytical FID signal.
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Figure 3.10. Inhomogeneity level versus samplimgidiency needed to measure
the signal for one-dimensional case. AssumptioadRI receiver part has a 12
bit analog to digital converter and 31 pixel imagaeconstructed. Values are
calculated using analytical FID signal.
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Figure 3.11. Inhomogeneity level versus Bandwidtheceiver and Bandwidth
of RF is given for one-dimensional case. Assumggstiare: MRI receiver part has
a 12 bit analog to digital converter and 31 pixeage is reconstructed. Values
are calculated using analytical FID signal.
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This plot gives information about the inhomogenelgvel and RF field
bandwidth. Since the whole object is excited, directly related to FOV. Object
size is equal to [-75 mm, 75 mm]. Also, N is equwaB1, so the resolution of the
MR image is 5mm. Also, the RF bandwidth used tatexthe sample is smaller
than the bandwidth of receiver. This means thaivec part bandwidth does not
affect the FOV.

The same analysis are done for linearly varyingnnmaagnetic field in the range
of [10%, 10%]. The results are given in Figure 3.12. The rasaie the same with

the logarithmic case.
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Figure 3.12. Inhomogeneity level versus (a) Signakimum, (b) Energy, (c)
total longitudinal time constant, (d) maximum saimglperiod, () minimum
sampling frequency, (f) bandwidth of RF and receiige given. Results are
obtained from numerical results.

3.2.2. Numerical Results for Free Induction Decayi§nal in Inhomogeneous

Main Magnetic Field

In subsection 3.2.1 results are obtained usingyaoal analysis. To verify and
test the developed numerical model explained iwipus chapter same results
are obtained. The same assumptions given in se8tibare used for numerical
model. The results are similar to the analyticalules given in 3.2.1. Results
obtained analytically (Figure 3.12) and from themnmuical model (Figure 3.13)
has maximum difference in the peak value is 2.686,the relaxation time
constant, maximum difference is 4.3%, And for tinergy, it is 3.8%. These
differences in the results are due to the disagtn of the domain into voxels

and assumption of uniform magnetic field within thoxel.
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Figure 3.13. Inhomogeneity level versus (a) Signakimum, (b) Energy, (c)
total longitudinal time constant, (d) maximum saimglperiod, () minimum
sampling frequency, (f) bandwidth of RF and receiige given. Results are
obtained from numerical FID signal.
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3.3. Two-Dimensional Analysis of Free Induction Dexy Signal in
Inhomogeneous Main Magnetic Field

To make two-dimensional analysis of FID signal mhomogeneous main
magnetic field, values of some of the parameteve b@abe sea priori.

Assuming that:

1. Main magnetic field direction is irz-axis, and main magnetic field
strength varies linearly inandy direction.

BO(X, y) :( B}mean+ %slopex)& % slopey- ﬁa

2. Single RF coll is used for excitation and receptibhe magnetic field is
in the direction ofx and uniform. Perfect 90° and 180° pulses are

assumed.

B(xy)=B(x y= Bga

3. Frequency gradient field is in the directionzoft is linearly varying inx

direction.
c_::'frq (X1 y) = G\‘rq X@

4. Test object is uniform. Object’s proton densityegual to one relative to

water, T, value is 20 ms an®; value is 1 s.

prelative(x’ y) = 1
T(xy)=1s
T,(X y) =20 me
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5. Spin echo pulse sequence with pulse repetition @fres and echo time
of 22 ms and acquisition time of 20 ms.

T,=6s
T.=22ms
Toq =20ms

Since the problem is two-dimensional, analytic folation of the signal cannot

be found. So that, only the numerical results aesgnted here.

3.3.1 Numerical Results for Free Induction Decay §nal in Inhomogeneous

Main Magnetic Field

Similar to the one-dimensional case the FID sigm@aés obtained based on the
assumptions given in section 3.2 and the numenalel. The main difference
from one-dimensional case is existence of the gradiuring data acquisition.
Using numerical model FID signal are obtained faffedent levels of
inhomogeneity in main magnetic field for both diren. By analyzing this FID
signals, peak values, energy and relaxation timestemts are obtained. The

results are tabulated and presented in three-diomaigplots.
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Figure 3.14. Inhomogeneity level versus demoduld&tHdl signals’ maximum
value plot is given for two-dimensional case. Valuare calculated from
numerical FID signals.

As seen from Figure 3.14, as inhomogeneity leveteases the signal peak
degreases. The result is similar for one-dimensioase. However, signal peak
variation is small (0.18%) compared to the one-disn@nal case. This can be
related to, constant magnetic field assumptionefcgry pixel and the gradient

field application during signal reception.

In Figure 3.15, inhomogeneity versus normalizedrgneplot is given. As

inhomogeneity level ik direction or iny direction increases, signal energy
decreases. Again, this is an expected result shcenagnetization vectors are
lost their synchronization due to inhomogeneitysin Figure 3.16, decay time
constant is obtained. There is a jump in decay wowstant graph. This jump
occurs because at low inhomogeneity in main magielid, signal decays due
to frequency encoding gradient. From these decagdj minimum sampling
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frequency is obtained. The same jump occurs irugaqy graph in Figure 3.17.
After that the same plot.e. inhomogeneity level inx andy direction versus

minimum sampling frequency graph is given in fig@r&8. But, for this case the
ppm levels logarithm versus sampling frequencylasted. Also, a plane added
to show the tolerable inhomogeneity levels for IMARC. The results are
tabulated in Table 3.2.

Energy

0.95

4

max ppmin y 00

max ppm in x

Figure 3.15. Inhomogeneity level versus demodul&tal signals’ normalized
energy plot is given for two-dimensional case. aluare calculated from
analytical FID signal.
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Figure 3.16. Inhomogeneity level versus demodul&il signals’ decay time
constant plot is given for two-dimensional caseluéa are calculated from
analytical FID signal.

sampling frequency % 10

w10

max pprm in y 00 max ppm in x

Figure 3.17. Inhomogeneity level versus minimum @lang frequency needed is
given for two-dimensional case. Assumptions are iREiver part has a 12 bit
analog to digital converter and 31x31 pixel imagedconstructed. Values are
calculated using analytical FID signal.
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Figure 3.18. Inhomogeneity level in logarithmiclscaersus sampling frequency
needed to measure the signal for two-dimensionsé.cAssumptions are MRI
receiver part has a 12 bit analog to digital cotereand 31x31 pixel image is
reconstructed. The plane shows the limit is at 1MWWAHues are calculated using
analytical FID signal.
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Table 3.2. Inhomogeneity level xrandy direction versus time constant and minimum samglieguency needed is given.
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-7

ppminx | 517 11.9 27.6 63.7 147 340 785  1.8%2-1.19-10 | 9.68-10 | 22.3-16 | 51.6:16
ppminy
T* 5.17 3,04E-6 3,05E-6 3,05E-6 3,05E-6 3,05E16 3,056-6 4B6 3,02E-6 2,85E-6 2,25E-¢ 1,23E46 1,33E
fs 6,74E+5 | 6,71E+5| 6,71E+] 6,71EH5 6,71E+5 6,71H+5 4BtB | 6,79E+5| 7,19E+§ 9,11E+p 1,66E+6 1,54H
T* 11.9 3,05E-6 3,05E-6 3,05E-6 3,05E-6 3,05E:6 3,04-6  2B56 2,85E-6 2,25E-6 1,23E-( 1,33E6 1,32
fs 6,71E+5 | 6,71E+5| 6,71E+j 6,71E+5 6,71E+5 6,74B+5 9BtB | 7,19E+5| 9,11E+§ 1,66E+5 1,54E+46 1,55H
T* 27.6 3,05E-6 3,05E-6 3,05E-6 3,05E-6 3,04E:6 3,026-6  5B-8 2,25E-6 1,23E-6 1,33E-( 1,32E6 1,32
fs 6,71E+5 | 6,71E+5| 6,71E+] 6,71E+5 6,74E+5 6,79H+5 9E4b | 9,11E+5| 1,66E+§ 154E+p 1,55E+6 1,55H
T,* 63.7 3,05E-6 3,05E-6 3,05E-6 3,04E-6 3,02E16 2,856-6 5@ 1,23E-6 1,33E-6 1,32E-¢ 1,32E46 1,32E
fs 6,71E+5 | 6,71E+5| 6,71E+j 6,74E+5 6,79E+5 7,19B+5 1B%b | 1,66E+6| 154E+§ 155E+6 1,55E+46  1,55H
T,* 147 3,05E-6 3,05E-6 3,04E-6 3,02E-p 2,85E16 2,256-6 388 1,33E-6 1,32E-6 1,32E-4 1,32E6 1,32F
fs 6,71E+5 | 6,71E+5| 6,74E+] 6,79E+5  7,19E+5 9,11H+5 6BH+46 | 1,54E+6| 155E+§ 155E+p 1,55E+6 1,55H
T* 340 3,05E-6 3,04E-6 3,02E-6 2,85E-6 2,25E16 1,236-6 3H,8 1,32E-6 1,32E-6 1,32E-¢ 1,32E46 1,32E
fs 6,71E+5 | 6,74E+5| 6,79E+] 7,19E+5 9,11E+5 1,66H+6 4B+46 | 155E+6| 155E+§ 155E+p 155E+6 1,55H
T* 785 3,04E-6 3,02E-6 2,85E-6 2,25E-6 1,23E16 1,336-6 2H:8 1,32E-6 1,32E-6 1,32E-( 1,32E6 1,32
fs 6,74E+5 | 6,79E+5| 7,19E+j 9,11E+5 1,66E+6 1546+6 5846 | 155E+6| 1,55E+§ 155E+5 1,55E+46  1,55H
T* 1.81-16 | _3.02E-6 2,85E-6 2,25E-§ 1,23E-b 1,33E:6 1,326-6 2H,8 1,32E-6 1,32E-6 1,32E-¢ 1,32E46 1,32E
fs 6,79E+5 | 7,19E+5| 9,11E+§ 166EH6 1,54E+6 1,55H+6 5B+6 | 1,55E+6| 1,55E+6 1,55E+6 1,55E46  1,55H
T* | 419.18 | 2.85E-6 | 2,25E-6| 1,23E-6 1,33E-6 1,32E16 1,326 2H:8 | 1,32E-6| 1,32E-6] 1,32E-6 1,32E46  1,31F
fs 7,19E+45 | 9,11E+5| 1,66E+6 154E+6 155E+6 1,55H+6 5B+6 | 1,55E+6| 155E+§ 155E+6 1,55E+6 1,56H
T* 9.68-16 2,25E-6 1,23E-6 1,33E-6 1,32E-6 1,32E16 1,326-6 2H:8 1,32E-6 1,32E-6 1,32E-( 1,31E6 1,31F
fs 9,11E+5 | 1,66E+6| 1,54E+( 155E+6 1,55E+6 1,55H+6 5B+6 | 1,55E+6| 1,55E+6 1,55E+6 1,56E46  1,56H
T+ | 223.18 | 1.23E-6 | 1,33E-6| 1732E-6 1,32E-p 1,32E16 1,326 2H:8 | 1,32E-6| 1,32E-6] 1,31E-6 1,31E46 1,23F
fs 1,66E+6 | 154E+6| 1,55E+4 155E+6 155E+6 1,55H+6 5B+6 | 1,55E+6| 1,55E+§ 156E+6 1,56E+6 1,66H
T* 51.6-16 1,33E-6 1,32E-6 1,32E-6 1,32E-6 1,32E16 1,326-6 2H:8 1,32E-6 1,31E-6 1,31E-( 1,23E6 9,71F
fs 154E+6 | 1,55E+6| 1,55E+4 155E+6 1,55E+6 1,55H+6 5B46 | 1,55E+6| 1,56E+4 1,56E+6 1,66E4+6 2,11F




CHAPTER 4

RESULTS OF FFT BASED IMAGE RECONSTRUCTION
ALGORITHM FOR INHOMOGENOUS MAGNETIC FIELDS

Theory behind the developed FFT based image recmtisin algorithm for
inhomogeneous magnetic fields is given in Chapter The developed
reconstruction algorithm needs main magnetic faiktribution, RF magnetic
field distribution, Gradient field distribution, [3& sequence, RF coil parameters,
MRI system parameters and FID signals. These impuispt the FID signals are

known.

To obtain a realistic FID signal for inhomogeneotsse, a simulator is
developed. The implemented simulator is based owetkBloch equation and
noise model given in Chapter 2. For specific inpdisect solution of the derived
Bloch equation can be found, instead of solvinguinerically. This improves
computational efficiency. Block diagram of the MRs$imulator for

inhomogeneous magnetic field is given in Figure. &urthermore, image

reconstruction modules are given in this figure.
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System Inputs
Y
Reconstructed
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Figure 4.1. Block diagram of the MRI simulator imhomogeneous magnetic
field, which includes numerical model, noise modall image reconstruction
modules.

For some inputs, analytical solution of the deri®dch equation can be found.
The cases where the equation has analytical soligitisted in Table 4.1. The
numerical solution covers all possibilities buisicomputationally intensive, and

the additional numerical error introduced [73].

Table 4.1. Investigating usage of analytical soluti

Analytical
Static magnetic field applied v
Circularly polarized RF signal at resonance freqyen v
Random RF signal x
Slow varying gradient fields v
Fast varying gradient fields x
Time varyingT;, T, andp v
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4.1. FFT Based Image Reconstruction Algorithm Restd without Noise

To test the validity of the proposed FFT Based lenRgconstruction Algorithm,
two-dimensional experiments at uniform magneti¢ddBeare investigated. This
analysis is performed since the results are exgette be the same as

conventional MRI.

In order to do that assume uniform main magnegid fiwhich is equal to

B,(x Y, 2=0.13 (4.1)

Then RF coil’'s magnetic field can be defined as:

B,(x,Y,2) =110"4, (4.2)

The gradient fields are selected as in conventiavilll systems. In these
systems, gradient fields’ directions are the sanith whe direction of main
magnetic field and linearly varying with respectposition according to which
gradient it is. As an example fegradient,

G,(x ¥, 9=10" X3 (4.3)
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A spin echo pulse sequence as shown in Figure sA&ssigned, as a pulse
sequence. In the pulse sequence, the RF signalitdgns selected such that
the spins are rotated 90 and 180 degrees. Thegtrehgradients are selected,
such that FOV is same as the test object. Theitigpetime (Tg) and echo time
(Te) are selected as to get proton density imageandTe are equal to 5 s and 5
ms respectively.

RF A(Z;): @m&)

Z Gradient f_\ /—_\

Y Gradient E
X Gradient / —

N

A
\ 4
v

<

T2 T2

Figure 4.2. Spin echo pulse sequence.

As a test object, two-dimensional Shepp-Logan hglaahtom geometry with
MR parameters is used. The proton density imagdeftest object relative to
water is shown in Figure 4.3. The relaxation tinhmsthe test objectT), Ty)

selected as unifornT,, T, selected as 1 s and 500 ms.
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Figure 4.3. Proton density distribution of the telsfect.

The simulation studies are made using the abowvet ipprameters. Hence, the

results of the numerical model without noise aréamied. Calculation of FID
signals to fill the k-space takes about 120 minwigs a PC (Pentium 4 2.8GHz
CPU & 2GB RAM). The output of the numerical modebiven in Figure 4.4.
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Figure 4.4. Simulation results (a) linear scaleldlgarithmic scale.
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Since this is the simulation of well-known convenil MRI, the output signal
corresponds to two-dimensional Fourier transfornthef proton density image.
So that, the image can be reconstructed by takivardimensional Inverse
Fourier Transform. However, in the proposed recostibn algorithm the
results are multiplied by inverse o™ matrix, which is defined in (2.70). The
magnitude oA matrix is shown in Figure 4.4. As seen from Figdr® matrixA

is nearly an identity matrix. Elements other thiam diagonal, are in the order of
10*2 The matrix rank is full and eigen values of thagmitude ofA matrix are

equal to each other. Hence, its inverse is identyrix.

10 20 30 40 50

Figure 4.5. The magnitude &f matrix is given for homogenous magnetic main
field with linear gradient and spin echo pulse ssupe.

Figure 4.6 shows the reconstructed image. Relaiver in the reconstructed
image can be found using Equation (4.3) where prdensity is nonzero. In the
equationp is proton density of test objegh is reconstructed proton densitis

pixel numberL; is number of pixel, where proton density is noroze
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Figure 4.6. Reconstructed image is given for homoge main magnetic field
with linear gradient and spin echo pulse sequence.

L _ 2
Relative Error % \/izw x100% wherep > 0 (4.3)

LiE A

An error measure, where the test object’s protonsitle is zero, has to be
defined. As an error measure mean of values whezetdst object’s proton
density is zero. The formula is given in (4.4).thas equationL, is number of

pixel, where proton density is zero.

LZ
Background noise Li >
2 =1

Pr,| Wherep=0 (4.4)

As seen from Figure 4.6, the image is reconstruatetst perfectly. The errors
are due to the numerical truncation error and nigakderivatives used while

calculating the induced voltage. The relative eisd.0210°%, and background
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noise described in (4.4) is 420°. After that, some parameters are changed and
results are obtained for these cases. The changempters and calculated

errors are given in Table 4.2.

Table 4.2. Error values for different inputs fomimmgenous main magnetic field
with linear gradient and spin echo pulse sequence

Relative Background

error % Noise
Reference 3.0210° 4.2110°
Proton density distribution doubled 3.0210° 4.2010°
T, value of test object doubled 3.8210° 4.3310°
T, value of test object doubled 3.710° 1.1310*
Te value doubled 3.0310° 8.4110°
T value doubled 2.8110° 3.7110°

As seen from the table, the error values are sl shows that the simulation
works fine for uniform inputs and reconstructiogaithm give correct results.
To understand the necessity of the proposed ahgoyithe results for non-
uniform magnetic field case, has to be analyzeardier to investigate the non-
uniform case, non-uniform main and magnetic fielavén to be used. For
inhomogeneous main magnetic field, outside of & I1Oxford magnet is
measured and used as the main magnetic field. Bygdbis, a more realistic
simulation is made. The measured magnetic fieldhwda maximum
inhomogeneity of 1.9610° ppmis shown in Figure 4.7. As seen in the figure,
there is nok-component in the main magnetic field. The RF sailiagnetic field

is assumed to be uniform and direction. By this assumption, RF magnetic
field is perpendicular to the main magnetic fieddspin echo pulse sequence is

used as the pulse sequence.
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Figure 4.7. Strength and direction of the main negigrfield. Color map shows
the strength of main magnetic field, the arrowswshioe direction of the main
magnetic field. The x-component of the main magnigid is zero.

The parameters used for the simulation are giveitahle 4.3. The gradient
fields are selected such that they are parallethto main magnetic field &
varying linearly with position accordingly with @rstant of 18 T/m. The input

proton density is the same as the previous.

Table 4.3. Simulation inputs for inhomogeneous nmaagnetic field case.

Parameter Value
Longitudinal Relaxation for phantori) 2s
Transverse Relaxatioff) 05s
Echo time Tg) 5ms
Repetition time Tr) 5s
Data Acquisition TimeTs) 0.5ms
Number of averagedj 4
Slice thickness 1lcm
Number of pixels 31x31
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The simulation is performed for described inputsnthhe resultant signals are
found.

Signal K space

120

115

Figure 4.8. Absolute value of demodulated FID sigmathout noise is given.

Two-dimensional Fourier transform of the demoduwatD signal is shown in
Figure 4.9. For the image in Figure 4.8 the re@gwor, is 95% and the mean of
background noise is 0.15. Following the Fouriensfarmation, theA matrix is
calculated. For this case, A matrix is not full kaso that for matrix inversion
singular value decomposition (SVD) technique isdug® achieve better results,
truncation can be applied in SVD method. The trtinoalevel can be selected
according to the relative error, since the origplantom is known. Error versus
truncation level is shown in Figure 4.10. The tatiun level selected as 843
singular value. The value for this is about 0.9%tl# largest singular value.
Then, for this truncation level the image recordtd using proposed FFT based
reconstruction algorithm. The reconstructed imagshiown in Figure 4.11. The

reconstructed image has 8.3% relative error witl3 @ackground noise mean.
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Direct FFT reconstructed image

Figure 4.9. Direct Fourier transform of the demaded output signal.

Relative Error Background Error Mean
0.7

8 : : : : ‘ ‘ ‘ ‘
800 820 840 860 880 900 80 80 8w 80 880 900

(a) (b)

Figure 4.10. a) Relative error, b) Background neoissan versus SD truncation
level for noiseless inhomogeneous case.

83



Reconstructed image

10.9

10.8
10.7
10.6
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Figure 4.11. Reconstructed image using proposed B&3ed reconstruction
algorithm.

4.2. FFT Based Image Reconstruction Algorithm Restd with Noisy Free

Induction Decay Signal

Pixel SNR can be found for each pixel by the metagplained in theory part.

To find it the main and RF magnetic field inforneetj test object properties and
pulse sequence have to be known. Signal strengtleviery pixel can also be
determined by the given information. Usipgel SNRand signal strength, noise
level can be determined for every pixel and thengSan noise with zero mean
is added to the signal. Rest of the FID signal waton and image

reconstruction is the same as the noiseless cagain AShepp-Logan head
phantom geometry with MR properties given in figété and table 4.4. is used

as a test object. Properties of the other paramatergiven in Table 4.4.
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Table 4.4. Pulse sequence, test object and othexmgters used as inputs
simulation for inhomogeneous main magnetic fielskeca

Parameter Value
Te time 5ms
Trtime S5S
Tstime 0.07ms
Number of averagelN) 2

T, relaxation 1ls
Number of pixels 31x31
Object size 11.5x11.6m
Slice ThicknessT) lcm
Noise Figure \IF) 1.5dB
QL quality 170
Qe quality 240

FID signal decays primarily with,Tand this decay becomes more rapid under
inhomogeneous magnetic fields. In order to evaldhee effect of T, in MR
imaging using inhomogeneous magnetic fields andistea FID signals for
various T, values (i.e. 300, 100, 50, 20 and fAf3 are generated using the
developed model. Based on these FID signals, MRbas are reconstructed by
using the developed FFT based reconstruction &hgorifor MRI in

inhomogeneous fields. Reconstructed images ara giviigure 4.12.
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Figure 4.12. Reconstructed images with differfénvalues. (a)l, = 300 ms, (b)
T, =100 ms, (c)l, =50 ms, (d), =20 ms, (el,=10ms

The reconstructed image contrast decreases With since T, becomes
comparable with TE and the resultant image is regia density weighted image

anymore. Noise becomes more dominant in the reametl images with
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decreasingT,, causing larger reconstruction errors (Table 4lBjages with
tolerable error are obtained wiify values comparable to those of biological

tissues when the proposed reconstruction algorishused.

Noise performance of the proposed reconstructigarshm is also evaluated for
T, = 100ms (typical for head tissueN andSlice Thicknesshanged to obtain
different SNR levels (table 3). Increasing sliceckhess as well as averaging

improves SNR hence the reconstruction error deeseas

Table 4.5. SNR values and reconstruction errorglifferentT, values.

Reconstruction
T2 SNR Error
300ms | 52.7 13.6 %
100ms 51.1 14.5 %
50ms 48.2 16.7 %
20ms 42.0 25.2 %
10ms 32.4 41.4 %

Table 4.6. SNR values and reconstruction erroresponding to different input
parametersN andST).

N ST SNR Reconstruction
Error

- - 1) 85 %

4 lcm 72.4 11.4%

2 lcm 51.1 145 %

1 lcm 35.8 15.9%

1 0.5cm 18.6 22.7 %
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CHAPTER 5

EXPERIMENTAL RESULTS

To obtain experimental results for magnetic resoaamaging in inhomogenous
main magnetic field, a phantom filled with a maaércontaining MR active

nuclei is needed.

5.1. Experimental Setup

The chosen phantom has a simple shape, whiches givFigure 5.1.

ool (D @

4

Figure 5.1. Experimental phantom with two sepampartments (1 & 2) is
used for magnetic resonance imaging in inhomogenmis magnetic field.

27mm 27mm
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In experiments phantom compartments filled 1g o5Quin 1lt pure water at
25°C.

In order to estimatd; and T, relaxation time constants compartment 1 of the
phantom is completely filled with CugQolution. A spin echo pulse sequence
without a slice selection and phase encoding gnhdseapplied. Adopted pulse
sequence is shown in Figure 5.2. For this pulseeszp Echo timeTg) is fixed

to 17 ms andr values changed in the range of [70 ms, 5 s] afddignal is
collected 16 times and averaged to find less ndzta. Then maximum of

averaged FID signal found for the correspondipgime.

90 166 90
RF —di[p { m io)w
Z Gr.
Y Gr.

XGr. / \

N
) A
A
y

Figure 5.2. Pulse sequence used to find Theand T, estimate of the CuSO
solution.
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Using these points FID signal maximum versus TR iglobtained and shown in
figure 5.3. In addition, the Bloch equation thalates signal maximum of the

FID signal the relation is given in (5.1) [4] as

max{ FID(t} =A (1-exp(-% /T) (5.1)

Using relation (5.1) a curve can be fitted to txpeximental data. For curve
fitting Nonlinear Least Squares method and Truggi®e algorithm is usedd;
estimate is equal to 5.33 with 95% percent confiedmound (5.27, 5.40) and
estimate is equal to 0.160 with 95% percent confidebound (0.156, 0.164).

For thesé; andT; values obtained curve is given in Figure 5.3.

O Experimental MaxFID vs. T
Fitted Curve (A=5.33, T,=0.16)

1.5 2 2.5 3 3.5 4 4.5 5
T2 6)

Figure 5.3. Experimental results of FID signal mmaxim versus differenfr
values are shown as blue circles and fitted cutye=(5.33,T, = 0.16) for these
experimental data are shown in red line.
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For T, estimation, the same phantom and pulse sequeaaead buTk is fixed
to 1 s andlg is varied in the range of [17 ms, 307 ms]. FIgnsil is collected 16
times and averaged. The relation between FID sigraadimum and TE is given
in (5.2).

max{ FID(t} =A, (exp(-E /T ) (5.2)

Using the same technique fox estimation a curve fitted for the experimental
results. The fitted curve and experimental resates given in Figure 5.4A;
estimate is equal to 5.41 with 95% percent confiddoound (5.26, 5.56) ard
estimate is equal to 0.152 with 95% percent confidebound (0.142, 0.161).

Corresponding curve for thede andT, values is given in Figure 5.4.

91



O Experimental MaxFID vs Te

Fitted Curve (A,=5.41 T,=0.152)

L L L
0.05 0.1 0.15 0.2 0.25 0.3
T ()

Figure 5.4. Experimental results of FID signal mmaxin versus differenfr
values are shown as green circles and fitted c(hye= 5.41,T, = 0.152) for
these experimental data are shown in red line.

5.2. Experimental Results for FID Signal in Inhomogneous Main Magnetic

Field for One-Dimension

To make one-dimensional analysis of FID signal mihoimogeneous main
magnetic field for one-dimension, conventional O.METU-MRI system with

a special pulse sequence is used. As a test oljechhantom described above
with compartment 1 filled with CuSGolution is used. Object’s, andT; value
are found to be 152 ms and 160 ms, respectiveingysilse sequence shown in
Figure 5.5, main magnetic field strength in z di@t varies linearly inx
direction. In addition, single RF coil is used fxcitation and reception. The
magnetic field of RF coll is in the directionfnd assumed to be uniform.
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Z Gr.

Y Gr.

X Gr.

A
y
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y

Figure 5.5. Pulse sequence used to find the Expetsh Results for Free
Induction Decay Signal in Inhomogeneous Main Maignétield for one-
dimensional case.

To generate linear variation on the main magnetid f&-gradient is used, so the
main magnetic field is varied linearly in the FOVarying the strength of x-
gradient, different level of inhomogeneity in thOW is obtained. Amplitude of

FID results are shown in Figure 5.6.
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Figure 5.6. Inhomogeneity level versus demoduldéd signals’ maximum
values plot is given for one-dimensional case. Bline is calculated from
analytical FID signals. Red line shows experimergaults.

In Figure 5.6. analytic results are obtained assgndeal 90° RF pulse is used.
Therefore, the signal maximum for analytical casesdnot change. However,
for experimental results, RF pulse gain is set rmyp@and this affects the signal
peak. by changing the RF gain about 90° RF pusebe obtained below the
1.500° ppm inhomogeneity level, As the inhomogeneitytie EOV increases,
RF pulse bandwidth has to increase. In order teease the bandwidth, the pulse
duration decreases, due to RF gain limitation thksep degree decreases. In
addition, the results are affected due to frequast@racteristics of the RF coil

and electronics part.
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Figure 5.7. Inhomogeneity level versus demoduldtdd signals’ normalized
energy plot is given for one-dimensional case. Bline is calculated from
analytical FID signal. Red line gives experimemésults.

For the energy plot up to T’ ppm inhomogeneity level, experimental and
analytical results are similar. Due to RF pulsendanitation, amplitude of the

signal so the energy decreases.
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Figure 5.8. Inhomogeneity level versus (B estimate and (b) minimum
sampling frequency needed is given for one-dimeradiocase. Assumptions are
MRI receiver part has a 12 bit analog to digitahwerter and 31 pixel image is
reconstructed. Blue lines are calculated usingysical FID signal. Red lines are
obtained from experimental results.
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Figure 5.9. Bandwidth level versus minimum samplingquency needed is
given for one-dimensional case. Assumptions are MReéiver part has a 12 bit
analog to digital converter and 31 pixel imageasonstructed. Blue lines are
calculated using analytical FID signal. Red lines @btained from experimental
results.

As seen from the results in Figure 5.8 Thevalues and the sampling frequency
does not depend on amplitude variation. This ispEmsated while calculating
T, estimates which is given in subsection 3.1.1. THiference between
analytical and experimental results may due to ghadient field strength

variation and gradient amplifier gain.
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5.3. Experimental Results for Imaging in Inhomogeneus Main Magnetic
Field for One-Dimension

To make obtain one-dimensional image for inhomogasenain magnetic field
again conventional 0.15T METU-MRI system with ps pulse sequence
given in Figure 5.5 is used. Same test object amid cBil is used. The
inhomogeneity level is set to T18° ppm which is the maximum limit applicable
to a 90° RF pulse. Since the variation in the nmagnetic field is linear in x-
direction the reconstruction matrix found to beniity and the obtained result is

shown in Figure 5.10. The reconstruction errordiss%.

1.2

0.8

0.6

0.4r

0.2r

—

0 . al | | L
-0.04 -0.03 -0.02 -0.01 0 0.01 0.02 0.03 0.04

Figure 5.10. Experimental result of imaging in infmgeneous main magnetic
field for one-dimensional case. Blue line is rec¢anged image. Red line shows
the phantom.
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CHAPTER 6

CONCLUSIONS

In this thesis, analysis of magnetic resonance imgagn inhomogeneous main
magnetic filed is aimed. To do this analysis, MRsteyns that use
inhomogeneous magnetic fields and FID signal modséd for these systems

are surveyed.

A new model is developed to calculate FID signalifthomogeneous magnetic
fields. The model consists of two main parts, whatk magnetization vector
calculation part and signal formation part. Thestfipart is similar to Bloch
equation, but it is position dependent to covepmbgenous case. So that, using
this part, magnetization vectors are found for g\tene instant and voxel. Then
utilizing these magnetization vectors and developemtel’s signal reception

part, FID signals are calculated.

Furthermore, a new noise model is implemented kieae realistic FID signal.
To calculate realistic noisy FID signal, noise mdde MRI with homogeneous
fields is extended for inhomogeneous fields. Th#n signal and noise models

are used synchronously to calculate MR and additoise signals.

Using these models’ outputs and derived analytiesdilts, FID is characterized
in inhomogeneous main fields. The characterizaisodone for different levels
of inhomogeneity for one and two-dimensional casBEse characterization

includes the relation between inhomogeneity lewel signal decay, signal peak,
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signal energy, FOV, and MRI system parameters (RRdWidth, receiver
bandwidth, resolution, and maximum sampling ratéjing these relations and
obtained results, required system parameters can chleulated from
inhomogeneity level. Similarly, inhomogeneity lelietit can be calculated from

system parameters.

A new image reconstruction algorithm is proposeadiribomogeneous magnetic
fields. Proposed algorithm is FFT based. The algoriis tested using a test
object in homogeneous magnetic field. The obtamsdlts are almost same to
original object proton density distribution (relagierror < 3.770° %). After
that, the algorithm is tested with inhomogeneousnnmaagnetic field. The
proposed reconstruction algorithm gives 8.5 % nedaérror. When only two-
dimensional Fourier transform is employed, the mstwcted image has 95 %
relative error. Image reconstruction algorithmlIgaested for different levels of
noise and relaxation times to understand the inflteeof both variables. In the
worst case relative error of 42 % is achieved. Thsult is twice as better as

compared to direct FFT reconstruction.
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APPENDIX A

THEORY OF MR-EIT IN INHOMOGENEOUS MAIN MAGNETIC
FIELDS

As stated before Bloch equation can be used mbeekpin & magnetic field

interaction in macroscopic level. That is

MUY~ i (1,1) 8 1) - Mo LY (M(F,t)_gﬁO(r_)) (A1)

dt T(T) ) (7

M, (7.t) =B°(T)—?gg)l\ﬁ (Tt) (A.2)
B ()

TP - (a - (o

Mg ( ,t)—{| HEO(T)HZ JM( ) (A.3)

In MR-EIT experiments the test object has to bedoative. And an external
current is applied to the object via electrodesis Téxternally applied current

generates current distribution in the test objBcie to that current distribution a

magnetic flux density is generated. Name this magrileix density asBC(T).

This BC(T) can be inserted as new term in Bloch equation as,
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If the main magnetic flux densitBo(T) is very large compared tEC (t,t) than

total magnetic field can written as

B () + B (1) =Bo(7) (")Eic"( Uay(r)+ B (1) BO("B)OE(BC)"( Yg,(r)| A5
By (T) +Bc (T.1) 1+Bo(";)OE(ic)"(2r gy (1) +| B (1) Bo(";)OE(BTC)"(ZT,t)éO(T) (A.6)

Since BC(T,t) assumed to be zero very small compareédt(r_) thenB can be

ignored. Then

By (T) (A.7)

This is generally the case since the externallylieghpcurrent has a limit in
medical applications. As seen in the computer satuts the generated
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magnetic flux density is in the range @F and the main magnetic flux density is

in the range ofT due to that assumption is correct. So let us definnew

parameterBe. (T,t) which is the effective component of tigg (T,t).

o (71)° BO(\T)EBC 7 g ) (A.8)

The general form of Bloch equation when an extéynalirrent is applied is
shown in (A.9). From there the effect dvi (7,t) can be calculated. In MR

systems, the magnetization vectors can not bethireeasured. Only induced
voltages in the receiver coil due to magnetizatiector change with time can be

measured. The induced voltage satisfies for a vececoil defined by its

magnetic flux densityB,(T) as in (A.10).

M (T, t)

dr A.10
ot (A.10)

v =- [ B(M

Vobj

In (A.10) Vyyis the volume that will be imaged.
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Now define B, (T) sum of two vectors,,(T) and B, (T) as

B (7) = MJ 5(7) (A1)
|8 ()]
and
By (T) =B,(T)- EO(T)—EEZY)] Bo(T) (A.12)
|8 ()]

Substitute (A.11) & (A.12) into (A.10) and by usirt§.2) & (A.3) equation

becomes

V(t) =- j [By(1) +By(T) | Efl'—t[m (T +Np(T.t) |dr (A.13)

Vobj

Take the derivative operator out of the integradl grerform the dot product
(A.13) becomes

V() == [ ByMON(T0+ By WL 0+B oM 1)+8 oO)m ¢ 1y (A-14)

Vob A B
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A andB terms are equal to zero since the vectors aregotial to each other.
Also for the other two dot product term vectors paeallel to each other. So that

V(t)=—% [ |ByM||M(T.0)] +[B (M| M (] (A.15)

Vob

Divide the integral into two and take the derivatiaside, then

v =- | \BZH(T)\%\M”(T,t)\dr—j \Bﬂ(r)\%\mm(r—,t)pr— (A.16)

Vobj Vobj

A B

If assumed that only the gradients can be appligihg the signal reception
phase, then parallel component of magnetizatiomovezan be found using the
solution of (A.9) [4].

‘I\ﬂ”(it)‘ =M I(IJ (r_) (1_e—t/T1(r))+ M ||(F,O+)e_“T1(T) 0.1)

In (A.17) M (F) means magnetization vector at rest avg (7,0,) means
parallel component of the magnetization vectorraRE excitation pulse. As

seen from the (A.17) derivative of th)eM”(F,t)‘ inversely related to the

relaxation parameter, (T) For biological tissues in human body minimum of

relaxation parameter, found as 340 ms [72].

114



Now consider the paB in (A.16) to solve this part again assume thay ahé

gradients can be applied during the signal receptiterval then

t . Tsa B
-i(Vf > Gi(F,rdr) —i(yf ZGi (T, 7)+Beegr (T.7)dT)

|MD(r‘,t)|:MD(F,TSA)e_”TZ(?) gAY g Toal e O (A.18)
A B C

In equation (A.18) Above function can be dividedrasltiple time dependent

parts A, B, Q then the derivative of above equation with respetime is

Tsa B
—i(y [ 2Gi(F.1)+Beest (F.1)d7) [

(o N T 0, i - A.19
a||\/|D(r =M (F Tsa)e A'BCD+ AB CD+ ABC % (A.19)

1 2 3

The dominant part is the second one sinofr)=yB,(T) is very large

compared tol/T,(F) and Zyéi (T,7) for our case. In additionw(T) is also
i

very large compared tb/T, (") thenA part of (A.16) can be also ignored. Then

Tsa_ _ — [t o
_Jy{oj; ;G,(r,r)+-BCeﬁ(r,r)dr] —Jy{ j >Gi(F.ryr (AZO)

V(t)=- I B,o(T) Mg, (T, Tsa) gtMa(f) o (Tsa' J o) ddrY gy

Vob]

The only difference in this equation due to currepplication is shown in the

box above. By using previously designed reconstraalgorithm phase induced

in the signal hence thi..4(r,7r) can be found directly.
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For practical application in order to minimize thlease errors due to difference
between actual and measured magnetic fields astemfest image can be taken
without a current application. And by taking théagaf the signals a better result
can be obtained. But since this is a simulatiometiias to be no need for taking

the ratio since there is no deviation in magnedids.
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