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ABSTRACT

NUCLEAR SPINODAL INSTABILITIES IN STOCHASTIC MEAN-FIELD
APPROACHES

Er, Nuray

Ph.D., Department of Physics

Supervisor : Prof. Dr. Osman Yılmaz

Co-Supervisor : Prof. Dr. Şakir Ayık

August 2009, 81 pages

Nuclear spinodal instabilities are investigated in non-relativistic and relativistic stochas-

tic mean-field approaches for charge asymmetric and charge symmetric nuclear mat-

ter. Quantum statistical effect on the growth of instabilities are calculated in non-

relativistic approach. Due to quantal effects, in both symmetric and asymmetric mat-

ter, dominant unstable modes shift towards longer wavelengths and modes with wave

numbers larger than the Fermi momentum are strongly suppressed. As a result of

quantum statistical effects, in particular at lower temperatures, amplitude of density

fluctuations grows larger than those calculated in semi-classical approximation.

Relativistic calculations in the semi-classical limit are compared with the results of

non-relativistic calculations based on Skyrme-type effective interactions under similar

conditions. A qualitative difference appears in the unstable response of the system:

the system exhibits most unstable behavior at higher baryon densities around ρB =

0.4 ρ0 in the relativistic approach while most unstable behavior occurs at lower baryon

densities around ρB = 0.2 ρ0 in the non-relativistic calculations.
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ÖZ

STOKASTİK ORTALAMA ALAN YAKLAŞIMLARINDA NÜKLEER SPİNODAL
KARARSIZLIKLAR

Er, Nuray

Doktora, Fizik Bölümü

Tez Yöneticisi : Prof. Dr. Osman Yılmaz

Ortak Tez Yöneticisi : Prof. Dr. Şakir Ayık

August 2009, 81 sayfa

Relativistik ve relativistik olmayan stokastik ortalama alan yaklaşımları kullanılarak

simetrik ve elektrik yükü bakımından asimetrik nükleer maddeler için nükleer spi-

nodal karasızlıklar incelendi. Kararsızlıkların gelişiminde kuantum istatistiksel et-

kiler relativistik olmayan yaklaşımda hesaplandı. Kuantal etkilerden dolayı simetrik

ve asimetrik nükleer maddenin her ikisinde de baskın kararsız modlar uzun dalga

boylarına doğru kayar ve dalga numarası Fermi momentumdan büyük olan mod-

lar önemini kaybeder. Kuantum istatiksel etkilerin sonucu olarak, özellikle düşük

sıcaklıklarda, yoğunluk dalgalanmalarının genliği yarı-klasik yaklaşımla elde edilen-

lerden daha hızlı gelişir.

Yarı-klasik limitteki relativistik hesaplar, benzer koşullar altındaki Skyrme-tipi etkin

etkileşimler baz alınarak yapılan relativistik olmayan hesapların sonuçları ile karşı-

laştırıldı. Sistemin kararsız tepkisinde kalitatif farklar ortaya çıkar: Relativistik yakla-

şımda sistemin en kararsız davranışı ρB = 0.4 ρ0 yoğunlukları civarında ortaya çıkar.

Buna karşın relativistik olmayan davranış ρB = 0.2 ρ0 civarındaki yoğunluklarda ken-
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dini gösterir.

Anahtar Kelimeler: Spinodal kararsızlıklar, nükleer parçalanma, stokastik ortalama

alan yaklaşımı, zamana bağlı Hartree-Fock teorisi, Vlasov denklemi.
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CHAPTER 1

INTRODUCTION

Nucleons are nearly two thousand times heavier than electrons, therefore the mass of

an atom more than 99.9% is found in nucleus which means that nucleus is more than

1014 times denser than normal matter. The normal nuclei, in equilibrium conditions

its density is around 0.16 fm−3, which consist of neutrons and protons and it is one of

the phases of nuclear matter. The other possible phases of nuclear matter are parame-

terized in terms of temperature and relative baryon density, the density compared with

ordinary nuclei. In heavy ion collisions, nuclear matter is excited and in these high

temperature and subnormal density conditions liquid-gas phase transition form nuclei

to nucleons takes place. Ordinary nuclear matter behaves like a Fermi liquid, quan-

tum mechanical fluid of fermions, with specific quantum numbers, so it is expected

that a change of phase shows the similar properties of a first order liquid-gas phase

transition, because there is similarity between van der Waals and nucleon-nucleon

interactions, which is attractive at long and intermediate ranges and repulsive at short

range. Density fluctuations in the Fermi fluid are named as zero sound by Landau

which is the longitudinal density vibrations. In the instability region the frequency of

sound waves are imaginary [1].

Dynamics of density fluctuations around equilibrium density have a fundamental role

in induced fission, heavy-ion fusion near barrier energies, spinodal instabilities and

nuclear multi-fragmentation processes. In this thesis our main interest is spinodal

instabilities and multi-fragmentation processes. The growth of small density fluctu-

ations around an equilibrium density is known as the spinodal decompositions. The
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region in which the spinodal decompositions occurs is called as the spinodal region

where the system is unstable and in the spinodal boundary it changes phase and

multi-fragmentation takes place. For example, at intermediate energies of forceful

reactions, it can be observed that a hot and dense nuclear source expands and enters

into the unstable region , i.e. the spinodal region. Then, as a result of instability the

fluctuations of the local density grows and leads to a break-up of the nuclear system

into many fragments.

Mean field transport models in which fluctuation and dissipation takes places together

are needed for the explanation of dynamics of density fluctuation processes. But,

the approaches like time-dependent Hartree-Fock (TDHF) [2, 3] and the Boltzmann-

Uhling-Uhlenbeck (BUU) [4] do not have these features. Because TDHF includes,

the so called, one-body dissipation mechanism, interactions of a single nucleon with

the collective nuclear potential, but associated fluctuation mechanism is not incorpo-

rated into the model. Correspondingly, the extended TDHF and its semi-classical

approximation BUU model involves one-body and collisional dissipation, but the

associated fluctuation mechanisms are not included into the description. It is well

known that no dissipation takes place without fluctuations. In order to describe dy-

namics of density fluctuations, we need to develop stochastic transport models by

incorporating fluctuation mechanisms into the description. There are two different

mechanisms for density fluctuations: (i) collisional fluctuations generated by two-

body collisions and (ii) one-body mechanism or mean-field fluctuations. Much effort

has been given to improve the transport description by incorporating two-body dissi-

pation and fluctuation mechanisms. The resultant stochastic transport theory, known

as Boltzmann-Langevin model [5, 6, 7], provides a suitable framework for dynamics

of density fluctuations in nuclear collisions around Fermi energy. However, two-body

dissipation and fluctuation mechanisms do not play an important role at low energies.

At low bombarding energies, mean-field fluctuations provide the dominant mecha-

nism for fluctuations of collective nuclear motion. In a recent work, this question

is addressed [8]. Restricting the treatment at low energies, a stochastic mean-field

approach for nuclear dynamics is proposed, which incorporates one-body dissipation

and fluctuation mechanisms in accordance with quantal dissipation-fluctuation theo-
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rem. Therefore, the stochastic mean-field approach provides a powerful microscopic

tool for describing low energy nuclear processes including induced fission, heavy-ion

fusion near barrier energies and spinodal decomposition of nuclear matter.

Much work has been done to understand the spinodal instabilities and their connec-

tion with liquid gas phase transformation in symmetric and more recently charge

asymmetric nuclear matter. Most of these investigations have been carried out in the

basis of semi-classical Boltzmann- Langevin (BL) type stochastic transport models

[1]. There are two major problems with these investigations. First of all, numerical

simulations of BL model are not very easy, even with approximate methods, simula-

tions require large amount of numerical effort. The second problem is related with

the semi-classical description of spinodal decomposition of nuclear matter. Accord-

ing to previous works, quantal statistical effects play an important role in spinodal

dynamics [9, 10, 11, 12]. There are qualitatively two different regimes during evolu-

tion of nuclear collisions in Fermi energy domain. During the initial regime of heavy

ion-collisions, namely, from touching until formation of hot and compressed piece

of nuclear matter, collisional dissipation and fluctuations are substantially important.

On the other hand, during expansion of the system into mechanically unstable spin-

odal region, collisional effects may be neglected. In the spinodal region, local density

fluctuations, which are accumulated during the initial regime, are mainly driven by

the mean-field until system breaks up into clusters. Recently proposed stochastic

mean-field approach provides a useful tool for describing spinodal decomposition of

expanding hot piece of nuclear matter. The approach includes quantum statistical ef-

fects and at the same time, numerical simulations of the approach can be carried out

without much difficulty.

And also it has been shown in recent years that the nuclear many-body system is

in principal a relativistic system driven by dynamics of large relativistic attractive

scalar and repulsive vector fields. Both fields are not much smaller than the nucleon

mass and therefore the average nuclear field should be described by Dirac equation.

For large components of Dirac spinors, two fields nearly cancel each other leading

to relatively small attractive mean field. The small components add up leading to
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a very large spin orbit term, which is known since early days of nuclear physics.

Relativistic models have been used with great success to describe nuclear structure. In

recent years, the approach has also been applied for description of nuclear dynamics

extended in the framework of time-dependent covariant density functional theory [13,

14]. A number of investigations have been carried out on spinodal instabilities in

nuclear matter employing relativistic mean-field approaches [15, 16, 17].

In chapter 2, we present a brief description of the time-dependent Hartree Fock the-

ory and the stochastic mean-field approach, and then we study early growth of density

fluctuations in charge asymmetric nuclear matter and investigate quantum statistical

effects on spinodal instabilities and on growth rates of dominant unstable modes on

the basis of stochastic mean-field approach, we calculate early growth of density fluc-

tuations, growth rates and phase diagram of dominant modes in charge asymmetric

systems, and study quantal effects on these quantities. In chapter 3, Walecka model is

introduced and the field equations of nucleons, the scalar meson and the vector meson

is derived and then we consider the stochastic extension of the relativistic mean-field

theory in the semi-classical approximation. Employing the stochastic extension of the

relativistic mean-field approach, we investigate spinodal instabilities and early devel-

opment of density fluctuations in symmetric nuclear matter. And the conclusions of

these investigations are given in chapter 4.

The main body of this thesis depends on two published papers;

1. S. Ayik, N. Er, O. Yilmaz and A. Gokalp, Nucl. Phys. A 812 (2008) 44.

2. S. Ayik, O. Yilmaz, N. Er, A. Gokalp and P. Ring, submitted to Phys. Rev. C.
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CHAPTER 2

QUANTAL EFFECTS ON SPINODAL INSTABILITIES IN

CHARGE ASYMMETRIC NUCLEAR MATTER

2.1 Many-body Theory and Mean-field Approach

Many-body theory provides the framework for understanding the collective behavior

of big assemblies of interacting particles. Nuclear matter is also a many-body system

of interacting fermions, and it is generally very difficult to solve its equation for the

states of the system exactly. The many-body time-dependent Schrödinger equation of

nuclear matter is
[
i~
∂

∂t
− H

]
Φ(ri, t) =

i~
∂

∂t
−


∑

i

− ~
2

2m
∇2

i +
∑

i< j

u(i, j)



 Φ(ri, t) = 0 (2.1)

where ri collectively symbolizes the coordinates of ith nucleon which includes po-

sition ~ri, z-component of spin si = ∓1/2 and third component isospin ti = 1/2 for

neutrons, ti = −1/2 for protons (coordinates of ith nucleon), and u(i, j) represents

interaction potential of two nucleons [2]. The great difficulty generated by the inter-

action terms in the Hamiltonian manifests itself when summing over all states. To

solve this difficulty mean field theory (MFT), i.e. self-consistent field theory, is used.

There is self-consistency because mean-field potential depends on local densities of

neutrons and protons in nuclear matter. The goal of MFT is to replace all interac-

tions with an average or effective one body interaction. This enables one to reduce

many-body problem into an effective many one-body problem. This reduction is very

worthwhile because the system at any time is defined by its one-body distribution

instead of the full many-body information.
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In the mean-field characterization of a many-body system, the time-dependent wave

function Φ(t) is an anti-symmetric wave function assumed to be a single Slater deter-

minant constructed with time-dependent single-particle wave functions φ(ri, t),

Φk1...kn...(ri, t) =

φk1(r1, t) . . . φk1(rn, t) . . .
...

...

φkn(r1, t) . . . φkn(rn, t) . . .
...

...

(2.2)

with eigenvalues Ek1...kn... = εk1 + ... + εkn + ..., and for all times it stays as a Slater

determinant. Then, the motion of the system is described by the single particle density

matrix defined as follows,

ρ(~r,~r′, t) =
∑

j

φ j(~r, t)n jφ
∗
j(~r
′, t) (2.3)

here n j represents the occupation number of the single-particle states. Using Varia-

tional principle it is possible to derive the equation of motion of ρ(r, r′, t) as
〈
δΦ(t)

∣∣∣∣∣H − i~
∂

∂t

∣∣∣∣∣ Φ(t)
〉

= 0 (2.4)

which gives the well-known time-dependent Hartree-Fock (TDHF) equation in dy-

namics

i~
∂ρ

∂t
− [h(ρ), ρ] = 0 (2.5)

where h(ρ) is the single particle Hamiltonian (TDHF Hamiltonian). In the static limit

it is known as Hartree-Fock equation (HF) [h(ρ), ρ] = 0. In the semi-classical limit

TDHF equation reduces to Vlasov equation which gives the time evolution of the

phase space distribution function f (~r, ~p, t)

∂

∂t
f (~r, ~p, t) − ~∇rh(~r, ~p) · ~∇p f (~r, ~p, t) + ~∇ph(~r, ~p) · ~∇r f (~r, ~p, t) = 0. (2.6)

The detail of this semi-classical correspondence is presented in Appendix A.

2.2 Stochastic Mean-field Approach

A deterministic evaluation of the single-particle density matrix can be obtained using

the standard TDHF equations starting from a well defined initial state. The standard
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approach provides a good description for the average evolution of collective motion,

however it severely restricts fluctuations of collective motion [2, 3]. In order to de-

scribe fluctuations, we must give up single determinantal description and consider

superposition of determinantal wave functions. In the stochastic mean-field descrip-

tion, an ensemble of single-particle density matrices associated with the ensemble of

Slater determinants is generated in a stochastic framework by retaining only initial

correlations [8].

Correlation is an important concept in the probability theory and statistical physics

because it gives information about the strength and direction of a linear relationship

between two random variables [18]. In the stochastic mean-field approximation the

initial correlations are the source of stochasticity. Due to stochastic behavior of the

initial correlations it is impossible to find a well-defined single determinantal form of

the initial state. As a result, initial correlations can be integrated by dealing, instead of

a single initial state with a distribution of initial Slater determinants, and thus initial

correlations can be simulated in a stochastic description. To be able to build up a

stochastic description, enough number of unoccupied and occupied single-particle

states must be determined. A member of single-particle density matrix, indicated by

label λ, can be expressed as,

ρλa(~r,~r ′, t) =
∑

i j

φi(~r, t; λ)〈i|ρλa(0)| j〉φ∗j(~r ′, t; λ). (2.7)

In this expression and in the rest of this thesis label a = n, p represents neutron and

proton species and 〈i|ρλa(0)| j〉 are time-independent elements of density matrix deter-

mined by the initial correlations. The main assumption of the approach is that each

matrix element is a Gaussian random number specified by a mean value 〈i|ρλa(0)| j〉 =

δi j f a
0 (i), i.e. the mean-field Hamiltonian h0 at t = 0 assumed uniform, and a vari-

ance of δρa(0), which is measure of statistical dispersion of a random variable initial

correlation, is

〈i|δρλa(0)| j〉〈 j′|δρλb(0)|i′〉 =
1
2
δabδii′δ j j′{ f a

0 (i)[1 − f a
0 ( j)] + f a

0 ( j)[1 − f a
0 (i)]}. (2.8)

In these expressions 〈i|δρλa(0)| j〉 represents fluctuating elements of initial density ma-

trix, ρa( j) denotes the average occupation number. At zero temperature, the average
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occupation numbers are zero for unoccupied states and one for occupied states, and

at finite temperature, the average occupation numbers are given by the Fermi-Dirac

distribution,

f a
0 ( j) =

1
e(ε j−µa)/T + 1

(2.9)

where µa is chemical potential of nucleons determined as µa = εF[1− (π2/12)(T/εF)2]

in terms of Fermi energy εF = (3π2n0/2)2/3/2m with the equilibrium density n0.

In each event, different from the standard TDHF, time-dependent single-particle wave

functions of neutrons and protons are determined by their own self-consistent mean-

field according to,

i~
∂

∂t
φa

j(~r, t; λ) = hλaφ
a
j(~r, t; λ) (2.10)

where hλa = p2/2ma + Ua(nλn, n
λ
p) denotes the mean-field Hamiltonian in the event, and

in the mean-field approach Ua(nλn, n
λ
p) is the density dependent self-consistent mean-

field potential which depends on proton and neutron local densities nλa(r, t).

We can express stochastic mean-field evolution in terms of single-particle density

matrices of neutrons and protons as

i~
∂

∂t
ρλa(t) = [hλa[ρλa], ρλa(t)], (2.11)

where the collision term is neglected in the frame of mean-field approximation. In the

stochastic mean-field approach an ensemble of single-particle density matrices is gen-

erated associated with different events. In this approach, we can calculate, not only the

mean value of observables, also probability distribution of observables. Even if the

magnitude of initial fluctuations is small, in particular in the vicinity of instabilities

mean-field evolution can enhance the fluctuations, and hence events can substantially

deviate from one to another. By projecting on a collective path, it is demonstrated that

the stochastic mean-field approach incorporates one-body dissipation and one-body

fluctuation mechanisms in accordance with quantal dissipation-fluctuation relation

[8].

In this part of the thesis, we investigate the early growth of density fluctuations in

spinodal region in charge asymmetric nuclear matter. For this purpose it is sufficient
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to consider the linear response treatment of dynamical evolution [1]. Only to the

early development of spinodal instabilities linear treatment is applied, if the density

fluctuations grow large the dynamics of the system becomes non-linear and more

complete treatment is needed. The small amplitude fluctuations of the single-particle

density matrix around an equilibrium state are determined by the linearized TDHF

equations. The linearized TDHF equations for fluctuations of neutron and proton

density matrices δρλa(t) = ρλa(t) − ρ0
a, are given by

i~
∂

∂t
δρλa(t) = [h0

a, δρ
λ
a(t)] + [δUλ

a (t), ρ0
a], (2.12)

where the linearized effective one-body Hamiltonian is hλa[ρ0
a + δρλa(t)] = p2/2ma +

Ua[ρ0
a + δρλa(t)] = h0

a + δUa(t). Since for infinite matter, the equilibrium state and the

associated mean-field Hamiltonian h0
a are homogenous, it is suitable to analyze these

equations in the plane wave representations

i~
∂

∂t
〈 ~p1|δρλa(t)| ~p2〉 = 〈 ~p1|[h0

a, δρ
λ
a(t)] + [δUλ

a (t), ρ0
a]| ~p2〉

= [εa( ~p1) − εa( ~p2)]〈 ~p1|δρλa(t)| ~p2〉 + 〈 ~p1|[δUλ
a (t), ρ0

a]| ~p2〉 ,
(2.13)

where

〈 ~p1|[δUλ
a (t), ρ0

a]| ~p2〉 = 〈 ~p1|δUλ
a (t)

∫
d ~p2

′| ~p2
′〉〈 ~p2

′|ρ0
a| ~p2〉

−〈 ~p1|ρ0
a

∫
d ~p1

′| ~p1
′〉〈 ~p1

′|Uλ
a (t)| ~p2〉

=

∫
d ~p2

′〈 ~p1|δUλ
a (t)| ~p2

′〉 f a
0 ( ~p2

′)δ( ~p2 − ~p2
′)

−
∫

d ~p1
′〈 ~p1

′|δUλ
a (t)| ~p2〉 f a

0 ( ~p1
′)δ( ~p1 − ~p1

′), (2.14)

and thus finally

i~
∂

∂t
〈 ~p1|δρλa(t)| ~p2〉 = [εa( ~p1) − εa( ~p2)]〈 ~p1|δρλa(t)| ~p2〉

−[ f a
0 ( ~p1) − f a

0 ( ~p2)]〈 ~p1|δUλ
a (t)| ~p2〉. (2.15)

The main assumption of stochastic mean-field approach is that, matrix elements of the

initial density matrix are Gaussian random numbers. In the plane wave representation
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the second moments of the initial correlations are given by,

〈 ~p1|δρa(0)| ~p2〉〈 ~p2
′|δρb(0)| ~p1

′〉 = δab(2π~)6δ( ~p1 − ~p1
′)δ( ~p2 − ~p2

′)
1
2

[
f a
0 ( ~p1)(1 − f a

0 ( ~p2)) + f a
0 ( ~p2)(1 − f a

0 ( ~p1))
]
,

(2.16)

where the factor (2π~)6 arises from normalization of the plane waves.

2.3 The Skyrme Interaction

The Skyrme interaction is one of the phenomenological effective interactions used in

nuclear problems, like in nuclear self-consistent field or bulk properties of nuclei. For

nuclear Hatree-Fock calculations in the mean-field approximation Skyrme potential,

which is zero-range, density and momentum dependent, is an effective potential. The

original form of it with a two-body and a three-body term is

V =
∑

i< j

Vi j +
∑

i< j<k

Vi jk . (2.17)

The range of nuclear force is very short, so to simplify the problem for the two-body

part it is useful to use short-range expansion where the radial dependence of force is

shown by δ-function and a momentum dependence is used to simulate a finite range

Vi j = t0 (1 + x0Pσ)δ(~r1 − ~r2) +
1
2

t1[δ(~r1 − ~r2)~k2 + ~k2δ(~r1 − ~r2)]

+ t2~kδ(~r1 − ~r2)~k + iW0(~σ(1) − ~σ(2))~k × δ(~r1 − ~r2)~k, (2.18)

here ~k = 1/2i(~∇1 − ~∇2) is the relative momentum operator, Pσ is a spin-exchange

operator and the ~σ is Pauli spin matrix. The zero range force form of the three body

part is

Vi jk = t3δ(~r1 − ~r2)δ(~r2 − ~r3). (2.19)

In these equations the constants t0, t1, t2, t3, t0, x0,W0 are fitted with experimental re-

sults of binding energies and nuclear radii, in literature for these constants there are

several sets [2, 19, 20].

10



In numerical calculations we employ the same effective Skyrme potential as in refer-

ence [21] for the local density dependent mean-field potential

Ua(nn, np) =
δHpot(nn, np)

δρa
, (2.20)

where

Hpot(nn, np) =
A
2

n2

n0
+

B
α + 2

nα+2

nα+1
0

+
C
2

n′2

n0
+

D
2

(~∇n)2 − D′

2
(~∇n′)2. (2.21)

Thus the potential energy density is

Ua(nn, np) = A
(

n
n0

)
+ B

(
n
n0

)α+1

+ C
(

n′

n0

)
τa +

1
2

dC
dn

n′2

n0
− D∆n + D′∆n′τa, (2.22)

here n = nn + np and n′ = nn − np are total and relative densities, and the sign of

isospin τa = +1 for neutrons and τa = −1 for protons. The parameters A, B,C,D and

D′ are functions of Skyrme parameters, and their numerical values A = −356.8 MeV ,

B = +303.9 MeV , α = 1/6 and D = +130.0 MeV f m5 are adjusted to reproduce

the saturation properties of symmetric nuclear matter: The binding energy ε0 =

15.7 MeV/nucleon and zero pressure at the saturation density n0 = 0.16 f m−3, com-

pressibility modulus K = 201 MeV and the surface energy coefficient in the Weiz-

sacker mass formula asur f = 18.6 MeV [22]. Magnitude of the parameter D′ =

+34 MeV f m5 is close to the value given by the S kM∗ interaction [23]. The poten-

tial symmetry energy coefficient is C(n) = C1 − C2(n/n0)α with C1 = +124.9 MeV

and C2 = 93.5 MeV . These parameters for the symmetry energy coefficient in

Weizsacker mass formula, at saturation density gives asym = εF(n0)/3 + C(n0)/2 =

36.9/3 + 31.4/2 = 28.0 MeV .

2.4 Spinodal Instabilities

2.4.1 Dispersion Relation

In this subsection, we apply the stochastic mean-field approach in small amplitude

limit to investigate spinodal instabilities in charge asymmetric nuclear matter [21].

We can obtain the solution of Eqn (2.15) by employing the standard one sided Fourier
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transformation method, so the transformation of density fluctuation is

∫ ∞

0
dteiωt ∂

∂t
〈 ~p1|δρa(t)| ~p2〉 = −〈 ~p1|δρa(0)| ~p2〉 − iω〈 ~p1|δρa(ω)| ~p2〉,

(2.23)

where 〈 ~p1|δρa(0)| ~p2〉 is the source part coming from initial conditions, and the trans-

formation of mean-field potential is

∫ ∞

0
dteiωt〈 ~p1|Ua(t)| ~p2〉 = 〈 ~p1|Ua(ω)| ~p2〉. (2.24)

Therefore, the Fourier transformed form of linearized TDHF equation becomes

〈 ~p1|δρa(ω)| ~p2〉 = − [ f a
0 ( ~p1) − f a

0 ( ~p2)]
[~ω − εa( ~p1) + εa( ~p2)]

〈 ~p1|δUa(ω)| ~p2〉

+ i~
〈 ~p1|δρa(0)| ~p2〉

[~ω − εa( ~p1) + εa( ~p2)]
. (2.25)

By rewriting the momentum vectors as ~p1 = ~p + ~~k/2, ~p2 = ~p − ~~k/2 and using the

position space and momentum space representations in which we have the relations

[24]

〈~r | ~p〉 =
1

(2π~)3/2 e(i/~)~p·~r

〈~p +
~~k
2
| ~r〉 =

1
(2π~)3/2 e−(i/~)(~p+~

~k
2 )·~r

〈~r′ | ~p − ~
~k
2
〉 =

1
(2π~)3/2 e(i/~)(~p−~~k2 )·~r′ , (2.26)

we obtain

〈~p +
~~k
2
|δρa(ω)|~p − ~

~k
2
〉 =

∫ ∞

0
dteiωt

∫ ∞

−∞

∫ ∞

−∞
d3rd3r′〈~p +

~~k
2
| ~r〉〈~r | δρa(t) | ~r′〉〈~r′ | ~p − ~

~k
2
〉.
(2.27)

We evaluate
∫

d3 p integral of both sides and then use the orthonormality relation

∫ ∞

−∞
d3 pe−(i/~)(~r−~r′)·~p = (2π~)3δ(~r −~r′), (2.28)
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to obtain
∫

d3 p〈~p +
~~k
2
|δρa(ω)|~p − ~

~k
2
〉

=

∫ ∞

0
dteiωt

∫ ∞

−∞

∫ ∞

−∞
d3rd3r′

∫
d3 p

(2π~)3 e(−i/~)(~r−~r′)·~pe(−i/2)(~r+~r′)·~k〈~r | δρa(t) | ~r′〉

=

∫ ∞

0
dteiωt

∫ ∞

−∞
d3re−i~k·~rδρa(~r, t) =

∫ ∞

0
dteiωtδρa(~k, t).

(2.29)

Similarly, Fourier transform of the fluctuating part of mean-field potential

〈~p +
~~k
2
|δUa(ω)|~p − ~

~k
2
〉

=

∫ ∞

0
dteiωt

∫ ∞

−∞

∫ ∞

−∞
d3rd3r′〈~p +

~~k
2
| ~r〉〈~r | δUa(t) | ~r′〉〈~r′ | ~p − ~

~k
2
〉

=

∫ ∞

0
dteiωt

∫ ∞

−∞

d3r
(2π~)3 e(−i/~)(~p+(~/2)~k)·~re(i/~)(~p−(~/2)~k)·~rδUa(t)

=

∫ ∞

0
dteiωtδUa(t)

∫ ∞

−∞

d3r
(2π~)3 e−i~k·~r (2.30)

can be written as

〈~p +
~~k
2
|δUa(ω)|~p − ~

~k
2
〉 = δUa(ω) , (2.31)

where 〈~r | δUa(t) | ~r′〉 = δUa(t)δ(~r −~r′), because mean-field potential is local.

We have the following quantity

δña(~k, ω) = 2
∫ ∞

−∞

d3 p
(2π~)3 〈~p + ~~k/2|δρa(ω)|~p − ~~k/2〉 , (2.32)

which defines the Fourier transform of the local density fluctuations of neutrons and

protons, where the coefficient 2 is spin factor. In these expressions and in other for-

mulas in this section, we omit the event label λ for clarity of notation. After Fourier

transformation and d3 p/(2π~)3 integration of Eq. (2.15) there results

δña(~k, ω) = 2
∫ ∞

−∞

d3 p
(2π~3)

[ f a
0 (~p − ~~k/2) − f a

0 (~p + ~~k/2)]

~ω − εa(~p + ~~k/2) + εa(~p − ~~k/2)
δUa(ω)

+ 2i~
∫ ∞

−∞

d3 p
(2π~3)

〈~p + ~~k/2|δρa(0)|~p − ~~k/2〉
~ω − εa(~p + ~~k/2) + εa(~p − ~~k/2)

. (2.33)

The fluctuation of mean field potential depends on both neutron and proton local

density fluctuations, for neutron

δUn(~k, ω) =

(
δUn

δñn

)

0
δñn(~k, ω) +

(
δUn

δñp

)

0

δñp(~k, ω), (2.34)
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and for proton

δUp(~k, ω) =

(
δUp

δñn

)

0
δñn(~k, ω) +

(
δUp

δñp

)

0

δñp(~k, ω), (2.35)

where, the equilibrium densities of neutron and proton has the same value ñ0 =

0.16 f m−3. In these expressions, derivative of the mean-field potential Ua(nn, np)

evaluated at the equilibrium density Fab
0 = (∂Ub/∂ña)0 denotes the zero-order Landau

parameters and the integral χa(~k, ω) is the Lindhard function associated with neutron

and proton distributions

χa(~k, ω) = −2
∫ ∞

−∞

d3 p
(2π~)3

f a
0 (~p − ~~k/2) − f a

0 (~p + ~~k/2)

~ω − ~p · ~~k/m
(2.36)

where −~p · ~~k/m = −εa(~p + ~~k/2) − εa(~p − ~~k/2). The source terms Aa(~k, ω) are

determined by the initial conditions,

Aa(~k, ω) = 2~
∫ ∞

−∞

d3 p
(2π~)3

〈~p + ~~k/2|δρa(0)|~p − ~~k/2〉
~ω − ~p · ~~k/m

. (2.37)

The angular integrations can be performed and the resulting expressions are presented

in Appendix B. Therefore, we obtain a set of coupled algebraic equations for the

Fourier transforms of fluctuating parts of local neutron and proton densities [25],

[1 + Fnn
0 χn(~k, ω)]δñn(~k, ω) + Fnp

0 χn(~k, ω)δñp(~k, ω) = iAn(~k, ω) (2.38)

and

[1 + F pp
0 χp(~k, ω)]δñp(~k, ω) + F pn

0 χp(~k, ω)δñn(~k, ω) = iAp(~k, ω). (2.39)

The solution of the coupled algebraic equations for Fourier transform of density fluc-

tuations are given by,

δñn(~k, ω) = i
[1 + F pp

0 χp(~k, ω)]An(~k, ω) − Fnp
0 χn(~k, ω)Ap(~k, ω)

ε(~k, ω)
(2.40)

and

δñp(~k, ω) = i
[1 + Fnn

0 χn(~k, ω)]Ap(~k, ω) − F pn
0 χp(~k, ω)An(~k, ω)

ε(~k, ω)
, (2.41)

where the quantity

ε(~k, ω) = 1 + Fnn
0 χn(~k, ω) + F pp

0 χp(~k, ω) + [Fnn
0 F pp

0 − Fnp
0 F pn

0 ]χn(~k, ω)χp(~k, ω)

(2.42)
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denotes the susceptibility and ε(~k, ω) = 0 gives the dispersion relation. The sign of the

susceptibility gives information about the border of the spinodal region, in unstable

region ε(~k, ω) < 0 and in stable region ε(~k, ω) > 0. In the infinite nuclear matter

collective modes are characterized by wave number ~k. The solution of dispersion

relation gives characteristic frequencies ±ωk for every wave number, in the stable

region, ρ > ρcritical, frequencies are real and for unstable modes, ρ < ρcritical, they are

imaginary.

Time dependence of Fourier transform of density fluctuations δña(~k, t) is determined

by taking the inverse transformation of Eqs. (2.40) and (2.41) [26]. The inverse

Fourier transformations in time can be calculated with the help of residue theorem,

δña(~k, t) =

∫ ∞+iσ

−∞+iσ

dω
2π
δña(~k, ω)e−iωt (2.43)

keeping only the growing and decaying collective poles at ω = ∓iΓ, because frequen-

cies are imaginary in the spinodal region. The details of this transformation is given

in Appendix B. Therefore we find

δñn(~k, t) =
1

2π
(2πi)i


[1 + F pp

0 χp(~k, iΓ)]An(~k, iΓ) − Fnp
0 χn(~k, iΓ)Ap(~k, iΓ)

[∂ε(~k, ω)/∂ω]ω=iΓ

+
[1 + F pp

0 χp(~k,−iΓ)]An(~k,−iΓ) − Fnp
0 χn(~k,−iΓ)Ap(~k,−iΓ)

[∂ε(~k, ω)/∂ω]ω=−iΓ

 ,

(2.44)

and

δñp(~k, t) =
1

2π
(2πi)i


[1 + Fnn

0 χn(~k, iΓ)]Ap(~k, iΓ) − F pn
0 χp(~k, iΓ)An(~k, iΓ)

[∂ε(~k, ω)/∂ω]ω=iΓ

+
[1 + Fnn

0 χn(~k,−iΓ)]Ap(~k,−iΓ) − F pn
0 χp(~k,−iΓ)An(~k,−iΓ)

[∂ε(~k, ω)/∂ω]ω=−iΓ

 .

(2.45)

Growth and decay rates at poles ω = ∓iΓk are determined from the dispersion relation

ε(~k, ω) = 0, i.e. from the roots of susceptibility. Therefore in the short notation,

δña(~k, t) = δn+
a (~k)e+Γkt + δn−a (~k)e−Γkt, (2.46)
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where the initial amplitude of density fluctuations are given by

δn∓n (~k) = −


[1 + F pp
0 χp(~k, ω)]An(~k, ω) − Fnp

0 χn(~k, ω)Ap(~k, ω)

∂ε(~k, ω)/∂ω


ω=∓iΓk

, (2.47)

and

δn∓p(~k) = −


[1 + Fnn
0 χn(~k, ω)]Ap(~k, ω) − F pn

0 χp(~k, ω)An(~k, ω)

∂ε(~k, ω)/∂ω


ω=∓iΓk

. (2.48)

As an example, Fig. 2.1(a) shows the growth rates of unstable modes as a function of

wave number in the spinodal region corresponding to initial density n = 0.2 n0 and

n = 0.4 n0 for initial asymmetry I = 0.0 at a temperature T = 5 MeV . The initial

charge asymmetry is defined according to I = (n0
n − n0

p)/(n0
n + n0

p). In this figure and

also in other figures, solid-lines and dashed-lines show quantal and semi-classical re-

sults, respectively. Since, at low densities, wave numbers of most unstable modes are

comparable to Fermi momentum, long-wavelength expansion of the Linhard function

is not valid, and hence there is important quantal effect in the dispersion relation. For

example, for density n = 0.2 n0, the temperature T = 5MeV and initial charge asym-

metry I = 0.0 the wave numbers of the most growing modes are around k ≈ 0.8 fm−1

and for the same conditions the Fermi momentum is around k ≈ 0.78 fm−1. At the

initial density n = 0.2 n0 and the initial asymmetry I = 0.0 ,i.e. symmetric nuclear

matter, in the quantal calculations unstable modes are confined to a narrower range

centered around wavelengths λ ≈ 8− 10 fm, as compared to a broader range centered

around λ ≈ 7 fm in the semi-classical calculations. Growth rates in semi-classical

framework are determined by the roots of semi-classical susceptibility, which is de-

fined as in Eq. (2.42) by taking the Lindhard functions χa(~k, ω) in the long wavelength

limit given by Eq. (2.58). As a result, in the quantal calculations, the source has a

tendency to break up into larger fragments as compared to the semi-classical calcu-

lations. Also, due to quantum effects, the maximum of dispersion relation is reduced

by about a factor 1/4. Therefore, fluctuations take more time to develop when quan-

tum effects are introduced. At higher initial density n = 0.4 n0 , in both quantal and

semi-classical calculations, dispersion relation is shifted towards longer wavelengths

and it exhibits a similar trend as the one at the initial density n = 0.2 n0. This quantal
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Figure 2.1: Growth rates of unstable modes as a function of wave number in spinodal region
corresponding initial densities and at a temperature T = 5 MeV. (a) for initial asymmetry
I = 0.0 , (b) for initial asymmetry I = 0.5.

effect in dispersion relation of unstable modes was pointed out in the case of symmet-

ric matter in a previous publication [27]. Charge asymmetric nuclear matter exhibits

a similar behavior as seen from figure 2.1(b), which shows dispersion relation corre-

sponding to initial densities n = 0.2 n0 and n = 0.4 n0 for initial charge asymmetry

17



0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6
0.00

0.01

0.02

0.03

0.04

0.05

0.01

0.02

0.03

0.04

0.05

n=0.4 n
0

n=0.2 n
0

 

 

 (c
/fm

)

k (fm-1)

T=1 MeV; I=0.5 (b)

 

 

 (c
/fm

)
 Semi-clasical
 Quantal

T=1 MeV; I=0 (a)

n=0.2 n
0

n=0.4 n
0

Figure 2.2: Same as Fig. 2.1 but for temperature T = 1 MeV.

I = 0.5 (i.e. neutron rich nuclear matter) at a temperature T = 5 MeV. Similar results

can be seen for T = 1 MeV in Figs. 2.1(a) and 2.1(b).

Figs. 2.3(a) and 2.3(b) shows the boundary of spinodal region in density-temperature

plane corresponding to initial charge asymmetries I = 0.0 and I = 0.5 for the unstable

modes with wavelengths λ = 9 fm and λ = 12 fm, respectively. It is seen that with
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Figure 2.3: Boundary of spinodal region in density-temperature plane corresponding to initial
charge asymmetries I = 0.0 and I = 0.5 for the unstable mode: (a) with wavelength λ = 9 f m,
(b) with wavelength λ = 12 f m.

increasing charge asymmetry, spinodal region shrinks to smaller size in both quantal

and semi-classical calculations. Furthermore, unstable modes are quite suppressed

by quantal effects as compared to the semi-classical results in both symmetric and

asymmetric matter. Results of semi-classical calculation are in agreement with the
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results obtained in reference [21].

2.4.2 Growth of Density Fluctuations

In order to characterize the density fluctuations δña(~k, t) away from the ensemble

average ña(~k, 0) it is suitable to use the correlation function for the single particle

density matrix. For this purpose in this subsection, we calculate early growth of local

density fluctuations in charge asymmetric nuclear matter. Spectral intensity of density

correlation function σ̃ab(~k, t) is related to the second moment of Fourier transform of

density fluctuations according to,

σ̃ab(~k, t)(2π)3δ(~k − ~k′) = δña(~k, t)δñb(−~k′, t)
= δn+

a (~k)δn+
b (−~k′)e2Γkt + δn+

a (~k)δn−b (−~k′) + δn−a (~k)δn+
b (−~k′) + δn−a (~k)δn−b (−~k′)e−2Γkt.

(2.49)

For neutron-neutron we obtain

δñn(~k, t)δñn(−~k′, t) =
e2Γkt

[
∂ε(~k, ω)/∂ω

]
ω=iΓ

[
∂ε(−~k′, ω)/∂ω

]
ω=iΓ

×
{
[1 + F pp

0 χp]2An(~k, iΓ)An(−~k′, iΓ) + [Fnp
0 χn]2Ap(~k, iΓ)Ap(−~k′, iΓ)

}

+
e−2Γkt

[
∂ε(~k, ω)/∂ω

]
ω=−iΓ

[
∂ε(−~k′, ω)/∂ω

]
ω=−iΓ

×
{
[1 + F pp

0 χp]2An(~k,−iΓ)An(−~k′,−iΓ) + [Fnp
0 χn]2Ap(~k,−iΓ)Ap(−~k′,−iΓ)

}

+
2[

∂ε(~k, ω)/∂ω
]
ω=iΓ

[
∂ε(−~k′, ω)/∂ω

]
ω=−iΓ

×
{
[1 + F pp

0 χp]2An(~k, iΓ)An(−~k′,−iΓ) + [Fnp
0 χn]2Ap(~k, iΓ)Ap(−~k′,−iΓ)

}
,

(2.50)
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for proton-proton

δñp(~k, t)δñp(−~k′, t) =
e2Γkt

[
∂ε(~k, ω)/∂ω

]
ω=iΓ

[
∂ε(−~k′, ω)/∂ω

]
ω=iΓ

×
{
[1 + Fnn

0 χn]2Ap(~k, iΓ)Ap(−~k′, iΓ) + [F pn
0 χn]2An(~k, iΓ)An(−~k′, iΓ)

}

+
e−2Γkt

[
∂ε(~k, ω)/∂ω

]
ω=−iΓ

[
∂ε(−~k′, ω)/∂ω

]
ω=−iΓ

×
{
[1 + Fnn

0 χn]2Ap(~k,−iΓ)Ap(−~k′,−iΓ) + [F pn
0 χp]2An(~k,−iΓ)An(−~k′,−iΓ)

}

+
2[

∂ε(~k, ω)/∂ω
]
ω=iΓ

[
∂ε(−~k′, ω)/∂ω

]
ω=−iΓ

×
{
[1 + Fnn

0 χn]2Ap(~k, iΓ)Ap(−~k′,−iΓ) + [F pn
0 χp]2An(~k, iΓ)An(−~k′,−iΓ)

}
,

(2.51)

and neutron-proton

δñn(~k, t)δñp(−~k′, t) =
e2Γkt

[
∂ε(~k, ω)/∂ω

]
ω=iΓ

[
∂ε(−~k′, ω)/∂ω

]
ω=iΓ

×
{
[1 + F pp

0 χp]F pn
0 χpAn(~k, iΓ)An(−~k′, iΓ)

+[1 + Fnn
0 χn]Fnp

0 χnAp(~k, iΓ)Ap(−~k′, iΓ)
}

+
e−2Γkt

[
∂ε(~k, ω)/∂ω

]
ω=−iΓ

[
∂ε(−~k′, ω)/∂ω

]
ω=−iΓ

×
{
[1 + F pp

0 χp]F pn
0 χpAn(~k,−iΓ)An(−~k′,−iΓ)

+[1 + Fnn
0 χn]Fnp

0 χnAp(~k,−iΓ)Ap(−~k′,−iΓ)
}

+
2[

∂ε(~k, ω)/∂ω
]
ω=iΓ

[
∂ε(−~k′, ω)/∂ω

]
ω=−iΓ

×
{
[1 + F pp

0 χp]F pn
0 χpAn(~k, iΓ)An(−~k′,−iΓ)

+[1 + Fnn
0 χn]Fnp

0 χnAp(~k, iΓ)Ap(−~k′,−iΓ)
}

where the cross terms of source correlations are zero, i.e. An(~k, iΓ)Ap(−~k′, iΓ) =

Ap(~k, iΓ)An(−~k′, iΓ) = 0, because of the statistical independence of the different parts

of the source, the mean values of their products vanish. The details of these deriva-

tions can be seen in Appendix C.
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We calculate the spectral functions using the solution (2.46) and employing expres-

sion (2.24) for the initial correlations to find

σ̃ab(~k, t) =
E+

ab(~k, iΓk)

|[∂ε(~k, ω)/∂ω]ω=iΓk |2
(e2Γkt + e−2Γkt) +

2E−ab(~k, iΓk)

|[∂ε(~k, ω)/∂ω]ω=iΓk |2
, (2.52)

where quantities E∓ab(~k, iΓk), a, b = n, p, are given by

E∓nn(~k, iΓk) = 4~2(1 + F pp
0 χp)2I∓n + 4~2(Fnp

0 χn)2I∓p , (2.53)

E∓pp(~k, iΓk) = 4~2(1 + Fnn
0 χn)2I∓p + 4~2(F pn

0 χp)2I∓n , (2.54)

and

E∓np(~k, iΓk) = −4~2(1 + F pp
0 χp)F pn

0 χpI∓n − 4~2(1 + Fnn
0 χn)Fnp

0 χnI∓p (2.55)

with

I∓a =

∫
d3 p

(2π~)3

(~Γk)2 ∓ (~p · ~~k/m)2

[(~Γk)2 + (~p · ~~k/m)2]2
f a
0 (~p + ~~k/2)[1 − f a

0 (~p − ~~k/2)]. (2.56)

In the semi-classical calculations, instead of the TDHF equation in quantal approach,

the Vlasov transport equation is used for the dynamics of the system. Semi-classical

limit of quantal expressions are obtained by replacing the integrals I∓a and χa(~k, ω)

with following expressions in the long wave-length limit,

I∓a (sc) =

∫
d3 p

(2π~)3

(~Γk)2 ∓ (~p · ~~k/m)2

[(~Γk)2 + (~p · ~~k/m)2]2
f a
0 (~p)[1 − f a

0 (~p], (2.57)

and

χsc
a (~k, ω) = −2

∫ ∞

−∞

d3 p
(2π~)3

(~p · ~~k/m)2

(~Γk)2 + (~p · ~~k/m)2

∂

∂ε
f a
0 . (2.58)

Figs. 2.4(a) and 2.4(b) shows spectral intensity σ̃nn(~k, t) of neutron-neutron density

correlation function as function of wave number at times t = 0 and t = 50 fm/c for

density n = 0.4 n0 and the initial charge asymmetry I = 0.5 at temperature T = 1 MeV

and T = 5 MeV, respectively.

As mentioned above, in all figures solid-lines and dashed-lines indicate quantal and

semi-classical results, respectively. As seen, in particular at towards the high end of

the wave number spectrum, considerable quantal effects are present at initial fluctu-

ations. Quantum statistical effects in the initial fluctuations become even larger at
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smaller temperatures. In fact at zero temperature, since the quantities I∓a (sc) becomes

zero, spectral functions vanish σ̃ab(~k, t) = 0. However, in quantal calculations spec-

tral functions remains finite even at zero temperature, reflecting quantum zero point

fluctuations of the local density. Looking at the results at t = 50 fm/c , we observe that

largest growth occurs over the range of wave numbers corresponding to the range of

dominant unstable modes. At T = 5 MeV, magnitude of fluctuations is about the same

in both quantal and semi-classical calculations. At the lower temperature T = 1 MeV,

magnitude of fluctuations in the most unstable range is nearly doubled in quantal cal-

culations as compared to semi-classical calculations. Fig. 2.4(c) shows spectral in-

tensity σ̃nn(~k, t) as function of wave number at times t = 0 and t = 50 fm/c at a lower

density n = 0.2 n0 for initial charge asymmetry I = 0.5 and temperature T = 5 MeV.

At the lower density, growth rates of dominant modes in the semi-classical limit are

considerably larger than those of quantal calculations. Consequently, the result of

semi-classical calculations at time t = 50 fm/c overshoots the result of quantal cal-

culations over the range of dominant modes. Fig. 2.5 illustrates that the spectral

intensity for symmetric matter has similar properties as for asymmetric matter with

I = 0.0.

We note that quantal effects enter into the spectral density in two different ways:

(i) quantal effects in growth rates of modes and (ii) quantum statistical effects on

the initial density fluctuations, which becomes increasingly more important at lower

temperatures. We also note that in determining time evolution of δñ(~k, t) with the help

of residue theorem, there are other contributions arising from non-collective poles of

susceptibility ε(~k, ω) and from poles of Aa(~k, ω). These contributions, in particular

towards short wavelengths, are important at the initial state, however they damp out

in a short time interval [28]. Therefore the approximate expression (2.52) for the

spectral intensity σ̃(~k, t) of density fluctuations becomes more accurate for increasing

time.

Local density fluctuations δna(~r, t) are determined by the Fourier transform of δña(~k, t).

In terms of spectral intensity σ̃ab(~k, t), which is defined in Eq. (2.49), equal time den-

sity correlation function as a function of distance between two space locations is
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expressed as,

σab(|~r − ~r′|, t) = δna(~r, t)δnb(~r ′, t) =

∫
d3k

(2π)3 ei~k·(~r−~r ′)σ̃ab(~k, t). (2.59)

In a homogenous isotropic medium, the correlation function depends only on the

magnitude r = |~r − ~r′| of the distance between two space points. In the limit r → ∞,

the fluctuations at the points ~r1, ~r2 are statistically independent, therefore correlation

function becomes zero [29]. Total density correlation function is given by sum over

neutrons and protons and cross-term, σ(|~r −~r ′|, t) = σnn(|~r −~r ′|, t) +σpp(|~r −~r ′|, t) +

2σnp(|~r − ~r ′|, t). The behavior of density correlation function as a function of initial

density and temperature carries valuable information about the unstable dynamics of

the matter in the spinodal region. As an example, Figs. 2.6(a) and 2.6(b) illustrate

total density correlation function as a function of distance between two space points

at times t = 0 and t = 50 f m/c at density n = 0.4 n0 and the initial charge asymmetry

I = 0.5 for temperatures T = 1 MeV and T = 5 MeV , respectively. At temperature

T = 5 MeV , quantal effects are not important, and hence semi-classical calculations

provide good approximation for density correlation function. However, at lower tem-

perature T = 1 MeV , semi-classical calculations severely underestimates peak value

of density correlation function. Fig. 2.6(c) shows density correlation function at times

t = 0 and t = 50 f m/c at a lower density n = 0.2 n0 for initial charge asymmetry

I = 0.5 and a temperature T = 5 MeV . On the other hand, at lower density, semi-

classical approximation overestimates the peak value of the correlation function. As

indicated above, this is due to the fact that growth rates of dominant modes in semi-

classical limit are considerable larger than those obtained in quantal calculations. For

asymmetry I = 0.0, as seen from Fig. 2.7, behavior of density correlation function

is similar to the charge asymmetric case. Complementary to the dispersion relation,

correlation length of density fluctuations provides an additional measure for the aver-

age size of primary fragmentation pattern. We can estimate the correlation length of

density fluctuations as the width of correlation function at half maximum. Correla-

tion length depends on density, and to some extend, depends on temperature as well.

From these figures, we can estimate that the correlation length of density fluctuations

is about 3.5 f m at density n = 0.4 n0, and about 3.0 f m at density n = 0.2 n0.
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During spinodal decomposition, initial charge asymmetry shifts towards symmetry

in liquid phase while gas phase moves toward further asymmetry. As a result, pro-

duced fragments are more symmetric than the charge asymmetry of the source. This

interesting fact is experimentally observed and it may provide a useful guidance to

gain information about symmetry energy in low density nuclear matter. For each

event, we can define perturbation charge asymmetry during early evolution of density

fluctuations as,

Ipt =
δnn(~r, t) − δnp(~r, t)
δnn(~r, t) + δnp(~r, t)

=
[δnn(~r, t)]2 − [δnp(~r, t)]2

[δnn(~r, t) + δnp(~r, t)]2
. (2.60)

We are interested in the ensemble average value of this quantity, which can approxi-

mately be evaluated according to

I pt ≈
σnn(t) − σpp(t)

σnn(t) + 2σnp(t) + σpp(t)
. (2.61)

where σab(t) = σab(x = 0, t). The average value of the perturbation asymmetry is

nearly independent of time. As an example, Fig. 2.8 shows this quantity as function of

initial asymmetry at temperature T = 5 MeV for densities n = 0.2 n0 and n = 0.4 n0.

As a result of the driving force of symmetry energy, perturbation asymmetry drifts

towards symmetry. At this temperature quantal effects do not play an important role

and these calculations are consistent with results of ref. [21].
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Figure 2.4: Spectral intensity σ̃nn(~k, t) of neutron-neutron density correlation function as func-
tion of wave number k at times t = 0 and t = 50 f m/c for the initial charge asymmetry I = 0.5:
(a) for density n = 0.4 n0 at temperature T = 1 MeV , (b) for density n = 0.4 n0 at temperature
T = 5 MeV , (c) for density n = 0.2 n0 at temperature T = 5 MeV .
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Figure 2.5: Same as Fig. 2.4 but for asymmetry I = 0.0.
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Figure 2.6: Density correlation function σ(x, t) as a function of distance x =| ~r − ~r′ | between
two space points at times t = 0 and t = 50 f m/c and the initial charge asymmetry I = 0.5 :
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Figure 2.7: Same as Fig. 2.6 but for asymmetry I = 0.0.
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CHAPTER 3

SPINODAL INSTABILITIES IN SYMMETRIC NUCLEAR

MATTER IN A RELATIVISTIC MEAN-FIELD APPROACH

In the first part of this thesis, we use non-relativistic kinematics to investigate the spin-

odal instabilities in nuclear matter, because the relevant Fermi momenta and Fermi

energy are small compared to the rest mass of the nucleons at those energies and den-

sities. However, it has been shown in the recent years that the nuclear many-body

system is in principle a relativistic system driven by the dynamics of large relativistic

scalar and vector fields [30, 31]. In the nuclear interior we have an attractive scalar

field φ of roughly −350 MeV and a repulsive vector field Vµ of roughly +300 MeV .

Both fields are by no means small against the nucleon mass of 939 MeV and therefore

the dynamics has to be described by the Dirac equation. For the large components

of the Dirac spinors the two fields nearly cancel each other and this leads to a rel-

atively small attractive field of roughly −50 MeV and to a relatively small Fermi

energy. However, for the small components both fields add up. This leads to a very

large spin-orbit term known since the early days of nuclear physics [32, 33]. In the

second part of the thesis, we use Quantum Hadrodynamics (QHD) as the framework

to investigate the spinodal instabilities in symmetric nuclear matter. We employ the

relativistic model introduced by Walecka [34, 35] known as QHD-I in the mean field

approximation.
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3.1 Relativistic Mean Field Model (Walecka Model)

The nuclear many-body as a relativistic system of baryons and mesons is described

in a framework of quantum hydrodynamics (QHD) [30]. In the Walecka model the

interaction between the nucleons are mediated by a scalar σ and a vector meson ω.

A simple relativistic quantum field theory model for the nuclear many-body system

is the Walecka model, known as QHD-I, consisting of baryon field ψ, neutral scalar

meson field φ and neutral vector meson field Vµ.

The Lorentz invariant Lagrangian density of QHD-I is given by

L = ψ̄
[
γµ

(
i∂µ − gvVµ

)
− (M − gsφ)

]
ψ +

1
2
∂µφ∂

µφ

− 1
2

m2
sφ

2 − 1
4

FµνFµν +
1
2

m2
vVµVµ, (3.1)

where M is nucleon mass, ms scalar meson mass and mv vector meson mass, and the

coupling constants of the mesons and the nucleon are denoted by gs and gv respec-

tively, and Fµν = ∂µVν − ∂νVµ. Using this Lagrangian density, one-meson exchange

graphs evaluated in the limit of heavy, static baryons, result in an effective nucleon-

nucleon potential of the form

V(r) =
g2

v

4π
e−mvr

r
− g2

s

4π
e−msr

r
, (3.2)

which for the appropriate choices of the coupling constants and meson masses, is

attractive at large distances and repulsive at short distances, as the observed nucleon-

nucleon potential. The parameters in the Lagrangian density are obtained by the fit-

ting of experimental data of nuclear matter in the mean field approximation. The equi-

librium properties of nuclear matter, k0
F = 1.3 f m−1 corresponding to ρ0 = 0.15 f m−3

and binding energy per nucleon (E/A)0 = −15.75 MeV are obtained with the choice

of the coupling constants [32, 33]

C2
s ≡ g2

s

(
M2

m2
s

)
= 357.4, C2

v ≡ g2
v

(
M2

m2
v

)
= 273.8. (3.3)

In this approximation, the nuclear compression modulus is obtained as K = 545 MeV

which is larger than the experimental value, and the effective nucleon mass is M∗/M =

0.541.
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The resulting field equations in QHD-I are

(∂µ∂µ + m2
s )φ = gsψ̄ψ (3.4)

∂µFµν + m2
vVν = gvψ̄γ

νψ (3.5)
[
γµ(i∂µ − gvVµ) − (M − gsφ)

]
ψ = 0 (3.6)

These are non-linear coupled quantum field theory equations and their exact solutions

are extremely complicated. However, there is an approximate nonperturbative solu-

tion that can be used as starting point in analyzing the physical content of the above

Lagrangian. For a uniform system of N nucleons in a volume V , as the nucleon den-

sity increases, the source terms in the above equations also increase, and when the

source terms are large the meson fields in the mean-field approximation are consid-

ered as classical fields with the nucleons as their sources. Furthermore, if the nucleon

density does not change appreciably in a time and space interval determined by the

Compton wavelength of the mesons, the retardation effects for the meson fields can be

neglected, and the time and space dependence of the meson fields will closely follow

the time and space dependence of nucleon fields. In this local density approximation

we can neglect the time and space derivatives in the meson field equations and obtain

meson field as

m2
vV0 = gv〈ψ†ψ〉 ≡ gvρB, (3.7)

m2
v
~V = gv〈ψ†~γψ〉 ≡ gv~ρv, (3.8)

and

m2
sφ = gs〈ψ̄ψ〉 ≡ gsρs, (3.9)

in terms of nucleon (baryon) density ρB, the scalar density ρs and the current den-

sity ~ρv. For a static uniform system at equilibrium the classical fields φ and V0 are

constants and ~V vanishes.

In mean-field theory, therefore, the nucleons are described by the Dirac equation

[
γµ(i∂µ − gvVµ) − (M − gsφ)

]
ψ = 0 (3.10)

which is linear in the classical meson fields. Dirac equation for the nucleons may be

solved directly [30]. In our investigation of spinodal instabilities in nuclear matter,
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we use a semi-classical approximation based on a relativistic Vlasov equation, thus

we neglect anti-baryon degrees of freedom. Therefore, the baryon density and energy

density are given by [36]

ρB =
g

(2π)3

∫
d3 p f0(~p) (3.11)

ε(ρB,T ) =
g2

v

2m2
v
ρ2

B +
2m2

s

g2
s

(M − M∗)2, (3.12)

where the spin-isospin degeneracy factor is g = 2 for neutron matter and g = 4 for

nuclear matter and the effective mass M∗ is defined as,

M∗ = M − gsφ, (3.13)

therefore at thermodynamic equilibrium, the self-consistency relation

φ =
gs

m2
s
ρs =

gs

m2
s

g
(2π)3

∫
d3 p

M∗
√
~p2 + M∗2

f0(~p) (3.14)

must be satisfied. In these expressions, the thermal distribution function is defined by

f0(~p) =
1

eβ(E∗p−µ∗) + 1
, (3.15)

where E∗p =
√
~p2 + M∗2 and µ∗ = µ − gvV0.

3.1.1 Stochastic Relativistic Mean-Field Theory

The stochastic mean-field approach is based on a very appealing stochastic mode

proposed for describing deep-inelastic heavy-ion collisions and sub-barrier fusion

[37, 38, 39]. In that model, dynamics of relative motion is coupled to collective sur-

face modes of colliding ions and treated in a classical framework. The initial quantum

zero point and thermal fluctuations are incorporated into the calculations in a stochas-

tic manner by generating an ensemble of events according to the initial distribution

of collective modes. In the mean-field evolution, coupling of relative motion with all

other collective and non-collective modes are automatically taken into account. In

the stochastic extension of the mean-field approach, the zero point and thermal fluc-

tuations of the initial state are taken into account in a stochastic manner, in a similar

manner presented in Refs. [37, 38, 39]. The initial fluctuations, which are specified
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by a specific Gaussian random ensemble, are simulated by considering evolution of

an ensemble of single-particle density matrices. It is possible to incorporate quantal

and thermal fluctuations of the initial state into the relativistic mean-field description

in a similar manner.

In Refs. [26, 36], the authors derived a relativistic Vlasov equation from the Walecka

model in the local density and the semi-classical approximation. The details of this

derivation can be seen in Appendix D. Introducing phase space distribution func-

tion f (~r, ~p, t) for the nucleons, the following relativistic Vlasov equation has been

obtained,

∂t f (~r, ~p, t) + ~∇ph(~r, ~p) · ~∇r f (~r, ~p, t) − ~∇rh(~r, ~p) · ~∇p f (~r, ~p, t) = 0 (3.16)

where ~∇ph(~r, ~p) = ~v = ~p∗/ε∗ and h = ε∗ + gvV0. In these expressions ~p∗ = ~p − gv~V

and ε∗ = (~p∗2 + M∗2)1/2 with M∗ = M − gsφ. In the mean-field approximation, the

meson fields are treated as classical fields and their evolutions are determined by the

field equations,

[∂2
t − ~∇2 + m2

s ]φ(~r, t) = gsρs(~r, t) (3.17)

and

[∂2
t − ~∇2 + m2

v]Vµ(~r, t) = gvρ
µ
v(~r, t). (3.18)

In these expressions, the baryon density ρ0(~r, t) = ρB(~r, t), the scalar density ρs(~r, t),

and the current density ~ρv(~r, t) can be expressed in terms of phase-space distribution

function as follows,

ρB(~r, t) = g
∫

d3 p
(2π)3 f (~r, ~p, t), (3.19)

ρs(~r, t) = g
∫

d3 p
(2π)3

M∗

ε∗
f (~r, ~p, t), (3.20)

and

~ρv(~r, t) = g
∫

d3 p
(2π)3

~p∗

ε∗
f (~r, ~p, t). (3.21)

The original Walecka model gives a nuclear compressibility that is much larger than

the one extracted from the giant monopole resonances in nuclei. It also leads to an
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effective nucleon mass which is smaller than the value determined from the analysis

of nucleon-nucleon scattering. In order to have a model which allows different values

of nuclear compressibility and the nucleon effective mass, it is possible to improve the

Walecka model by including the self-interaction of the scalar mesons or by consider-

ing density dependent coupling constants. However, in the present thesis, we employ

the original Walecka model without including the self interaction of the scalar meson.

In the stochastic mean-field approach an ensemble { f λ(~r, ~p, t)} of the phase-space dis-

tributions is generated in accordance with the initial fluctuations, where λ indicates

the event label . In the following for simplicity of notation, since equations of mo-

tions do not change in the stochastic evolution, we do not use the event label for the

phase-space distributions and also on the other quantities. However it is understood

that the phase-space distribution, scalar meson and vector meson fields are fluctuating

quantities. Each member of the ensemble of phase-space distributions evolves by the

same Vlasov equation [1] according to its own self-consistent mean-field, but with

different initial conditions. The main assumption of the approach in the semi- classi-

cal representation is the following: In each phase-space cell, the initial phase-space

distribution f (~r, ~p, 0) is a Gaussian random number with its mean value determined

by f (~r, ~p, 0) = f0(~r, ~p), and its second moment is determined by [8, 40]

f (~r, ~p, 0) f (~r′, ~p′, 0) = (2π~3)δ(~r − ~r′)δ(~p − ~p′) f0(~r, ~p)[1 − f0(~r, ~p)] (3.22)

where the overline represents the ensemble averaging and f0(~r, ~p) denotes the average

phase-space distribution describing the initial state. In the special case of a homoge-

nous initial state, it is given by the Fermi-Dirac distribution f0(~p) = 1/[e(ε∗0−µ∗0)/T + 1].

In this expression µ∗0 = µ0 − (gv/mv)2ρ0
B where µ0 is the chemical potential and ρ0

B is

the baryon density in the homogenous initial state.

In this part of the thesis our aim is using the linearized relativistic Vlasov equation

around the equilibrium to investigate instabilities and early development of density

fluctuations in symmetric nuclear matter. For this purpose, it is sufficient to consider

the linear response treatment of dynamical evolution. The small amplitude fluctua-
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tions of the phase-space distribution around an equilibrium state f0(~p) is,

δ f (~r, ~p, t) = f (~r, ~p, t) − f0(~p) (3.23)

and with the density fluctuations

δρB(~r, t) = ρB(~r, t) − ρ0
B (3.24)

δρs(~r, t) = ρs(~r, t) − ρ0
s (3.25)

δ~ρv(~r, t) = ~ρv(~r, t) (3.26)

here ρ0
s is a dynamical quantity whose equilibrium quantity must be calculated self-

consistently, and equilibrium current density ~ρ0
v vanishes because at equilibrium we

have a stationary and uniform system. Therefore, the linearized relativistic Vlasov

equation can then be obtained by neglecting second order fluctuation terms,

∂tδ f (~r, ~p, t) + ~v0 · ~∇rδ f (~r, ~p, t) − ~∇rδh(~r, ~p, t) · ~∇p f0(~p) = 0. (3.27)

In these expression the local velocity is defined as ~v0 = ~p/ε∗0 with ε∗0 =

√
~p2 + M∗2

0 ,

M∗
0 = (M − gsφ0) and ~∇p f0 =

∂ f0
∂ε∗0
~∇pε

∗
0 =

∂ f0
∂ε∗0
~v0.

The mean-field Hamiltonian can be linearized around equilibrium h = h0 + δh

h =

√
(~p − gv~V)2 + (M − gsφ)2 + gvV0 = ε∗ + gvV0 (3.28)

and

h0 = ε∗0 + gvV0. (3.29)

The small fluctuations of mean-field Hamiltonian is functions of baryon, scalar meson

and vector meson fields

δh(~r, ~p, t) =

(
∂h
∂Vi

)

0
δVi +

(
∂h
∂V0

)

0
δV0 +

(
∂h
∂φ

)

0
δφ (3.30)

where
(
∂h
∂V0

)

0
= gv (3.31)

(
∂h
∂φ

)

0
= −gs

M∗
0

ε∗0
(3.32)

(
∂h
∂Vi

)

0
= −gv

pi

ε∗0
(3.33)
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and it is given by

δh(~r, ~p, t) = −Dv
1
ε∗0
~p · δ~ρv − Ds

M∗
0

ε∗0
δρs + DvδρB (3.34)

with the coefficients

Ds,v =
g2

s,v

−ω2 + ~k2 + µ2
s,v

. (3.35)

The equilibrium fields are ~V0 = 0, φ0 =
gs

m2
s
ρ0

s , V0
0 =

gv

m2
v
ρ0

B. The small fluctuations of

the scalar and vector mesons are determined by the linearized field equations,

[∂2
t − ~∇2 + m2

s ]δφ(~r, t) = gsδρs(~r, t) (3.36)

and

[∂2
t − ~∇2 + m2

v]δ~V(~r, t) = gvδ~ρv(~r, t). (3.37)

so the relations between the field fluctuations and density fluctuations are

δφ(~r, t) = Dsδρs(~r, t), (3.38)

δV0(~r, t) = DvδρB(~r, t), (3.39)

and

δ~V(~r, t) = Dvδ~ρv(~r, t). (3.40)

3.2 Spinodal Instabilities

3.2.1 Dispersion Relation

In this section, we employ the stochastic relativistic mean-field approach in small am-

plitude limit to investigate spinodal instabilities in symmetric nuclear matter. We can

obtain the solution of linear response equations Eqs. (3.27)-(3.34) and Eqs. (3.36)-

(3.37) by employing the standard method of one-sided Fourier transform in time [28].

It is also convenient to introduce the Fourier transform of the phase-space distribution

in space,

δ f̃ (~k, ~p, ω) =

∫ ∞

0
dteiωt

∫ ∞

−∞

d3r
(2π)3 e−i~k·~r f (~r, ~p, t) (3.41)

δρ̃i(~k, ω) =

∫ ∞

0
dteiωt

∫ ∞

−∞

d3r
(2π)3 e−i~k·~rρi(~r, t) (3.42)
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here i denotes the current, the scalar and the baryon densities, and the one-sided

Fourier transform of the small amplitude fluctuations of the phase-space distribution

function is ∫ ∞

0

∂

∂t
δ f̃ (~k, ~p, t)eiωtdt = −δ f̃ (~k, ~p, 0) − iωδ f̃ (~k, ~p, ω) (3.43)

where δ f̃ (~k, ~p, 0) denotes the Fourier transform of the initial fluctuations. This leads

to the relativistic Vlasov equation

δ f̃ (~k, ~p, ω) =
~∇p f̃0 · ~k
ω − ~v0 · ~k

[
Dv

1
ε∗0
~p · δ~̃ρv(~k, ω)

+Ds
M∗

0

ε∗0
δρ̃s(~k, ω) − Dvδρ̃B(~k, ω)

]
− i

δ f̃ (~k, ~p, 0)

ω − ~v0 · ~k
. (3.44)

In this expression, the fluctuations of the meson fields are expressed in terms of

Fourier transforms of the scalar density δρ̃s(~k, ω), the baryon density δρ̃B(~k, ω) and the

current density δ~̃ρv(~k, ω) fluctuations by employing the field equations Eq. (3.36) and

Eq. (3.37). In Eq. (3.44) only the initial fluctuations of the phase-space distribution

δ f̃ (~k, ~p, 0) is kept, but the initial fluctuations associated with the scalar and the vector

fields are neglected. In the spinodal region since it is expected to have a small contri-

bution, we neglect the frequency terms in the propagators, i.e., −ω2 +k2 +m2
s ≈ k2 +m2

s

and −ω2 + k2 + m2
v ≈ k2 + m2

v. Small fluctuations of the baryon density, the scalar den-

sity and the current density are related to the fluctuation of phase-space distribution

function δ f̃ (~k, ~p, ω) according to,

δρ̃B(~k, ω) = g
∫

d3 p
(2π)3 δ f̃ (~k, ~p, ω), (3.45)

δρ̃s(~k, ω) = g
∫

d3 p
(2π)3

[
δ

(
M∗

ε∗

)
f0(~p) +

M∗
0

ε∗0
δ f̃ (~k, ~p, ω)

]

= g
∫

d3 p
(2π)3

[(
Dv

M∗
0

ε∗30

~p · δ~̃ρv(~k, ω) − Ds
p2

ε∗30

δρ̃s(~k, ω)
)

f0(~p) +
M∗

0

ε∗0
δ f̃ (~k, ~p, ω)

]

(3.46)

and

δ~̃ρv(~k, ω) = g
∫

d3 p
(2π)3

[
δ

(
~p∗

ε∗

)
f0(~p) +

~p
ε∗0
δ f̃ (~k, ~p, ω)

]

= g
∫

d3 p
(2π)3

[(
Dv

~p
ε∗30

~p · δ~̃ρv(~k, ω) − Dv
1
ε∗0
δ~̃ρv(~k, ω)

+Ds
M∗

0

ε∗30

~pδρ̃s(~k, ω)
)

f0(~p) +
~p
ε∗0
δ f̃ (~k, ~p, ω)

]
. (3.47)

39



Multiplying both sides of Eq. (3.44) by ~p/ε∗0 , M∗
0/ε

∗
0 , 1, and integrating over the

momentum, we deduce a set of coupled algebraic equations for the small fluctuations

of the current density, the scalar density and the baryon density which can be put

in to a matrix form. We present these equations for zero and finite temperatures

in Appendix E. Here we investigate spinodal dynamics of the longitudinal unstable

modes. For longitudinal modes the current density oscillates along the direction of

propagation, δ~̃ρv(~k, ω) = δρ̃v(~k, ω)k̂. Then, for the longitudinal modes, the set of

equations become,


A1 A2 A3

B1 B2 B3

C1 C2 C3





δρ̃v(~k, ω)

δρ̃s(~k, ω)

δρ̃B(~k, ω)


= i



S̃ B(~k, ω)

S̃ s(~k, ω)

S̃ v(~k, ω)


(3.48)

where the element of the coefficient matrix are defined according to,


A1 A2 A3

B1 B2 B3

C1 C2 C3


=



−Dvχv(~k, ω) −Dsχs(~k, ω) 1 + DvχB(~k, ω)

−Dvχ̃v(~k, ω) 1 + Dsχ̃s(~k, ω) +Dvχs(~k, ω)

1 + Dvχ̃B(~k, ω) −Dsχv(~k, ω) +Dvχv(~k, ω)


. (3.49)

The full expressions of the coefficients Ai, Bi and Ci are presented in Appendix E.

In this expression, χB(~k, ω), χs(~k, ω) and χv(~k, ω) denote the long wavelength limit

of relativistic Lindhard functions associated with baryon, scalar and current density

distribution functions,


χv(~k, ω)

χs(~k, ω)

χB(~k, ω)


= g

∫
d3 p

(2π)3



~p · k̂/ε∗0
M∗

0/ε
∗
0

1



~k · ~∇p f0(~p)

ω − ~v0 · ~k
, (3.50)

and the stochastic source terms are determined by


S̃ v(~k, ω)

S̃ s(~k, ω)

S̃ B(~k, ω)


= g

∫
d3 p

(2π)3



~p · ~k/ε∗0
M∗

0/ε
∗
0

1


δ f̃ (~k, ~p, 0)

ω − ~v0 · ~k
(3.51)

Other three elements of the coefficient matrix in Eq. (3.49) are given by,

χ̃v(~k, ω) = g
∫

d3 p
(2π)3 ~p · k̂


M∗

0

ε∗20

~k · ~∇p f0(~p)

ω − ~v0 · ~k

 , (3.52)
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χ̃s(~k, ω) = g
∫

d3 p
(2π)3


p2

ε∗30

f0(~p) − M∗2
0

ε∗20

~k · ~∇p f0(~p)

ω − ~v0 · ~k

 , (3.53)

and

χ̃B(~k, ω) = g
∫

d3 p
(2π)3


ε∗20 − (~p · k̂)2

ε∗30

f0(~p) − (~p · k̂)2

ε∗20

~k · ~∇p f0(~p)

ω − ~v0 · ~k

 . (3.54)

We obtain the solutions by inverting the algebraic matrix equation, which gives for

the current, scalar and baryon density fluctuations,

δρ̃v(~k, ω) = i
(B2C3 − B3C2)S̃ B(~k, ω) + (A3C2 − A2C3)S̃ s(~k, ω) + (A2B3 − A3B2)S̃ v(~k, ω)

ε(~k, ω)
,

(3.55)

δρ̃s(~k, ω) = i
(B3C1 − B1C3)S̃ B(~k, ω) + (A1C3 − A3C1)S̃ s(~k, ω) + (A3B1 − A1B3)S̃ v(~k, ω)

ε(~k, ω)
,

(3.56)

and

δρ̃B(~k, ω) = i
(B1C2 − B2C1)S̃ B(~k, ω) + (A2C1 − A1C2)S̃ s(~k, ω) + (A1B2 − A2B1)S̃ v(~k, ω)

ε(~k, ω)
(3.57)

where the susceptibility is

ε(~k, ω) = A1(B2C3 − B3C2) − A2(B1C3 − B3C1) + A3(B1C2 − B2C1). (3.58)

Zero sound waves are longitudinal waves, therefore the propagation direction of δ~̃ρv

is parallel to the propagation direction of zero sound waves, i.e. δ~̃ρv//~k, and ~∇p f0 ·~k =

(∇p f0)k cos θ.

We investigated our relativistic problem for symmetric nuclear matter in two cases:

at zero temperature and at finite temperature. At zero temperature, phase-space dis-

tribution function of equilibrium state f0(~p) is represented by step function,

f0(~p) = Θ(µ∗0 − ε∗0) =


1, µ∗0 > ε

∗
0

0, µ∗0 < ε
∗
0

(3.59)

here the reduced chemical potential is µ∗0 = µ − g2
v

m2
v
ρ0

B. At finite temperature the equi-

librium phase space distribution function f0(~p) is Fermi Dirac distribution function

f0(~p) =
1

1 + eβ(ε∗0−µ∗0) . (3.60)
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For the zero temperature case of the problem, we have

~∇p f0(~p) = ~∇pΘ(µ∗0 − ε∗0) = − ~p
ε∗0
δ(µ∗0 − ε∗0)

= − p̂δ(p −
√
µ∗20 − (M∗

0)2 = −p̂δ(p − p1) (3.61)

where δ represents Kronecker delta, p̂ is unit vector in the momentum direction and

p1 =

√
µ∗20 − M∗2

0 . Using the self-consistency conditions at equilibrium, it is possible

to calculate the equilibrium chemical potential both at zero and finite temperature

cases from

ρ0
B = g

∫
d3 p

(2π)3 f0(p) (3.62)

and

M∗
0 = M − g2

s

m2
s
g
∫

d3 p
(2π)3

M∗
0

(p2 + M∗2
0 )1/2

f0(p). (3.63)

Time-dependency of density fluctuations δρ̃i(~k, t) are determined by taking the inverse

transformation of δρ̃i(~k, ω) with the residue theorem [26]. Keeping only growing and

decaying collective poles are as follows,

δρ̃i(~k, t) = (δρi)+(~k)e+Γkt + (δρi)−(~k)e−Γkt (3.64)

where i = v, s,B is used to denote vector, scalar and baryon density fluctuations

respectively and the initial amplitude of density fluctuations are as follows,

δρ∓v (~k) =

−


(B2C3 − B3C2)S̃ B(~k, ω) + (A3C2 − A2C3)S̃ s(~k, ω) + (A2B3 − A3B2)S̃ v(~k, ω)

∂ε(~k, ω)/∂ω


ω=∓iΓ

,

(3.65)

δρ∓s (~k) =

−


(B3C1 − B1C3)S̃ B(~k, ω) + (A1C3 − A3C1)S̃ s(~k, ω) + (A3B1 − A1B3)S̃ v(~k, ω)

∂ε(~k, ω)/∂ω


ω=∓iΓ

,

(3.66)

and

δρ∓B(~k) =

−


(B1C2 − B2C1)S̃ B(~k, ω) + (A2C1 − A1C2)S̃ s(~k, ω) + (A1B2 − A2B1)S̃ v(~k, ω)

∂ε(~k, ω)/∂ω


ω=∓iΓ

.

(3.67)
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where

∂ε

∂ω
= +

∂A1

∂ω
(B2C3 − B3C2) + A1

(
∂B2

∂ω
C3 + B2

∂C3

∂ω
− ∂B3

∂ω
C2 − B3

∂C2

∂ω

)

−∂A2

∂ω
(B1C3 − B3C1) − A2

(
∂B1

∂ω
C3 + B1

∂C3

∂ω
− ∂B3

∂ω
C1 − B3

∂C1

∂ω

)

+
∂A3

∂ω
(B1C2 − B2C1) + A3

(
∂B1

∂ω
C2 + B1

∂C2

∂ω
− ∂B2

∂ω
C1 − B2

∂C1

∂ω

)

(3.68)

with 

∂A1
∂ω

∣∣∣
ω=∓iΓ

∂A2
∂ω

∣∣∣
ω=∓iΓ

∂A3
∂ω

∣∣∣
ω=∓iΓ


=



−Dv

−Ds

+Dv


g′k

∫ ∞

0
dp



p4 1
ε∗20

∂K2
∂ω

∣∣∣
ω=∓iΓ

p3 M∗0
ε∗20

∂K1
∂ω

∣∣∣
ω=∓iΓ

p3 1
ε∗0

∂K1
∂ω

∣∣∣
ω=∓iΓ



∂ f0

∂ε∗0
, (3.69)



∂B1
∂ω

∣∣∣
ω=∓iΓ

∂B2
∂ω

∣∣∣
ω=∓iΓ

∂B3
∂ω

∣∣∣
ω=∓iΓ


=



−Dv

−Ds

+Dv


g′k

∫ ∞

0
dp



p4 M∗0
ε∗30

∂K2
∂ω

∣∣∣
ω=∓iΓ

p3 (M∗0)2

ε∗30

∂K1
∂ω

∣∣∣
ω=∓iΓ

p3 M∗0
ε∗20

∂K1
∂ω

∣∣∣
ω=∓iΓ



∂ f0

∂ε∗0
, (3.70)

and 

∂C1
∂ω

∣∣∣
ω=∓iΓ

∂C2
∂ω

∣∣∣
ω=∓iΓ

∂C3
∂ω

∣∣∣
ω=∓iΓ


=



−Dv

−Ds

+Dv


g′k

∫ ∞

0
dp



p4 M∗0
ε∗30

∂K3
∂ω

∣∣∣
ω=∓iΓ

p4 M∗0
ε∗30

∂K2
∂ω

∣∣∣
ω=∓iΓ

p4 1
ε∗20

∂K2
∂ω

∣∣∣
ω=∓iΓ



∂ f0

∂ε∗0
, (3.71)

where the integrals ∂Ki
∂ω

=
∫ 1

−1
xidx

(ω−αx)2 with α =
pk
ε∗0

are used.

The time-dependent baryon density fluctuations is denoted by,

δρ̃B(~k, t) = δρ+
B(~k)e+Γkt + δρ−B(~k)e−Γkt (3.72)

and the complex conjugate of it is

δρ̃∗B(~k, t) = δρ+
B(~k)∗e+Γkt + δρ−B(~k)∗e−Γkt (3.73)

here, the amplitudes of baryon density fluctuations associated with the growing and

decaying modes at the initial instant are given by,

δρ∓B(~k) = −

D1S̃ B(~k, ω) + D2S̃ s(~k, ω) + D3S̃ v(~k, ω)

∂ε(~k, ω)/∂ω


ω=∓iΓk

(3.74)
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with the short notations,

D1 = B1C2 − B2C1

D2 = A2C1 − A1C2

D3 = A1B2 − A2B1 (3.75)

The growth and decay rates of the modes are obtained from the dispersion rela-

tions, ε(~k, ω) = 0, i.e. from the roots of susceptibility. Solutions for the scalar

density δρ̃s(~k, ω) and the current δρ̃v(~k, ω) fluctuations can be expressed in a simi-

lar manner. In the original Walecka model, there are four free parameters, coupling

constants and meson masses. The binding energy per nucleon at saturation density

determines the ratios of coupling constants to masses. The standard values of the

ratios (gv/mv)M = 16.55 and (gs/ms)M = 18.90 give binding energy per nucleon

15.75 MeV at saturation density [32, 33]. In numerical calculations, we take for the

vector meson mass mv = 783 MeV , and for the scalar meson mass, ms = 500 MeV .

As an example, Fig. 3.1 shows the growth rates of unstable modes as a function

of wave number in the spinodal region corresponding to the initial baryon density

ρB = 0.2 ρ0 and ρB = 0.4 ρ0 at a temperature T = 2 MeV in Fig. 3.1(a) and at

a temperature T = 5 MeV in Fig. 3.1(b). The results of non-relativistic approach

with an effective Skyrme force for the same densities, but only at a temperature

T = 5 MeV and symmetric case ,i.e. the asymmetry parameter I = 0.0, can be

seen in chapter 2 in Fig. 2.1(a). Although direct comparison of these calculations

is rather difficult, we observe there are qualitative differences in both calculations.

The range of most unstable modes in relativistic calculations is concentrated around

k = 0.6 f m−1 in both densities, while most unstable modes shift towards larger wave

numbers around k = 0.8 f m−1 at density ρB = 0.2 ρ0 towards smaller wave num-

bers around k = 0.5 f m−1 at density ρB = 0.4 ρ0. Growth rates of most unstable

modes at density ρB = 0.4 ρ0 in relativistic calculations are nearly factor of two larger

than those results obtained in the non-relativistic calculations, while at low density

ρB = 0.2 ρ0 the growth rates are smaller in relativistic calculations. Fig. 3.2 illustrates

growth rates of the most unstable modes as a function of density in both relativistic

and non-relativistic approaches. We observe the qualitative difference in the unstable
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Figure 3.1: Growth rates of unstable modes as a function of wave numbers in the spinodal
region at baryon densities ρB = 0.2 ρ0 and ρB = 0.4 ρ0 at a temperature (a) T = 2 MeV , (b)
T = 5 MeV .

response of the system: the system exhibits most unstable behavior at higher densities

around ρB = 0.4 ρ0 in the relativistic approach while most unstable behavior occurs in

the non-relativistic calculations at lower densities around ρB = 0.2 ρ0. As an example

of phase diagrams, Fig. 3.3 shows the boundary of spinodal region for the unstable
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Figure 3.2: Growth rates of the most unstable modes as function of baryon density in the
spinodal region at temperature T = 5 MeV in relativistic calculations (solid line) and in non-
relativistic calculations (dashed line).

mode of wavelength λ = 9.0 f m in upper panel of figure and λ = 12.0 f m in lower

panel of figure. Again, we observe that in both wavelengths the unstable behavior

shifts towards higher densities in relativistic calculations.

3.2.2 Growth of Baryon Density Fluctuations

In this part, we calculate the early growth of baryon density fluctuations in nuclear

matter. Spectral intensity of density correlation function σ̃BB(~k, t) is related to the

variance of Fourier transform of baryon density fluctuation according to,

σ̃BB(~k, t)(2π)3δ(~k − ~k′) = δρ̃B(~k, t)δρ̃∗B(~k, t)

= δρ+
B(~k)δρ+

B(~k)∗e2Γkt + δρ−B(~k)δρ−B(~k)∗e−2Γkt

+δρ+
B(~k)δρ−B(~k)∗ + δρ−B(~k)δρ+

B(~k)∗ (3.76)
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where

δρ+
B(~k)δρ+

B(~k)∗ =
1∣∣∣∣

[
∂ε(~k, ω)/∂/ω

]
ω=iΓ

∣∣∣∣
2

[
D1S̃ B(~k, ω)+ + D2S̃ s(~k, ω)+ + D3S̃ v(~k, ω)+

]

×
[
D1S̃ B(~k, ω)+ + D2S̃ s(~k, ω)+ + D3S̃ v(~k, ω)+

]∗

(3.77)
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Using the main assumption of the stochastic mean-field approach in the semi classical

representation, the second moment of the initial phase-space distribution function

δ f̃ (~k, ~p, 0) is determined by

δ f̃ (~k, ~p, 0)δ f̃ ∗(~k′, ~p′, 0) = (2π)3(2π~)3δ(~k − ~k′)δ(~p − ~p′) f0(~k, ~p)[1 − f0(~k, ~p))] (3.78)

for a homogenous initial state instead of f0(~k, ~p), the average phase-space distribution

function is denoted by f0(~p). The spectral intensity is defined according to Eq. (3.72)

and Eq. (F.6) as follows,

σ̃BB(~k, t) =
E+

B(~k)

|[∂ε(~k, ω)/∂/ω]ω=iΓk |2
(e2Γkt + e−2Γkt) +

2E−B(~k)

|[∂ε(~k, ω)/∂/ω]ω=iΓk |2
(3.79)

where

E+
B(~k) = |D1|2K+

11 + |D2|2K+
22 + |D3|2K+

33 + 2D1D2K+
12

E−B(~k) = |D1|2K−11 + |D2|2K−22 − |D3|2K−33 + 2D1D2K−12 (3.80)

with the integrals



K∓11

K∓22

K∓33

K∓12



= g2
∫

d3 p
(2π~)3



1(
M∗0
ε∗0

)2

(
pz
ε∗0

)2

M∗0
ε∗0



Γ2 ∓ (v0 · ~k)2

[Γ2 + (v0 · ~k)2]2
f0(~p)[1 − f0(~p))] (3.81)

the detail of these derivations can be seen in Appendix F.

Upper and lower panels of Fig. 3.4 at a temperature T = 2 MeV and Fig. 3.5 at a

temperature T = 5 MeV show the spectral intensity of the baryon density correlation

function as a function of wave number at times t = 0, t = 20 f m/c, t = 30 f m/c

and t = 40 f m/c in relativistic calculations at densities ρB = 0.2 ρ0 and ρB = 0.4 ρ0,

respectively. We observe that the largest growth occurs over the range of wave num-

bers corresponding to the range of dominant unstable modes. Spectral intensity in the

vicinity of most unstable modes of k = 0.6 f m−1 grows about a factor of ten at density

ρB = 0.2 ρ0 and about a factor of six at density ρB = 0.4 ρ0 during the time interval of

t = 40 f m/c. In Fig. 3.5 for the same densities but at temperature T = 5 MeV similar

trend can be seen. And also we can compare the results of temperature T = 5 MeV
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and for same densities of non-relativistic calculations in Fig. 2.5. We notice that at

density ρB = 0.2 ρ0 and at temperature T = 5 MeV the behavior of spectral intensity

is rather similar in relativistic and non-relativistic approaches. However, at higher

density ρB = 0.4 ρ0 and temperature T = 5 MeV , the spectral intensity grows slower

in the non-relativistic calculations than those obtained in the relativistic approach. We

note that in determining time evolution δρB(~k, t) with the help of the residue theorem,

there are other contributions arising form the non-collective pole of the susceptibility

ε(~k, ω) and from the poles of source terms S̃ v(~k, ω), S̃ s(~k, ω) and S̃ B(~k, ω). These

contributions, in particular towards the short wavelengths, i.e. towards higher wave

numbers, are important at the initial stage, however they damp out in a short time

interval [28]. Since, we do not include effects from non-collective poles, we termi-

nates the spectral in Fig. 2.5 at a cut-off wave number kc ≈ 0.7 f m−1 − 0.8 f m−1.

Consequently, the expression (3.79) provides a good approximation for σ̃(~k, t) in the

long wavelength regime below kc.

Local baryon density fluctuations δρB(~r, t) are determined by the Fourier transform of

δρ̃B(~r, t). Equal time correlation function of baryon density fluctuations as a function

of distance two space locations can be expressed in terms of the the spectral intensity

as

σBB(|~r − ~r′|, t) = δρB(~r, t)δρB(~r′, t) =

∫
d3k

(2π)3 ei~k·(~r−~r′)σ̃BB(~k, t). (3.82)

The baryon density correlation function carries useful information about the unsta-

ble dynamics of the matter in the spinodal region. As an example, the upper and

lower panels of Fig. 3.6 illustrates the baryon density correlation function as a func-

tion distance between two space points at times t = 0, t = 20 f m/c, t = 30 f m/c

and t = 40 f m/c at temperature T = 2 MeV in relativistic calculations at densities

ρB = 0.2 ρ0 and ρB = 0.4 ρ0, respectively. Complementary to the dispersion rela-

tion, correlation length of baryon density fluctuations provides an additional measure

for the size of the primary fragmentation pattern. We can estimate the correlations

length of baryon density fluctuations as the width of the correlation function at half

maximum. From Fig. 3.6 at temperature T = 2 MeV and Fig. 3.7 at temperature

T = 5 MeV , we estimate that the correlation length is about the same at both densi-
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Figure 3.4: Spectral intensity σ̃BB(~k, t) of baryon density correlation function as a function
of wave number at times t = 0, t = 20 f m/c, t = 30 f m/c and t = 40 f m/c at temperature
T = 2 MeV in relativistic calculations at density (a) ρB = 0.2 ρ0 and (b) ρB = 0.4 ρ0.

ties and temperatures around 3.0 f m, which is consistent with the dispersion relation

presented in Fig. 3.1. Baryon density fluctuations grow faster at ρB = 0.4 ρ0 than

ρB = 0.2 ρ0 at both temperatures. This is consistent with results of the non-relativistic

calculations in Fig 2.7 [40]. The correlation length is around 4.0 f m at ρB = 0.4 ρ0
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Figure 3.5: Same as Fig 3.4 but for temperature T = 5 MeV .

and 3.0 f m at the lower density ρB = 0.2 ρ0. However, unlike the relativistic calcula-

tions, the baryon density fluctuations grow faster at lower density ρB = 0.2 ρ0 than at

ρB = 0.4 ρ0, which is consistent result presented in Fig 3.2.
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Figure 3.7: Same as Fig. 3.6 but at temperature T = 5 MeV .
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CHAPTER 4

CONCLUSION

Recently proposed stochastic mean-field theory incorporates both one-body dissipa-

tion and fluctuation mechanisms in a manner consistent with quantal fluctuation-

dissipation theorem of non-equilibrium statistical mechanics. Therefore, this ap-

proach provides a powerful tool for microscopic description of low energy nuclear

processes in which two-body dissipation and fluctuation mechanisms do not play im-

portant role. The low energy processes include induced fission, heavy-ion fusion

near barrier energies, spinodal decomposition of nuclear matter and nuclear multi-

fragmentations.

In the first part of this thesis we investigate quantal effects on spinodal instabilities

and early growth of density fluctuations in charge asymmetric nuclear matter using

time-dependent Hartree Fock formalism. For this purpose it is sufficient to consider

the linear response treatment of the stochastic mean-field approach. Retaining only

growing and decaying collective modes, it is possible to calculate time evolution of

spectral intensity of density correlation function and the density correlation function

itself including quantum statistical effects. Growth rates of unstable collective modes

are determined from a quantal dispersion relation, i.e. from the roots of susceptibil-

ity. Due to quantal effects, growth rates of unstable modes, in particular with wave

numbers larger than the Fermi momentum, are strongly suppressed. As a result, dom-

inant collective modes are shifted to longer wavelengths than those obtained in the

semi-classical description with the same effective interaction, in both symmetric and

asymmetric matter. The size of spinodal zone associated with these modes is re-
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duced by the quantal effects. In calculation of density correlation function, quantal

effects enter into the description through the growth rates of the modes and through

the initial density fluctuations. Quantum statistical influence on density correlation

functions grows larger at lower temperatures and also at lower densities. Quantal ef-

fects appear to be important for a quantitative description of spinodal instabilities and

growth of density fluctuations in an expanding nuclear system. Stochastic mean-field

approach incorporates both one-body dissipation and fluctuations mechanisms in a

manner consistent with dissipation-fluctuation theorem. Therefore, it will be very

interesting to investigate spinodal decomposition of an expanding nuclear system in

this framework. We also note that numerical effort in simulation of stochastic mean-

field approach is not so much greater than the effort required in solving ordinary three

dimensional time dependent Hartree-Fock equations.

In the second part of this thesis, in a similar manner, it is possible to develop an exten-

sion of the relativistic mean-field theory by incorporating the initial quantal zero point

fluctuations and thermal fluctuations of density in a stochastic manner. For this pur-

pose, by employing the stochastic extension of the relativistic mean-field approach,

we investigate spinodal instabilities in symmetric nuclear matter in the semi-classical

framework. We determine the growth rates of unstable collective modes at different

initial densities and temperatures. Stochastic approach also allows us to calculate

early development of baryon density correlation functions in spinodal region, which

provides valuable complementary information about the emerging fragmentation pat-

tern of the system. We compare the results with those obtained in non-relativistic cal-

culations under similar conditions. Our calculations indicate a qualitative different be-

havior in the unstable response of the system. In the relativistic approach, the system

exhibits most unstable behavior at higher baryon densities around ρB = 0.4 ρ0, while

in the non-relativistic calculations most unstable behavior occurs at lower baryon

densities around ρB = 0.2 ρ0. In the present thesis, we employ the original Walecka

model without self-interaction of scalar meson. The qualitative difference in the un-

stable behavior may be partly due to the fact that the original Walecka model leads

to a relatively small value of nucleon effective mass of M∗ = 0.541 M and a large

nuclear compressibility of 540 MeV . On the other hand, the Skyrme interaction that
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we employ in non-relativistic calculations gives rise to a compressibility of 201 MeV

[40]. It will be interesting to carry out further investigations of spinodal dynamics

in symmetric and charge asymmetric nuclear matter by including self-interaction of

the scalar meson and also including the rho meson in the calculations. Inclusion of

the self-interaction of scalar meson allows us to investigate spinodal dynamics over

a wide range of nuclear compressibility and nuclear effective mass. We also note

by working in the semi-classical framework, we neglect the quantum statistical ef-

fects on the baryon density correlation function, which become important at lower

temperatures and also at lower densities.
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APPENDIX A

WIGNER TRANSFORMATION

In quantal description of nuclear dynamics the TDHF equation is a good starting

point.

i~
∂ρ

∂t
− [h(ρ), ρ] = 0 (A.1)

In classical physics phase-space distribution function f (~r, ~p, t) defines the position

and momentum simultaneously at time t. But in quantum mechanics this kind of

simultaneity is impossible because of uncertainty relation [2]. By using Wigner [41]

transformation which provides a conventional connection between the quantal density

matrix ρ(~r,~r′, t) and classical distribution function f (~r, ~p, t) it is possible to overcome

this difficulty by the Wigner transformation as

f (~r, ~p, t) =

∫
d3qe(−i/~)~p·~q〈~r +

~q
2
|ρ(t)|~r − ~q

2
〉 (A.2)

and Wigner transform of the Hartree-Fock Hamiltonian h[ρ] is named as the quasi-

particle energy ε(~r, ~p, t)

h(~r, ~p) =

∫
d3qe(−i/~)~p·~q〈~r +

~q
2
|h[ρ]|~r − ~q

2
〉. (A.3)

Since single particle density operator and related hamiltonian are Hermitian, applying

Wigner transformation to both sides of the TDHF equations, we have

i~
∂

∂t
f (~r, ~p, t) = (h[ρ]ρ(t))W − (ρ(t)h[ρ])W (A.4)

= h(~r, ~p)e(i~/2)~∧ f (~r, ~p, t) − f (~r, ~p, t)e(i~/2)~∧h(~r, ~p, t)

here in the operator ~∧ =
←−∇ r
−→∇ p − ←−∇ p

−→∇ r the direction of arrows indicates the acting

direction of the gradient operators from left or right. In the semi-classical limit for
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small ~ using the expansion

e(i~/2)~∧ = 1 + (i~/2)~∧ − [(i~/2)~∧]3/3! + ... (A.5)

we obtain

i~
∂

∂t
f (~r, ~p, t) = h(~r, ~p) f (~r, ~p, t) + i

~
2

h(~r, ~p)~∧ f (~r, ~p, t)

− f (~r, ~p, t)h(~r, ~p) − i
~
2

f (~r, ~p, t)~∧h(~r, ~p, t)

=
1
2

[
h(~r, ~p)~∧ f (~r, ~p, t) − f (~r, ~p, t)~∧h(~r, ~p, t)

]

=
1
2

[
~∇rh(~r, ~p) · ~∇p~∧ f (~r, ~p, t) − ~∇ph(~r, ~p) · ~∇r~∧ f (~r, ~p, t)

−~∇r f (~r, ~p, t) · ~∇p~∧h(~r, ~p, t) + ~∇p f (~r, ~p, t) · ~∇r~∧h(~r, ~p, t)
]

(A.6)

where terems involving higher orders of ~ gives zero in the semi-classical limit. As

a result, after Wigner transformation and ~ → 0 limit the quantal TDHF equation

reduces to the semi-classical Vlasov equation without collision term as

∂

∂t
f (~r, ~p, t) − ~∇rh(~r, ~p) · ~∇p f (~r, ~p, t) + ~∇ph(~r, ~p) · ~∇r f (~r, ~p, t) = 0. (A.7)
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APPENDIX B

TIME DEPENDENCY OF DENSITY FLUCTUATIONS

The time dependent density fluctuation including growing and decaying collective

poles is,

δña(~k, t) = δn+
a (~k)e+Γkt + δn−a (~k)e−Γkt. (B.1)

Time dependence of density fluctuation δña(~k, t) is determined by calculating the in-

verse transformation of δña(~k, ω) and for example by keeping only growing and de-

caying collective poles for neutron density fluctuation, we have

δñn(~k, t) =

∫
dω
2π
δñn(~k, ω)e−iωt

=

∫

C

dω
2π

i
[1 + F pp

0 χp(~k, ω)]An(~k, ω) − Fnp
0 χn(~k, ω)Ap(~k, ω)

ε(~k, ω)
e−iωt.

(B.2)

We will interested in only the singularities of ε(~k, ω). For a contour integral, which

includes all the singularities, has the form of

∫

C
f (z)dz ≡

∫

C

g(z)
h(z)

dz (B.3)

and if there is a singularity at z0, which means g(z) = finite const., 0, h(z0) = 0 and

h′(z) = ∂h
∂z

∣∣∣ , 0, Cauchy-residue theorem gives [42]

∫

C
f (z)dz ≡ 2πiRes[ f (z), z0] = 2πi

∑

k

Rk (B.4)

where the residue of the function is defined by Rk = limz→z0
g(z)
h′(z) . Our problem has a

this kind of singularity at poles ω = ∓iΓ and these singular points are inside of the
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contour, so we can use this theorem in our problem and obtain

δña(~k, t) =
1

2π
2πi

 i
[1 + F pp

0 χp(~k, ω)]An(~k, ω) − Fnp
0 χn(~k, ω)Ap(~k, ω)

ε(~k, ω)
e−iωt

∣∣∣∣∣∣∣
ω=iΓ

+ i
[1 + F pp

0 χp(~k, ω)]An(~k, ω) − Fnp
0 χn(~k, ω)Ap(~k, ω)

ε(~k, ω)
e−iωt

∣∣∣∣∣∣∣
ω=−iΓ

 .

(B.5)

Therefore, the initial amplitudes of density fluctuations for growing and decaying

poles are

δn+
a (~k) = − [1 + F pp

0 χp(~k, ω)]An(~k, ω) − Fnp
0 χn(~k, ω)Ap(~k, ω)

∂ε(~k, ω)/∂ω

∣∣∣∣∣∣∣
ω=iΓ

(B.6)

δn−a (~k) = − [1 + F pp
0 χp(~k, ω)]An(~k, ω) − Fnp

0 χn(~k, ω)Ap(~k, ω)

∂ε(~k, ω)/∂ω

∣∣∣∣∣∣∣
ω=−iΓ

. (B.7)
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APPENDIX C

QUANTAL LINHARD FUNCTIONS

The properties of quantal Linhard functions

χa(~k, iΓ) = χa(~k,−iΓ) = χa(−~k, iΓ) = χa(−~k,−iΓ)

and their derivatives

∂χa(~k, ω)
∂ω

∣∣∣∣∣∣∣
ω=iΓ

= − ∂χa(~k, ω)
∂ω

∣∣∣∣∣∣∣
ω=−iΓ

,

∂χa(~k, ω)
∂ω

∣∣∣∣∣∣∣
ω=iΓ

= − ∂χa(−~k, ω)
∂ω

∣∣∣∣∣∣∣
ω=iΓ

,

with the resultant property of susceptibility

∂ε(~k, ω)
∂ω

∣∣∣∣∣∣∣
ω=iΓ

= − ∂ε(−~k, ω)
∂ω

∣∣∣∣∣∣∣
ω=iΓ

.

∂ε(~k, ω)
∂ω

∣∣∣∣∣∣∣
ω=iΓ

= − ∂ε(~k, ω)
∂ω

∣∣∣∣∣∣∣
ω=−iΓ

.

The spectral intensity of neutron-neutron density correlation function is

σ̃nn(~k, t)(2π)3δ(~k − ~k′) = δñn(~k, t)δñn(−~k′, t)
= δn+

n (~k)δn+
n (−~k′)e2Γkt + δn+

n (~k)δn−n (−~k′) + δn−n (~k)δn+
n (−~k′) + δn−n (~k)δn−n (−~k′)e−2Γkt,

(C.1)
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where

δn+
n (~k)δn+

n (−~k′) =
1[

∂ε(~k, ω)/∂ω
]
ω=iΓ

[
∂ε(−~k′, ω)/∂ω

]
ω=iΓ{[

1 + F pp
0 χp(~k, iΓ)

] [
1 + F pp

0 χp(−~k′, iΓ)
]

An(~k, iΓ)An(−~k′, iΓ)
[
Fnp

0 χn(~k, iΓ
] [

Fnp
0 χn(−~k′, iΓ

]
Ap(~k, iΓ)Ap(−~k′, iΓ)

}
,

(C.2)

δn+
n (~k)δn−n (−~k′) =

1[
∂ε(~k, ω)/∂ω

]
ω=iΓ

[
∂ε(−~k′, ω)/∂ω

]
ω=−iΓ{[

1 + F pp
0 χp(~k, iΓ)

] [
1 + F pp

0 χp(−~k′,−iΓ)
]

An(~k, iΓ)An(−~k′,−iΓ)
[
Fnp

0 χn(~k, iΓ
] [

Fnp
0 χn(−~k′,−iΓ

]
Ap(~k, iΓ)Ap(−~k′,−iΓ)

}
,

(C.3)

δn−n (~k)δn+
n (−~k′) = − 1[

∂ε(~k, ω)/∂ω
]
ω=−iΓ

[
∂ε(−~k′, ω)/∂ω

]
ω=iΓ{[

1 + F pp
0 χp(~k,−iΓ)

] [
1 + F pp

0 χp(−~k′, iΓ)
]

An(~k,−iΓ)An(−~k′, iΓ)
[
Fnp

0 χn(~k,−iΓ
] [

Fnp
0 χn(−~k′, iΓ

]
Ap(~k,−iΓ)Ap(−~k′, iΓ)

}
,

(C.4)

and

δn−n (~k)δn−n (−~k′) = − 1[
∂ε(~k, ω)/∂ω

]
ω=−iΓ

[
∂ε(−~k′, ω)/∂ω

]
ω=−iΓ{[

1 + F pp
0 χp(~k,−iΓ)

] [
1 + F pp

0 χp(−~k′,−iΓ)
]

An(~k,−iΓ)An(−~k′,−iΓ)
[
Fnp

0 χn(~k,−iΓ
] [

Fnp
0 χn(−~k′,−iΓ

]
Ap(~k,−iΓ)Ap(−~k′,−iΓ)

}

(C.5)

where the cross terms of source correlations are zero An(~k, iΓ)Ap(−~k′, iΓ) =

Ap(~k, iΓ)An(−~k′, iΓ) = 0. In the source expression

Aa(~k, ω) = 2~
∫ ∞

−∞

d3 p
(2π~)3

〈~p + ~~k/2|δρa(0)|~p − ~~k/2〉
~ω − ~p · ~~k/m

. (C.6)
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if we use −~k instead of ~k, the source expression becomes

Aa(−~k, ω) = 2~
∫ ∞

−∞

d3 p
(2π~)3

〈~p − ~~k/2|δρa(0)|~p + ~~k/2〉
~ω + ~p · ~~k/m

. (C.7)

Therefore, the source correlations in equations (C.18-C.21) can be written as

An(~k, iΓ)An(−~k′, iΓ) = 4~2
∫ ∞

−∞

∫ ∞

−∞

d3 pd3 p′

(2π~)6

〈~p + ~~k/2|δρn(0)|~p − ~~k′/2〉〈~p′ − ~~k/2|δρn(0)|~p′ + ~~k′/2 >
(i~Γ − ~p · ~~k/m)(i~Γ + ~p′ · ~~k′/m)

,

(C.8)

An(~k, iΓ)An(−~k′,−iΓ) = 4~2
∫ ∞

−∞

∫ ∞

−∞

d3 pd3 p′

(2π~)6

〈~p + ~~k/2|δρn(0)|~p − ~~k′/2〉〈~p′ − ~~k/2|δρn(0)|~p′ + ~~k′/2 >
(i~Γ − ~p · ~~k/m)(−i~Γ + ~p′ · ~~k′/m)

,

(C.9)

An(~k,−iΓ)An(−~k′, iΓ) = 4~2
∫ ∞

−∞

∫ ∞

−∞

d3 pd3 p′

(2π~)6

〈~p + ~~k/2|δρn(0)|~p − ~~k′/2〉〈~p′ − ~~k/2|δρn(0)|~p′ + ~~k′/2 >
(−i~Γ − ~p · ~~k/m)(i~Γ + ~p′ · ~~k′/m)

,

(C.10)

and

An(~k, iΓ)An(−~k′, iΓ) = 4~2
∫ ∞

−∞

∫ ∞

−∞

d3 pd3 p′

(2π~)6

〈~p + ~~k/2|δρn(0)|~p − ~~k′/2〉〈~p′ − ~~k/2|δρn(0)|~p′ + ~~k′/2 >
(−i~Γ − ~p · ~~k/m)(−i~Γ + ~p′ · ~~k′/m)

,

(C.11)

using the the second moments of the initial correlations in the plane wave representa-

tion

〈~p + ~~k/2|δρn(0)|~p − ~~k′/2〉〈~p′ − ~~k/2|δρn(0)|~p′ + ~~k′/2 > =

(2π)3δ(~k − ~k′)(2π~)3δ(~p − ~p′)ρn(~p + ~~k/2)
[
1 − ρn(~p − ~~k/2)

]
(C.12)
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we can reduce the source correlations in equations (C.8-C.11) into two simple forms

as follows,

An(~k, iΓ)An(−~k′, iΓ) = −(2π)3δ(~k − ~k′)
4~2

∫ ∞

−∞

d3 p
(2π~)3

1

(~Γ)2 + (~p · ~~k/m)2
ρn(~p + ~~k/2)

[
1 − ρn(~p − ~~k/2)

]

(C.13)

and

An(~k, iΓ)An(−~k′,−iΓ) = −(2π)3δ(~k − ~k′)

4~2
∫ ∞

−∞

d3 p
(2π~)3

(~Γ)2 − (~p · ~~k/m)2

[
(~Γ)2 + (~p · ~~k/m)2

]2ρn(~p + ~~k/2)
[
1 − ρn(~p − ~~k/2)

]
.

(C.14)

There is a relation in the other elements of source correlations

An(~k,−iΓ)An(−~k′, iΓ) = An(~k, iΓ)An(−~k′,−iΓ) (C.15)

An(~k,−iΓ)An(−~k′,−iΓ) = −An(~k, iΓ)An(−~k′, iΓ). (C.16)

The polar parts of these integrals are evaluated analytically and then in the evaluation

of the resultant integrals numerical methods are used.

For the spectral intensity of proton-proton correlations replace letter n by letter p in

neutron-neutron expressions. But in the spectral intensity of neutron-proton correla-

tions function we need some more changes

σ̃np(~k, t)(2π)3δ(~k − ~k′) = δñn(~k, t)δñp(−~k′, t)
= δn+

n (~k)δn+
p(−~k′)e2Γkt + δn+

n (~k)δn−p(−~k′) + δn−n (~k)δn+
p(−~k′) + δn−n (~k)δn−p(−~k′)e−2Γkt,

(C.17)

here

δn+
n (~k)δn+

p(−~k′) = − 1[
∂ε(~k, ω)/∂ω

]
ω=iΓ

[
∂ε(−~k′, ω)/∂ω

]
ω=iΓ{[

1 + F pp
0 χp(~k, iΓ)

] [
F pn

0 χp(−~k′, iΓ)
]

An(~k, iΓ)An(−~k′, iΓ)
[
Fnp

0 χn(~k, iΓ
] [

1 + Fnn
0 χn(−~k′, iΓ

]
Ap(~k, iΓ)Ap(−~k′, iΓ)

}
,

(C.18)
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δn+
n (~k)δn−p(−~k′) = − 1[

∂ε(~k, ω)/∂ω
]
ω=iΓ

[
∂ε(−~k′, ω)/∂ω

]
ω=−iΓ{[

1 + F pp
0 χp(~k, iΓ)

] [
F pn

0 χp(−~k′,−iΓ)
]

An(~k, iΓ)An(−~k′,−iΓ)
[
Fnp

0 χn(~k, iΓ
] [

1 + Fnn
0 χn(−~k′,−iΓ

]
Ap(~k, iΓ)Ap(−~k′,−iΓ)

}
,

(C.19)

δn−n (~k)δn+
p(−~k′) = − 1[

∂ε(~k, ω)/∂ω
]
ω=−iΓ

[
∂ε(−~k′, ω)/∂ω

]
ω=iΓ{[

1 + F pp
0 χp(~k,−iΓ)

] [
F pn

0 χp(−~k′, iΓ)
]

An(~k,−iΓ)An(−~k′, iΓ)
[
Fnp

0 χn(~k,−iΓ
] [

1 + Fnn
0 χn(−~k′, iΓ

]
Ap(~k,−iΓ)Ap(−~k′, iΓ)

}
,

(C.20)

and

δn−n (~k)δn−p(−~k′) = − 1[
∂ε(~k, ω)/∂ω

]
ω=−iΓ

[
∂ε(−~k′, ω)/∂ω

]
ω=−iΓ{[

1 + F pp
0 χp(~k,−iΓ)

] [
F pn

0 χp(−~k′,−iΓ)
]

An(~k,−iΓ)An(−~k′,−iΓ)
[
Fnp

0 χn(~k,−iΓ
] [

1 + Fnn
0 χn(−~k′,−iΓ

]
Ap(~k,−iΓ)Ap(−~k′,−iΓ)

}

(C.21)
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APPENDIX D

DERIVATION OF RELATIVISTIC VLASOV EQUATION

In the mean-field approximation, the nucleons are described by the Dirac equation

i∂tψ =
[
~α · (~p − gv~V) + β(M − gsφ) + gvV0

]
ψ (D.1)

where in the following notations ~p∗ = ~p − gv~V and M∗ = M − gsφ are used.

As for free particle, the stationary state solution for a uniform system is in the form

of plane waves, ψ = ψ(~p, λ)ei(~p·~x−ε(k)t), where

ψ(~p, λ) =


ψL

ψS

 (D.2)

is a four-component Dirac spinor with ψL large component and ψS small component

and λ indicates the spin index. In terms of large and small components the Dirac

equation can be written as two coupled equations

i∂tψL = ~σ · ~p∗ψS +
[
M∗ + gvV0

]
ψL

i∂tψS = ~σ · ~p∗ψL +
[
−M∗c2 + gvV0

]
ψS . (D.3)

In the local density approximation, the nucleons are considered to the moving locally

in constant fields, therefore one can obtain the approximate solution between large

and small components as,

ψL =
~σ · ~p∗
ε∗ − M∗ψS and ψS =

~σ · ~p∗
ε∗ + M∗ψL (D.4)

where ε∗ =
√
~p∗2 + M∗2. This coupling reduces equations in Eq. (D.3) into the single

equation and operator form of it is

i∂tψ(~x, t) =
[
E∗ + gvV0

]
ψ(~x, t) (D.5)
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with the effective one-body Hamiltonian h = E∗ + gvV0, here E∗ is operator form of

ε∗. From Eq. (D.5) it follows that

i∂t

[
ψ(~r1, t)ψ†(~r2, t)

]
= h(~r1)ψ(~r1, t)ψ†(~r2, t) − ψ(~r1)ψ†(~r2)h(~r2) (D.6)

where ψ(~r, t) and ψ†(~r, t) are the single particle wave functions not field operators and

ψ(~r1, t)ψ†(~r2, t) = ρ(~r1,~r2, t) is the single particle density matrix, therefore we have

i∂tρ(~r1,~r2, t) = h(~r1)ρ(~r1,~r2, t) − h(~r2)ρ(~r1,~r2, t). (D.7)

To derive the Vlasov equation, we need to make Wigner transformation for density

matrix to obtain function f (~p,~r, t) and using transformation ~r = (~r1 + ~r1)/2, ~x =

(~r1 − ~r2),

f (~p,~r, t) =

∫
d3xe−i~p·~xρ(~r +

~x
2
,~r − ~x

2
, t) (D.8)

and for hρ in Eq. (D.7)

[hρ]W = h(~p,~r)ei~2 ∧ f (~p,~r) (D.9)

here W denotes Wigner transformation and ∧ denotes the operator ∧ =
←−∇ r
−→∇ p−←−∇ p

−→∇ r.

If we use the expansion

ei~2 ∧ = 1 + i
~
2
∧ + ... (D.10)

for small ~ in the semi-classical approximation and then taking Wigner transform of

both sides of Eq. (D.10),

∂t f (~r, ~p) =
1
2

[h(~r, ~p)∧ f (~r, ~p) − f (~r, ~p)∧h(~r, ~p)] (D.11)

we obtain the relativistic Vlasov equation

∂t f (~r, ~p) = ~∇rh(~r, ~p) · ~∇p f (~r, ~p) − ~∇ph(~r, ~p) · ~∇r f (~r, ~p). (D.12)
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APPENDIX E

THE COUPLED ALGEBRAIC EQUATIONS OF DENSITY

FLUCTUATIONS

After the linearization of relativistic Vlasov equation, we have three coupled equa-

tions with source terms for the baryon density, the scalar density and the current

density fluctuations. At zero temperature these equations are

δρ̃v(~k, ω)

gDv

∫
d3 p

(2π)3

1
ε∗0

k cos θδ(p − p1)
ω − p

ε∗0
k cos θ

p cos θ



+δρ̃s(~k, ω)

gDs

∫
d3 p

(2π)3

M∗
0

ε∗0

k cos θδ(p − p1)
ω − p

ε∗0
k cos θ



+δρ̃B(~k, ω)

1 − gDv

∫
d3 p

(2π)3

k cos θδ(p − p1)
ω − p

ε∗0
k cos θ



= ig
∫

d3 p
(2π)3

δ f (~k, ~p, 0)
ω − p

ε∗0
k cos θ

,

(E.1)

δρ̃v(~k, ω)

−gDv

∫
d3 p

(2π)3


M∗

0

ε∗30

f0 −
M∗

0

ε∗20

k cos θδ(p − p1)
ω − p

ε∗0
k cos θ

 p cos θ



+δρ̃s(~k, ω)

1 + gDs

∫
d3 p

(2π)3


p2

ε∗30

f0 +
M∗2

0

ε∗20

k cos θδ(p − p1)
ω − p

ε∗0
k cos θ




+δρ̃B(~k, ω)

−gDv

∫
d3 p

(2π)3

M∗
0

ε∗0

k cos θδ(p − p1)
ω − p

ε∗0
k cos θ



= ig
∫

d3 p
(2π)3

M∗
0

ε∗0

δ f (~k, ~p, 0)
ω − p

ε∗0
k cos θ

,

(E.2)
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δρ̃v(~k, ω)
{

1 + gDv

∫
d3 p

(2π)3

[
1
ε∗0

f0 − f0
p cos θ
ε∗30

p cos θ

− p cos θ
ε∗20

k cos θδ(p − p1)
ω − p

ε∗0
k cos θ

p cos θ




δρ̃s(~k, ω)

−gDs

∫
d3 p

(2π)3


M∗

0

ε∗30

f0 −
M∗

0

ε∗20

k cos θδ(p − p1)
ω − p

ε∗0
k cos θ

 p cos θ



δρ̃B(~k, ω)

−gDv

∫
d3 p

(2π)3

p cos θ
ε∗0

k cos θδ(p − p1)
ω − p

ε∗0
k cos θ



= ig
∫

d3 p
(2π)3

p cos θ
ε∗0

δ f (~k, ~p, 0)
ω − p

ε∗0
k cos θ

,

(E.3)

and for the finite temperature case

δρ̃v(~k, ω)

−Dvg
∫

d3 p
(2π)3

1
ε∗0

∂ f0

∂ε∗0

p
ε∗0

k cos θ
ω − p

ε∗0
k cos θ

p cos θ



+δρ̃s(~k, ω)

−Dsg
∫

d3 p
(2π)3

M∗
0

ε∗0

∂ f0

∂ε∗0

p
ε∗0

k cos θ
ω − p

ε∗0
k cos θ



+δρ̃B(~k, ω)

1 + Dvg
∫

d3 p
(2π)3

∂ f0

∂ε∗0

p
ε∗0

k cos θ
ω − p

ε∗0
k cos θ



= ig
∫

d3 p
(2π)3

δ f (~k, ~p, 0)
ω − p

ε∗0
k cos θ

,

(E.4)

δρ̃v(~k, ω)

−Dvg
∫

d3 p
(2π)3


M∗

0

ε∗30

f0 +
M∗

0

ε∗20

∂ f0

∂ε∗0

p
ε∗0

k cos θ
ω − p

ε∗0
k cos θ

 p cos θ



+δρ̃s(~k, ω)

1 + Dsg
∫

d3 p
(2π)3


p2

ε∗30

f0 −
M∗2

0

ε∗20

∂ f0

∂ε∗0

p
ε∗0

k cos θ
ω − p

ε∗0
k cos θ




+δρ̃B(~k, ω)

Dvg
∫

d3 p
(2π)3

M∗
0

ε∗0

∂ f0

∂ε∗0

p
ε∗0

k cos θ
ω − p

ε∗0
k cos θ



= ig
∫

d3 p
(2π)3

M∗
0

ε∗0

δ f (~k, ~p, 0)
ω − p

ε∗0
k cos θ

,

(E.5)
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δρ̃v(~k, ω)
{

1 + Dvg
∫

d3 p
(2π)3

[
1
ε∗0

f0 − f0
p cos θ
ε∗30

p cos θ

− p cos θ
ε∗20

∂ f0

∂ε∗0

p
ε∗0

k cos θ
ω − p

ε∗0
k cos θ

p cos θ




+δρ̃s(~k, ω)

−Dsg
∫

d3 p
(2π)3


M∗

0

ε∗30

f0 +
M∗

0

ε∗20

∂ f0

∂ε∗0

p
ε∗0

k cos θ
ω − p

ε∗0
k cos θ

 p cos θ



+δρ̃B(~k, ω)

Dvg
∫

d3 p
(2π)3

p cos θ
ε∗0

∂ f0

∂ε∗0

p
ε∗0

k cos θ
ω − p

ε∗0
k cos θ



= ig
∫

d3 p
(2π)3

p cos θ
ε∗0

δ f (~k, ~p, 0)
ω − p

ε∗0
k cos θ

.

(E.6)

The full expressions of the coefficients Ai, Bi and Ci for finite temperature are as

follows,

A1 = −Dvg
∫

d3 p
(2π3)

~p · k̂
ε∗0

~k · ~∇p f0(~p)

ω − ~v0 · ~k
, (E.7)

A2 = −Dsg
∫

d3 p
(2π3)

M∗
0

ε∗0

~k · ~∇p f0(~p)

ω − ~v0 · ~k
, (E.8)

A3 = 1 + Dvg
∫

d3 p
(2π3)

~k · ~∇p f0(~p)

ω − ~v0 · ~k
, (E.9)

B1 = −Dvg
∫

d3 p
(2π)3


p2

ε∗30

f0(p) − M∗2
0

ε∗20

~k · ~∇p f0(p)

ω − ~v0 · ~k

 , (E.10)

B2 = 1 + g
∫

d3 p
(2π)3 ~p · ~k


M∗

0

ε∗20

~k · ~∇p f0(p)

ω − ~v0 · ~k

 , (E.11)

B3 = +Dvg
∫

d3 p
(2π3)

M∗
0

ε∗0

~k · ~∇p f0(~p)

ω − ~v0 · ~k
, (E.12)

C1 = 1 + Dvg
∫

d3 p
(2π)3


ε∗20 − (~p · ~k)2

ε∗30

f0(p) − (~p · ~k)2

ε∗20

~k · ~∇p f0(p)

ω − ~v0 · ~k

 , (E.13)
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C2 = −Dvg
∫

d3 p
(2π3)

~p · k̂
ε∗0

~k · ~∇p f0(~p)

ω − ~v0 · ~k
, (E.14)

C3 = +Dvg
∫

d3 p
(2π3)

~p · k̂
ε∗0

~k · ~∇p f0(~p)

ω − ~v0 · ~k
. (E.15)
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APPENDIX F

DERIVATIONS OF RELATIVISTIC CORRELATIONS

The spectral intensity of baryon density fluctuations is defined by

σ̃BB(~k, t)(2π)3δ(~k − ~k′) = δρ̃B(~k, t)δρ̃∗B(~k′, t)

= δρ+
B(~k)δρ+

B(~k′)∗e2Γkt + δρ−B(~k)δρ−B(~k′)∗e−2Γkt

+δρ+
B(~k)δρ−B(~k′)∗ + δρ−B(~k)δρ+

B(~k′)∗ (F.1)

with initial amplitudes,

δρ∓B(~k) = −

D1S̃ B(~k, ω) + D2S̃ s(~k, ω) + D3S̃ v(~k, ω)

∂ε(~k, ω)/∂ω


ω=∓iΓk

. (F.2)

For growing pole the correlation of initial amplitudes baryon density

δρ+
B(~k)δρ+

B(~k′)∗ =
1[

∂ε(~k, ω)/∂/ω
]
ω=iΓ

[
∂ε(~k′, ω)/∂/ω

]
ω=iΓ

×
[
D1S̃ B(~k, ω)+ + D2S̃ s(~k, ω)+ + D3S̃ v(~k, ω)+

]

×
[
D1S̃ B(~k′, ω)+ + D2S̃ s(~k′, ω)+ + D3S̃ v(~k′, ω)+

]∗

(F.3)

for the elements of this correlation, the first source term is

S̃ B(~k, ω)+ = g
∫

d3 p
(2π)3

δ f̃ (~k, ~p, 0)

iΓ − v0 · ~k
, (F.4)

its complex conjugate is

(S̃ B(~k′, ω)+)∗ = g
∫

d3 p
(2π)3

δ f̃ ∗(~k′, ~p, 0)

−iΓ − v0 · ~k′
(F.5)

and its correlation can be written using the second moment of the initial phase-space

distribution function δ f̃ (~k, ~p, 0)

δ f̃ (~k, ~p, 0)δ f̃ ∗(~k′, ~p′, 0) = (2π)3(2π~)3δ(~k − ~k′)δ(~p − ~p′) f0(~p)[1 − f0(~p))] (F.6)
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as follows

S̃ B(~k, ω)+(S̃ B(~k′, ω)+)∗ = g2(2π)3δ(~k − ~k′)
∫

d3 p
(2π)3

f0(~p)[1 − f0(~p)]

Γ2 − (v0 · ~k)2
.

(F.7)

Similarly, the other terms are

S̃ s(~k, ω)+ = g
∫

d3 p
(2π)3

M∗
0

ε∗0

δ f̃ (~k, ~p, 0)

iΓ − v0 · ~k
(F.8)

(S̃ s(~k′, ω)+)∗ = g
∫

d3 p
(2π)3

M∗
0

ε∗0

δ f̃ ∗(~k′, ~p, 0)

−iΓ − v0 · ~k′
(F.9)

S̃ s(~k, ω)+(S̃ s(~k′, ω)+)∗ = g2(2π)3δ(~k − ~k′)
∫

d3 p
(2π)3

(
M∗

0

ε∗0

)2 f0(~p)[1 − f0(~p)]

Γ2 − (v0 · ~k)2
,

(F.10)

and

S̃ v(~k, ω)+ = g
∫

d3 p
(2π)3

cpz

ε∗0

δ f̃ (~k, ~p, 0)

iΓ − v0 · ~k
(F.11)

(S̃ v(~k′, ω)+)∗ = g
∫

d3 p
(2π)3

cpz

ε∗0

δ f̃ ∗(~k, ~p, 0)

−iΓ − v0 · ~k
(F.12)

S̃ v(~k, ω)+(S̃ v(~k′, ω)+)∗ = g2(2π)3δ(~k − ~k′)
∫

d3 p
(2π)3

(
cpz

ε∗0

)2 f0(~p)[1 − f0(~p)]

Γ2 − (v0 · ~k)2

(F.13)

here pz = p cos θ, and mixed terms are

S̃ B(~k, ω)+(S̃ s(~k′, ω)+)∗ = g2(2π)3δ(~k − ~k′)
∫

d3 p
(2π)3

M∗
0

ε∗0

f0(~p)[1 − f0(~p)]

Γ2 − (v0 · ~k)2

= S̃ s(~k, ω)+(S̃ B(~k, ω)+)∗ (F.14)

and also

S̃ B(~k, ω)+(S̃ v(~k, ω)+)∗ = S̃ v(~k, ω)+(S̃ B(~k, ω)+)∗ =

S̃ s(~k, ω)+(S̃ v(~k, ω)+)∗ = S̃ v(~k, ω)+(S̃ s(~k, ω)+)∗ = 0 (F.15)
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because the integral
∫

xndx
x2+a2 vanishes for odd n. Therefore the correlations of baryon

density fluctuation amplitudes initially for growing poles are

δρ+
B(~k)δρ+

B(~k)∗ = (2π)3δ(~k − ~k′) |D1|2K++
11 + |D2|2K++

22 + |D3|3K++
33 + 2D1D2K++

12

|[∂ε(~k, ω)/∂/ω]ω=iΓ|2
,

(F.16)

with the integrals,

K++
11 = g2

∫
d3 p

(2π)3

f0(~p)[1 − f0(~p)]

Γ2 + (v0 · ~k)2
(F.17)

K++
22 = g2

∫
d3 p

(2π)3

(
M∗

0

ε∗0

)2 f0(~p)[1 − f0(~p)]

Γ2 + (v0 · ~k)2
(F.18)

K++
33 = g2

∫
d3 p

(2π)3

(
pz

ε∗0

)2 f0(~p)[1 − f0(~p)]

Γ2 + (v0 · ~k)2
(F.19)

K++
12 = g2

∫
d3 p

(2π)3

M∗
0

ε∗0

f0(~p)[1 − f0(~p)]

Γ2 + (v0 · ~k)2
. (F.20)

In a similar manner for decaying pole we have the following expressions

δρ−B(~k)δρ−B(~k′)∗ =
1∣∣∣∣

[
∂ε(~k, ω)/∂/ω

]
ω=−iΓ

∣∣∣∣
2

[
D1S̃ B(~k, ω)− + D2S̃ s(~k, ω)− + D3S̃ v(~k, ω)−

]

×
[
D1S̃ B(~k′, ω)− + D2S̃ s(~k′, ω)− + D3S̃ v(~k′, ω)−

]∗

(F.21)

S̃ B(~k, ω)− = g
∫

d3 p
(2π)3

δ f̃ (~k, ~p, 0)

−iΓ − v0 · ~k
(F.22)

(S̃ B(~k′, ω)−)∗ = g
∫

d3 p
(2π)3

δ f̃ ∗(~k, ~p, 0)

iΓ − v0 · ~k
(F.23)

S̃ B(~k, ω)−(S̃ B(~k′, ω)−)∗ = g2(2π)3δ(~k − ~k′)
∫

d3 p
(2π)3

f0(~p)[1 − f0(~p)]

Γ2 + (v0 · ~k)2
,

(F.24)
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S̃ s(~k, ω)− = g
∫

d3 p
(2π)3

M∗
0

ε∗0

δ f̃ (~k, ~p, 0)

−iΓ − v0 · ~k
(F.25)

(S̃ s(~k′, ω)−)∗ = g
∫

d3 p
(2π)3

M∗
0

ε∗0

δ f̃ ∗(~k, ~p, 0)

iΓ − v0 · ~k
(F.26)

S̃ s(~k, ω)−(S̃ s(~k′, ω)−)∗ = g2(2π)3δ(~k − ~k′)
∫

d3 p
(2π)3

(
M∗

0

ε∗0

)2 f0(~p)[1 − f0(~p)]

Γ2 + (v0 · ~k)2
,

(F.27)

and

S̃ v(~k, ω)− = g
∫

d3 p
(2π)3

pz

ε∗0

δ f̃ (~k, ~p, 0)

−iΓ − v0 · ~k
(F.28)

(S̃ v(~k′, ω)−)∗ = g
∫

d3 p
(2π)3

pz

ε∗0

δ f̃ ∗(~k, ~p, 0)

iΓ − v0 · ~k
(F.29)

S̃ v(~k, ω)−(S̃ v(~k′, ω)−)∗ = g2(2π)3δ(~k − ~k′)
∫

d3 p
(2π)3

(
pz

ε∗0

)2 f0(~p)[1 − f0(~p)]

Γ2 + (v0 · ~k)2
.

(F.30)

Therefore, it is possible to write,

δρ+
B(~k)δρ+

B(~k′)∗ = δρ−B(~k)δρ−B(~k′)∗. (F.31)

Finally, for the mixed growing and decaying poles, these expressions take form

S̃ B(~k, ω)+(S̃ B(~k′, ω)−)∗ =

g2(2π)3δ(~k − ~k′)
∫

d3 p
(2π)3

−Γ2 + (v0 · ~k)2

[Γ2 + (v0 · ~k)2]2
f0(~p)[1 − f0(~p)]

(F.32)

S̃ s(~k, ω)+(S̃ s(~k′, ω)−)∗ =

g2(2π)3δ(~k − ~k′)
∫

d3 p
(2π)3

(
M∗

0

ε∗0

)2 −Γ2 + (v0 · ~k)2

[Γ2 + (v0 · ~k)2]2
f0(~p)[1 − f0(~p)]

(F.33)

78



S̃ v(~k, ω)+(S̃ v(~k′, ω)−)∗ =

g2(2π)3δ(~k − ~k′)
∫

d3 p
(2π)3

(
pz

ε∗0

)2 −Γ2 + (v0 · ~k)2

[Γ2 + (v0 · ~k)2]2
f0(~p)[1 − f0(~p)]

(F.34)

S̃ B(~k, ω)+(S̃ s(~k′, ω)−)∗ =

g2(2π)3δ(~k − ~k′)
∫

d3 p
(2π)3

M∗
0

ε∗0

−Γ2 + (v0 · ~k)2

[Γ2 + (v0 · ~k)2]2
f0(~p)[1 − f0(~p)]

(F.35)

δρ+
B(~k)δρ−B(~k′)∗ = (2π)3δ(~k − ~k′) |D

B
1 |2K+−

11 + |DB
2 |2K+−

22 + |DB
3 |3K+−

33 + 2DB
1 DB

2 K+−
12

|[∂ε(~k, ω)/∂/ω]ω=iΓ|2
(F.36)

where,

K+−
11 = g2

∫
d3 p

(2π)3

Γ2 − (v0 · ~k)2

[Γ2 + (v0 · ~k)2]2
f0(~p)[1 − f0(~p)] (F.37)

K+−
22 = g2

∫
d3 p

(2π)3

(
M∗

0

ε∗0

)2
Γ2 − (v0 · ~k)2

[Γ2 + (v0 · ~k)2]2
f0(~p)[1 − f0(~p)] (F.38)

K+−
33 = g2

∫
d3 p

(2π)3

(
pz

ε∗0

)2
Γ2 − (v0 · ~k)2

[Γ2 + (v0 · ~k)2]2
f0(~p)[1 − f0(~p)] (F.39)

K+−
12 = g2

∫
d3 p

(2π)3

M∗
0

ε∗0

pz

ε∗0

Γ2 − (v0 · ~k)2

[Γ2 + (v0 · ~k)2]2
f0(~p)[1 − f0(~p)] (F.40)

Consequently, the spectral intensity of baryon density correlation function can be

written using these expressions

σ̃BB(~k, t) =

[
K+

11|D1|2 + K+
22|D2|2 + K+

33|D3|2 + K+
12D1D2

]

|[∂ε(~k, ω)/∂/ω]ω=iΓk |2
(e2Γkt + e−2Γkt)

+
2
[
K−11|D1|2 + K−22|D2|2 − K−33|D3|2 + K−12D1D2

]

|[∂ε(~k, ω)/∂/ω]ω=iΓk |2

=
E+

B(~k, iΓ)

|[∂ε(~k, ω)/∂/ω]ω=iΓk |2
(e2Γkt + e−2Γkt) +

2E−B(~k, iΓ)

|[∂ε(~k, ω)/∂/ω]ω=iΓk |2
(F.41)
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where the expressions E∓B(~k, iΓ) are

E+
B(~k) = |D1|2K+

11 + |D2|2K+
22 + |D3|2K+

33 + 2D1D2K+
12

E−B(~k) = |D1|2K−11 + |D2|2K−22 − |D3|2K−33 + 2D1D2K−12 (F.42)

in these expressions D1, D2 are real but D3 is imaginary, and the integrals have the

forms

K∓11 = g2
∫

d3 p
(2π~)3

Γ2 ∓ (v0 · ~k)2

[Γ2 + (v0 · ~k)2]2
f0(~p)[1 − f0(~p)] (F.43)

K∓22 = g2
∫

d3 p
(2π~)3

(
M∗

0

ε∗0

)2
Γ2 ∓ (v0 · ~k)2

[Γ2 + (v0 · ~k)2]2
f0(~p)[1 − f0(~p)] (F.44)

K∓33 = g2
∫

d3 p
(2π~)3

(
pz

ε∗0

)2
Γ2 ∓ (v0 · ~k)2

[Γ2 + (v0 · ~k)2]2
f0(~p)[1 − f0(~p)] (F.45)

K∓12 = g2
∫

d3 p
(2π~)3

M∗
0

ε∗0

Γ2 ∓ (v0 · ~k)2

[Γ2 + (v0 · ~k)2]2
f0(~p)[1 − f0(~p)] (F.46)
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