COVERING SEQUENCES AND $T,K$-BENTNESS CRITERIA FOR BOOLEAN FUNCTIONS

A THESIS SUBMITTED TO
THE GRADUATE SCHOOL OF NATURAL AND APPLIED SCIENCES OF
MIDDLE EAST TECHNICAL UNIVERSITY

BY

GÜZİN KURNAZ

IN PARTIAL FULFILLMENT OF THE REQUIREMENTS FOR
THE DEGREE OF DOCTOR OF PHILOSOPHY IN
ELECTRIC AND ELECTRONICS ENGINEERING

MARCH 2009
Approval of the thesis:

COVERING SEQUENCES AND T,K-BENTNESS CRITERIA
FOR BOOLEAN FUNCTIONS

submitted by GÜZİN KURNAZ in partial fulfillment of the requirements for the degree of DOCTOR of PHILOSOPHY in Electrical and Electronics Engineering Department, Middle East Technical University by,

Prof. Dr. Canan Özgen
Dean, Graduate School of Natural and Applied Sciences

Prof. Dr. S. İsmet Erkmen
Head of Department, Electrical and Electronics Engineering

Assoc. Prof. Dr. Melek Diker Yücel
Supervisor, Electrical and Electronics Engineering Dept., METU

Examinining Committee Members:

Prof. Dr. Yalçın Tank
Electrical and Electronics Engineering Dept., METU

Assoc. Prof. Dr. Ali Özgür Yılmaz
Electrical and Electronics Engineering Dept., METU

Prof. Dr. Ferruh Özbudak
Mathematics Dept., METU

Assist. Prof. Dr. Ali Aydın Selçuk
Computer Engineering Dept., Bilkent University

Date: 05/03/2009
I hereby declare that all information in this document has been obtained and presented in accordance with academic rules and ethical conduct. I also declare that, as required by these rules and conduct, I have fully cited and referenced all material and results that are not original to this work.

Name, Last Name : Güzin KURNAZ

Signature :
This dissertation deals with some crucial building blocks of cryptosystems in symmetric cryptography; namely the Boolean functions that produce a single-bit result for each possible value of the $m$-bit input vector, where $m>1$. Objectives in this study are two-fold; the first objective is to develop relations between cryptographic properties of Boolean functions, and the second one is to form new concepts that associate coding theory with cryptology.

For the first objective, we concentrate on the cryptographic properties of Boolean functions such as balancedness, correlation immunity, nonlinearity, resiliency and propagation characteristics; many of which are depending on the Walsh spectrum.
that gives components of the Boolean function along the direction of linear functions. Another efficient tool to study Boolean functions is the subject of covering sequences introduced by Carlet and Tarannikov in 2000. Covering sequences are defined in terms of the derivatives of the Boolean function. Carlet and Tarannikov relate the correlation immunity and balancedness properties of the Boolean function to its covering sequences. We find further relations between the covering sequence and the Walsh spectrum, and present two theorems for the calculation of covering sequences associated with each null frequency of the Walsh spectrum.

As for the second objective of this thesis, we have studied linear codes over the rings $\mathbb{Z}_4$ and $\mathbb{Z}_8$ and their binary images in the Galois field $\mathbb{GF}(2)$. We have investigated the best-known examples of nonlinear binary error-correcting codes such as Kerdock, Preperata and Nordstrom-Robinson, which are $\mathbb{Z}_4$-linear codes. We have then reviewed Tokareva’s studies on $\mathbb{Z}_4$-linear codes and extended them to $\mathbb{Z}_8$-linear codes. We have defined a new classes of bent functions. Next, we have shown that the newly defined classes of bent, namely Tokareva’s $k$-bent and our $t,k$-bent functions are affine equivalent to the well-known Maiorana McFarland class of bent functions. As a cryptological application, we have described the method of cubic cryptanalysis, as a generalization of the linear cryptanalysis given by Matsui in 1993. We conjecture that the newly introduced $t,k$-bent functions are also strong against cubic cryptanalysis, because they are as far as possible to $t,k$-bent functions.

**Keywords:** Boolean functions, nonlinearity, Walsh-Hadamard transformation, covering sequence, affine equivalence, bent functions, $k$-bent functions.
ÖZ

BOOLE İŞLEVLERİ İÇİN
KAPSAYAN DİZİNLER VE T, K-BÜKÜKLÜK ÖLÇÜTLERİ

KURNAZ, Güzin
Doktora, Elektrik ve Elektronik Mühendisliği Bölümü
Tez Yöneticisi: Doç. Dr. Melek Diker Yücel

Mart 2009, 126 sayfa

Bu tez, simetrik kriptografideki kripto-sistemlerinin önemli yapısal bloklarından olan ve $m$-ikiliden oluşan ($m>1$) her girdiye karşılık bir tek ikili çıktı üreten Boole fonksiyonlarına değinmektedir. Bu çalışmanın iki ana amacı vardır; ilk amacı Boole fonksiyonlarının kriptolojik özellikleri arasında ilişkiler geliştirmek; ikincisi ise kodlama teorisi ve kriptoloji arasında yeni bir geçiş oluşturan kavramlar üretmektir.

İlk amacı doğrultusunda, dengelilik, ilinti (korrelasyon) bağımlılığı, doğrusal olmama, esneklik ve yayılma gibi Boole fonksiyonu özellikleri üzerine yoğunlaşmıştır; ki bu özelliklerin çoğu, fonksiyonun doğrusal işlevler yönündeki


**Anahtar Sözcükler:** Boole işlevleri, doğrusal olmama, Walsh-Hadamard dönüşümü, kapsayan dizin, doğrusal denklik, büyük işlevler, k-bükük işlevler.
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Notation

Related to fields and rings,

\( Z \) \quad \text{Ring of integers}
\( GF(2) \) \quad \text{Galois Field with two elements}
\( GF(2)^m \) \quad \text{Galois Field with } 2^m \text{ elements}

Related to vectors

\( \mathbf{x} \) \quad m\text{-bit row vector}
\( x_i \) \quad i^{th} \text{ bit of the vector } \mathbf{x}.
\( wt(\mathbf{x}) \) \quad \text{Hamming weight of the vector } \mathbf{x}.
\( d(\mathbf{x}, \mathbf{y}) \) \quad \text{Hamming distance between vectors } \mathbf{x} \text{ and } \mathbf{y}.

Related to Boolean functions

\( W_f(w) \) \quad \text{Walsh transform of the function } f \text{ at frequency } w.
\( r_f \) \quad \text{Autocorrelation function of } f.
\( D_a f \) \quad \text{Derivative vector of the function } f \text{ for a input shift vector } a.
\( \delta \) \quad \text{Kronecker delta function}

Related to codes

\( (n,k,d) \text{ code} \) \quad \text{Linear code with length } n, \text{ dimension } k \text{ and minimum distance } d.
\( RM(r,m) \) \quad \text{Reed Muller code of order } r \text{ and length } 2^m.
Related to matrices

\( A_n \)  Matrix of order \( n \) associated with the Möbius transform

\( H_n \)  Hadamard matrix of order \( n \).

\( I_n \)  \( n \times n \) identity matrix.

\( J_n \)  \( n \times n \) matrix of all ones.

Related to operators

\( \oplus \)  Addition modulo 2.

\( +, \sum \)  Integer addition or addition on rings depending on context.

\( < \ldots > \)  dot or scalar product of two vectors
In this thesis, we focus on the study of Boolean functions, which are among the main building blocks of symmetric cryptosystems. Symmetric cryptography is used in GSM mobile phones, WLAN and Internet connections, banking transactions, credit cards and many other places as an effective means of privacy and authentication [2].

There are various and comprehensive studies in the literature for the usage of Boolean functions inside cryptography. A vector Boolean function or an S-box [61, 66, 70, 84] maps $m$ input bits to $n$ output bits; for $n > 1$ and $m > 1$. If $n = 1$, corresponding function is simply called an $m$-variable Boolean function. A Boolean function $f$ can be uniquely represented both by its truth table, which is a vector that contains the function values of $f$ and its Walsh transform, which is a kind of discrete Fourier transform. The most desirable Boolean function properties are those, which strengthen the related cryptosystem against well known statistical attacks such as differential, linear and algebraic cryptanalysis. We refer to [4, 10, 11, 19, 22, 42, 79] for linear and differential cryptanalysis and [3, 11, 16, 17, 34, 36] for algebraic cryptanalysis. A Boolean function must have good autocorrelation properties [37, 57, 58, 79, 82, 88, 95, 97, 102, 14, 116, 117] in
order to be safe against differential cryptanalysis. Moreover, a Boolean function
must be highly nonlinear, i.e., it must be as far as possible to all affine functions
[49-54] to be strong against linear cryptanalysis. In other words, the magnitude
Walsh spectrum of a cryptographically strong Boolean function should be as flat
as possible, to yield maximum achievable nonlinearity [51-53, 77, 78, 83]. Bent
functions [33, 43, 44, 49, 50, 68, 94, 118] are the Boolean functions that reach this
maximum nonlinearity. They were first studied by Dillon [49] and Rothaus [94]
and Rothaus used the word “bent” in the literature in 1970. Maiorana McFarland
class of bent functions [41, 87, 113] are one of the main families of bent functions.
This class can be constructed by concatenating affine functions and it achieves
good cryptographic properties.

Correlation Immunity [6, 37, 63, 66, 73, 79, 89, 91] of a Boolean function
measures the correlation of its input variables to its output value. A Boolean
function is said to be correlation immune of order $r$ if every subset of $r$ or fewer
input variables are statistically independent with the output. A Boolean function
with lower order correlation immunity is more susceptible to correlation attacks
[16, 17, 21, 34, 36] than a Boolean function with higher order correlation
immunity. It is well known that the correlation immunity order of a Boolean
function can be directly found from zeros of its Walsh transform spectrum. In
2000, Carlet and Tarannikov [40] introduced the notion of covering sequences,
which are connected to the function via its derivatives as an efficient tool to study
Boolean functions. Then they showed that correlation immunity order and
covering sequences [39, 40, 101] of a Boolean function are related.

Classification of Boolean functions is another subject in cryptology. Affine
equivalent Boolean functions [1, 18, 20, 24, 25, 48, 56, 60, 69, 100, 109] have
similar cryptographic properties. This makes affine classification meaningful in the sense that the number of representatives is much less than the number of all Boolean functions. Such perspective allows the Boolean space to be considered as a structure in which all Boolean functions are grouped into affine equivalence classes and only one function from each class is sufficient for analysis.

Relations between error correcting codes and Boolean functions are studied extensively in the literature [12-16, 26-31, 45, 46, 55, 59, 64, 67, 71-76, 86, 93, 96, 98-108, 110-112]. Some of the best-known examples of nonlinear binary error-correcting codes that are better than any linear code are the Nordstrom-Robinson [55, 59, 86, 98], Kerdock and Preparata codes [29, 46, 81, 86]. Calderbank et’al [29] showed that, when properly defined, Kerdock and Preparata codes are linear over the ring $\mathbb{Z}_4$; and as $\mathbb{Z}_4$-codes, they are the duals of each other. All these codes are in fact just extended cyclic codes [46, 81]. Since 1990’s, coding theory researchers intensively study nonlinear codes [13, 76] that can be transformed into linear codes [26, 67, 74, 103, 104] in other metric spaces via appropriate mappings. Tokareva [104-108] used Krotov matrices [72, 73] to generate $\mathbb{Z}_4$-linear codes [12, 14, 15, 45, 59, 71, 93, 99, 112] and from these codes she introduced $k$-affine binary functions, which are affine in an alternative sense. From $k$-affine functions, she then defined $k$-bent functions and a special form of the dot-product denoted as the $k$-dot product.

In this thesis, we firstly find a relation between two important tools for Boolean functions; Walsh transform null frequencies and covering sequences. Correlation immunity order, nonlinearity, resiliency and propagation characteristics of Boolean functions depend on the Walsh transform, which is related to the covering sequence of the function. Secondly, we derive new classes of affine and bent
functions using linear codes over the ring $\mathbb{Z}_8$. We then suggest cubic cryptanalysis, as an extended version of linear and quadratic cryptanalyses. We claim that the newly introduced class of $t,k$-bent functions are strong against cubic cryptanalysis, since they are as far as possible to affine, quadratic and cubic functions. Finally we examine the affine equivalence of $t,k$-bent functions and Maiorana McFarland class of bent functions.

The main background on properties and definitions of Boolean functions are introduced in Chapter 2.

In Chapter 3, we show that the Walsh transform null frequencies of Boolean functions are related to their covering sequences. We prove that each nonzero null frequency of the Walsh transform defines a covering sequence; however, in general the number of covering sequences is more than the number of Walsh transform nulls. We then present a lower bound for the number of covering sequences. We also show that the set of covering sequences given in our theorems 3.3 and 3.4 and those can be found from Proposition 3.2 given by Carlet and Tarannikov [40] are distinct. Then we study the covering sequences of affine equivalent Boolean functions.

Chapter 4 studies the $\mathbb{Z}_4$ and $\mathbb{Z}_8$-linear codes and the relation of these codes to newly introduced affine Boolean functions. We start by giving the origins of the the $k$-dot product and $k$-affine functions introduced by Tokareva [104-108]. Then we show that Krotov matrices [72, 73] have the lexicographically ordered codewords of the $\mathbb{Z}_4$-linear $(2^m, m)$ code $C$, as columns. Later we describe the rules that quadratic parts of $k$-dot products must obey. We then extend Tokareva’s definitions to a larger ring, $\mathbb{Z}_8$. We drive a new class of affine functions and a new
The new class of $t,k$-affine functions contain affine functions, quadratic functions and cubic functions. Examples of these functions are given at the end of Chapter 4.

In Chapter 5, we study bent functions including $k$-bent functions in detail. Then we suggest a new class, the $t,k$-bent functions depending on the $t,k$-dot product definition given in Chapter 4. The new class of bent functions are at maximum distance from the newly introduced affine functions, i.e., from affine functions, quadratic functions and cubic functions. Next we analyse the affine equivalence of $k$-bent and $t,k$-bent functions with the well known Maiorana McFarland class of bent functions. For the application to cryptology, we introduce the method of cubic cryptanalysis for block ciphers. It is a generalization of the well-known method of linear cryptanalysis given in 1993 by M. Matsui [79]. In our method we approximate Boolean functions by $t,k$-affine functions. The newly introduced $t,k$-bent functions are claimed to be strong against cubic cryptanalysis, since they are as far as possible to affine, quadratic and cubic functions.

Finally, we give our conclusions in Chapter 6.
CHAPTER 2

BOOLEAN FUNCTIONS; DEFINITIONS AND AFFINE EQUIVALENCY CLASSES

The aim of this chapter is to present a compact overview on the most essential aspects of Boolean functions related to cryptography. We describe two different ways of representing Boolean functions, the truth table and the algebraic normal form, in section 2.2. Next, we present two important tools to define cryptographic properties of Boolean functions, the Walsh and autocorrelation spectra in section 2.3. Remark 2.1 gives the relation between the Walsh transform and the Fourier transform, both are being widely used in cryptography. Section 2.4 gives necessary definitions and notations that will be used throughout the thesis. Remark 2.2 interprets the bentness criterion in terms of the White Gaussian Noise, which is a well-known subject in the telecommunications branch of electrical engineering. Then in section 2.5 a review of the affine equivalence classes is made.

2.1. Introduction

After Shannon’s theory which proposes confusion and diffusion in secrecy systems [96] and the popularity of the subsequent Data Encryption Standard [11], S-boxes are studied widely in the literature [61, 66, 70, 84]. It has then been
clearly demonstrated that differential and linear cryptanalysis [4, 9, 11, 19, 22, 42] can be resisted by the selection of nearly optimal Boolean functions as components of the S-boxes.

A Boolean function [61, 66, 70, 84, 96] produces a single-bit result \( f(x) \in GF(2) \) for each possible value of the \( m \)-bit vector, \( x \in GF(2)^m \). Boolean functions are used in cryptographic applications such as block ciphers, stream ciphers and hash functions. There are many criteria used to judge the suitability of a Boolean function for use in an encryption algorithm. The most desirable Boolean function properties are those, which strengthen the related cryptosystem against well known statistical attacks such as differential, linear cryptanalysis [4, 9, 11, 19, 22, 42] and algebraic attacks [3, 11, 16, 17, 34, 36]. Different criteria for Boolean functions such as balancedness, correlation-immunity [37, 63, 66, 73, 79, 89, 91, 118], resiliency, nonlinearity [51-53, 77, 78, 83] and algebraic degree [51-53, 77, 78, 83] are studied extensively in many works. It is known that some criteria cannot be satisfied simultaneously. So the problem is to find a trade-off between these criteria.

The classification of Boolean functions is meaningful in the sense that the number of representatives is much less than the number of all Boolean functions. Such perspectives allow the Boolean space to be considered as a structure in which all Boolean functions are grouped into equivalence classes and thus only one function from each class is enough for analysis.

### 2.2 Boolean Function Representations

We now present two representations of Boolean functions that we will use throughout the thesis; truth table (TT) and algebraic normal form (ANF). Other
representations such as the numerical normal form representation and trace representation [25] also exist in the literature.

Let \( f \) be a Boolean function that produces a single-bit result for each possible combination of \( m \) Boolean variables; that is,

\[
f(x): GF(2)^m \rightarrow GF(2)
\]

Here \( GF \) denotes the Galois Field consisting of binary numbers \( \{0,1\} \), with modulo 2 addition (XOR operation shown by \( \oplus \)) and multiplication (AND operation shown by a dot or nothing).

### 2.2.1 Truth Table Representation of Boolean Functions

A Boolean function \( f \) can be uniquely represented by its truth table which is a vector that contains the function values of \( f \), ordered lexicographically. In other words, the \( 1 \times 2^m \) dimensional vector

\[
f = (f(0...00), f(0...01),..., f(1...11))
\]

is defined as the truth table of \( f \), where the input vector \( x \) is ordered lexicographically. We mean by the weight and support of a function, the weight and support of the corresponding truth table. Analogously, the distance between two functions is computed by considering the distance between the corresponding truth tables.

### 2.2.2 Algebraic Normal Form Representation of Boolean Functions

Another way of uniquely representing a Boolean function \( f \) is by means of a polynomial in \( GF(2) \) and is defined as the algebraic normal form. The corresponding transformation is called the algebraic normal transform:
\[ ANF_f = \bigoplus_{(a_{m-1} \cdots a_0) \in GF(2)^m} h(a_{m-1} \cdots a_0)x_0^{d_0} \cdots x_m^{d_m} = \bigoplus_a h(a)x^a \]  \hspace{1cm} (2.3)

where \( h \) is also a Boolean function on \( GF(2)^m \). As the algebraic normal transform is a linear transformation, one can also use a matrix representation. Denoting the column matrix containing the coefficients \( h(a) \) as \( h_r \), then with \( f \) representing the truth table of \( f \),

\[ h_r = A_m f \mod 2 \hspace{1cm} (2.4) \]

where \( A_m \) is recursively determined by

\[ A_0 = 1, \quad A_1 = \begin{bmatrix} 1 & 0 \\ 1 & 1 \end{bmatrix} \quad \text{and} \quad A_m = \begin{bmatrix} 1 & 0 \\ 1 & 1 \end{bmatrix} \otimes A_{m-1} \hspace{1cm} (2.5) \]

The algebraic degree of \( f \), denoted by \( \deg(f) \) or shortly \( d \), is defined as the maximum number of variables of the terms \( x_0^{d_0} \cdots x_m^{d_m} \) in the ANF of \( f \). Functions with algebraic degree less than or equal to 1 are called affine. If \( f(0) = 0 \) then the function is called linear.

**2.3 Basic Tools Used to Define Cryptographic Properties of Boolean Functions**

Two basic and important tools, Walsh and autocorrelation spectrum are defined in this section.

**2.3.1. Walsh Transform of Boolean Functions**

A Boolean function \( f \) can be uniquely represented by its Walsh transform. The Walsh transform of a Boolean function \( f \) is defined as
\[ W_f (w) = \sum_{x \in GF(2)^m} (-1)^{f(x)} (-1)^{<w,x>} \]  

where \( w \in GF(2)^m \), \( <w,x> \) is the inner product of the vectors \( w \) and \( x \). The 1x2\(^m\) dimensional vector 

\[ W_f = (W_f (0...00), W_f (0...01), \ldots, W_f (1...11)) \]  

is called the Walsh spectrum of \( f \), where the input vector \( w \) is ordered lexicographically.

**Remark 2.1:** Sometimes, the Fourier transform \( \hat{f}(w) \) is used instead of the Walsh transform. The Fourier transform of the function \( f \) at frequency \( w \) is defined as 

\[ \hat{f}(w) = \sum_{a \in GF(2)^m} f(a) (-1)^{<w,a>} . \]  

Walsh and Fourier transforms of a function \( f \) at frequency \( w \) are related by,

\[ W_f (w) = -2 \hat{f}(w) + 2^m \delta(w) . \]  

where \( \delta(w) = \begin{cases} 1 & \text{if } w = 0 \\ 0 & \text{else} \end{cases} \) is the Kronecker delta function.

**Definition 2.1:** The support of the Walsh transform of \( f \) is defined as 

\[ Sup(W_f) = \{ w \in GF(2)^m | W_f(w) \neq 0 \} . \]  

Notice that the support of the Walsh transform and the set of frequencies at which Fourier transform is nonzero are equal. Only one exception can occur if \( W_f(0) = 0 \).
2.3.2. Autocorrelation of Boolean Functions

The autocorrelation of a Boolean function is a real-valued function. To define the autocorrelation, we will first define the derivative of \( f \) with respect to the input difference vector \( a \in GF(2)^m \).

\[
D_a f(x) = f(x) \oplus f(x \oplus a) \quad (2.11)
\]

The derivative vector is arranged by ordering the index \( x \) lexicographically,

\[
D_a f = (D_a f(0...0), ..., D_a f(1...1)) . \quad (2.12)
\]

The autocorrelation of \( f \) corresponding to the shift vector \( a \) is denoted by

\[
r_f(a) = \sum_{x \in GF(2)^m} (-1)^{f(x)}(-1)^{f(x \oplus a)} = \sum_{x \in GF(2)^m} (-1)^{D_a f(x)} \quad (2.13)
\]

All values of the autocorrelation can be collected in a 1x2^m dimensional vector called the autocorrelation spectrum

\[
r_f = (r_f(0...00), r_f(0...01), ..., r_f(1...11)) , \quad (2.14)
\]

by ordering the index vector \( a \) lexicographically. Note that the autocorrelation spectrum does not uniquely determine the function in contrast to the previous transformations like ANF, truth table and the Walsh transform.

2.4 Basic Notations and Definitions

This section is intended as a summary of the minimum mathematical knowledge required throughout the thesis.
**Definition 2.1:** An $m$-variable Boolean function $f$ is *balanced* if its output is equally distributed, i.e., its weight is equal to $2^{m-1}$. This translates in $W_f(0) = 0$ for the Walsh spectrum.

**Definition 2.2:** $f$ is called $r^{th}$ order correlation immune ($r$-CI) if

$$W_f(w) = 0, \forall w \in GF(2)^m | 1 \leq wt(w) \leq r.$$  

(2.15)

**Definition 2.3:** The combination of correlation immunity of order $r$ and the property of balancedness results in the property of resiliency of order $r$.

**Definition 2.4:** Nonlinearity of $f$ is defined as the minimum distance from the set of affine functions and one can show that it is related to the maximum magnitude in the Walsh spectrum of $f$ as follows

$$NL_f = 2^{m-1} - \frac{1}{2} \max_w |W_f(w)|.$$  

(2.16)

**Definition 2.5:** An $m$-variable function $f$, with $m$ even is called a *bent function* if its Walsh spectrum is flat, i.e., $W_f(w) = \pm 2^{m/2}$ or $W_f^2(w) = 2^m$ for $\forall w \in GF(2)^m$. Then the function has maximum nonlinearity, i.e.,

$$NL_f = 2^{m-1} - 2^{(m/2)-1}.$$  

**Remark 2.2:** Using (2.9) in Remark 2.1, it can be observed that $|W_f(w)| = 2^{m/2}$ is true if and only if the magnitude of the Fourier spectrum is also flat except at $w=0$. This corresponds to White Gaussian Noise (WGN) spectrum (except for $w=0$). Hence a bent Boolean function has the Walsh and Fourier spectra similar to
the power spectrum of WGN. The autocorrelation spectra of bent functions and WGN are also similar.

**Definition 2.6:** An $mn$ S-box is a mapping from $m$ binary inputs to $n$ binary outputs, i.e., $F(x): GF(2)^m \rightarrow GF(2)^n$. The output vector of the S-box, $F(x) = (f_1(x), \cdots, f_n(x))$, can be decomposed into $n$ component functions as, $f_i(x): GF(2)^m \rightarrow GF(2), i = 1, \cdots, n$.

**Definition 2.7:** The extended output of an $mn$ S-box can be obtained from its output vector by including all linear combinations of output bits. Thus the extended output vector $G$ is composed of the functions

$$g_j(x) = \bigoplus_{i=1}^{n} j_i f_i = < j, F >$$

where $j = (j_1, j_2, \ldots, j_n) \in GF(2)^n$.

**Definition 2.8:** The set

$$R(r, m) = \{ f(x) | \deg(f) \leq r \}$$

(2.17)

denotes the $r^{th}$ order Reed-Muller code of codeword length $2^m$. The term $R(r,m)/R(s,m)$, where $s < r \leq m$, defines the set of cosets of $R(r,m)$ with respect to $R(s,m)$ [8].

**Definition 2.9** [40] A covering sequence of a function $f$ is any sequence

$$\lambda = (\lambda_{00\ldots 0}, \lambda_{0\ldots 01}, \ldots, \lambda_{1\ldots 1}) = (\lambda_a)_{a \in GF(2)^m}$$

such that the derivative $D_a f$ defined by (2.12) satisfies

$$\sum_{a \in GF(2)^m} \lambda_a D_a f = (\rho, \rho \ldots \rho) = \rho$$

(2.18)
where \( \rho \) is a vector with identical elements. The value of \( \rho \) is called the level of this sequence. If \( \rho \neq 0 \), then the covering sequence is said to be nontrivial [40].

**Definition 2.10:** Hadamard matrix \( H_m \) is an \( m \times m \) matrix with entries +1 or -1, such that all rows and all columns are orthogonal, i.e., \( H_m H_m^T = mI_m \) where \( H_m^T \) is the transpose of the Hadamard matrix and \( I_m \) is the identity matrix of order \( m \). A special kind of Hadamard matrix, called the Sylvester-Hadamard matrix of order \( 2^m \) denoted by \( H_m \) is generated by the following recursive relation

\[
H_0 = 1, \quad H_m = \begin{bmatrix} H_{m-1} & H_{m-1} \\ H_{m-1} & -H_{m-1} \end{bmatrix}
\]

(2.19)

It can be shown that each row (or column) of \( H_m \) is a linear sequence of length \( 2^m \), i.e., it corresponds to the sequence of the linear function

\[
l_w(x) = \langle w, x \rangle.
\]

(2.20)

Walsh transform of a function can easily be transformed into a matrix equation as,

\[
W_f = [W_f(0...0) \ W_f(0...1) \ ... \ W_f(1...1)] = H_m \begin{bmatrix} (-1)^f(0...0) \ ... \ (-1)^f(1...1) \end{bmatrix}
\]

(2.21)

**Remark 2.3:** The product of the matrix \( A_m \) from the ANF transform and the Hadamard matrix \( H_m \) satisfies the following recursive relation for \( m \geq 1 \),

\[
A_m H_m = \begin{bmatrix} 1 & 1 \\ 2 & 0 \end{bmatrix}^m
\]

(2.22)

**Definition 2.11:** The maximum absolute value of the autocorrelation function of \( f(x) \) is given by
\[ AI_f = \max_{\alpha \neq 0} \left| r_f(\alpha) \right| \]  \hspace{1cm} (2.23)

and is known as the \textit{absolute indicator} [117].

The overall absolute indicator for the autocorrelation of an S-box [32-35] is defined in terms of the absolute indicators of the component functions (\( f_i \)'s)

\[ AI_s = \max_i AI_{f_i}. \]  \hspace{1cm} (2.24)

**Definition 2.12:** For an \( mxn \) S-box as in Definition 2.6, the XOR table is a \( 2^m \times 2^n \) matrix with the \((i,j)\)'th entry

\[ k_{ij} = \# \{ x \mid F(x) \oplus F(x \oplus i) = j \} \]  \hspace{1cm} (2.25)

where \( i = 0, \ldots, 2^m-1 \) and \( j = 0, \ldots, 2^n-1 \) and the \( 1 \times m \) vector \( i \) and \( 1 \times n \) vector \( j \) are the corresponding binary representations respectively [4].

**Definition 2.13:** The largest entry in XOR table not including the \((0,0)\)'th element gives the differential uniformity [17].

### 2.5 Affine Equivalence of Boolean Functions

We will give the definition of equivalence which then leads to affine equivalence of two \( m \)-variable Boolean functions.

**Definition 2.14:** [60] Two functions \( f(x), g(x) \in R(r,m) \) are called equivalent with respect to \( R(s,m) \), if there exists a nonsingular binary \( mxm \) matrix \( A \) and \( 1xm \) vector \( b \) such that

\[ f(x) = g(xA \oplus b) \mod R(s,m). \]  \hspace{1cm} (2.26)

In this case, due to the modulo operation,

\[ f(x) \oplus g(xA \oplus b) \in R(s,m). \]  \hspace{1cm} (2.27)
\( f(x) = g(xA \oplus b) \oplus v_s \) \hfill (2.28)

where \( v_s \in R(s,m) \).

**Definition 2.15:** [60] If one chooses \( v_s \in R(1,m) \) then this equivalence equation becomes,

\[ g(x) = f(xA \oplus b) \oplus <x, c> \oplus d \] \hfill (2.29)

where \( c \in GF(2)^m \) and \( d \in GF(2) \). (2.29) is called the affine equivalence relation.

**Proposition 2.1:** [91] Let \( f(x), g(x) \) be two functions satisfying (2.29). Then for any \( w \in GF(2)^m \),

\[ W_g(w) = (-1)^{d \oplus hA^{-1}(c \oplus w)} W_f(<c \oplus w), A^{-1}>) \] \hfill (2.30)

**Corollary 2.1:** [100] The Walsh spectrum of \( f(x) \) at \( i \) is equal to the Walsh spectrum of \( g(x) \) at \( j \), where \( j = c + iA^T \). Therefore the distribution of the absolute values of the Walsh spectrum of \( f(x) \) is same as that of \( g(x) \).

**Proposition 2.2:** [91] Let \( f(x) \) and \( g(x) \) be two functions such that \( g(x) = f(xA \oplus b) \oplus <c, x> \). Then for any given \( s \in GF(2)^m \),

\[ r_g(s) = (-1)^{<c,s>} r_f(sA) \].

**Corollary 2.2:** [100] The autocorrelation function of \( f(x) \) at \( j \) is equal to the autocorrelation function of \( g(x) \) at \( i \); where \( j = iA \). Therefore the ranks of vectors with the same absolute autocorrelation function value are same between two equivalent functions. Hence, the distribution of the absolute values of the autocorrelation function of \( f(x) \) is same as that of \( g(x) \).
Proposition 2.3: [100] For any Boolean function \( f(x) \in R(r,m) \), derivative is

\[
\left. \frac{d}{dx} (f \circ B) \right|_x = \left. \frac{d}{dx} (f \circ B(x)) \right|_x
\]

(2.31)

where \( B(x) = xA \oplus b \). Here “\( \circ \)” denotes function combination operation.
CHAPTER 3

RELATION BETWEEN COVERING SEQUENCE AND WALSH TRANSFORM NULL FREQUENCIES

In this chapter, we show that the Walsh transform null frequencies of Boolean functions are related to their covering sequences. We show that some covering sequences of a Boolean function can be obtained using the Walsh transform nulls. We prove that each nonzero null frequency of the Walsh transform defines one covering sequence; and if the Boolean function is balanced, each null is associated with two covering sequences. We present a lower bound for the number of covering sequences and confirm that the set of covering sequences that we find from Walsh transform nulls are distinct from those given by Carlet and Tarannikov.

We then present a lower bound for the number of covering sequences. We also show that the set of covering sequences given in our theorems 3.3 and 3.4 and those can be found from Proposition 3.2 given by Carlet and Tarannikov are distinct. Then, we study the covering sequences of affine equivalent Boolean functions.
3.1. Introduction

Covering sequences are introduced in 2000 by Carlet and Tarannikov [40] as an efficient tool to study Boolean functions. These are binary-valued sequences \( \lambda \in GF(2)^{2^m} \) that are related to the function via its derivatives \( D_a f(x) = f(x) \oplus f(x \oplus a) \). Carlet and Tarannikov show for any Boolean function that, balancedness and admitting a nontrivial covering sequence are equivalent. They also obtain a characterization of correlation-immune and resilient functions by means of covering sequences.

In this chapter, we show that,

i) in Theorem 3.3, for any \( m \)-variable Boolean function \( f \), each nonzero Walsh transform null \( w \in GF(2)^m \) defines a covering sequence \( \lambda \in GF(2)^{2^m} \) with elements \( \lambda_a = (-1)^{w \cdot a} \) and for each covering sequence \( \lambda \) which can be represented as \( \lambda_a = (-1)^{w \cdot a} \), there exists a nonzero Walsh transform null \( w \).

ii) in Theorem 3.4, for a balanced \( n \)-variable Boolean function \( f \), each nonzero Walsh transform null \( w \in GF(2)^m \) defines a covering sequence \( \lambda \in GF(2)^{2^m} \) with elements \( \lambda_a = < w, a > \) and for each covering sequence \( \lambda \) which can be represented as \( \lambda_a = < w, a > \), there exists a nonzero Walsh transform null \( w \), and

We also show that all the covering sequences calculated from Theorem 3.4 are linearly independent and none of them can be an indicator of a subspace. Therefore, the set of covering sequences which can be calculated from Proposition 3.2 given by Carlet and Mesnager [39] and our theorems 3.3 and 3.4 are proven to be distinct.
3.2. Already Known Facts on Covering Sequences

For a Boolean function, Carlet and Tarannikov has shown the equivalence between its balancedness and the fact it admits a covering sequence. They also obtain a characterization of correlation-immune and resilient functions by means of covering sequences. Carlet and Tarannikov results are given as theorems and propositions 3.1 and 3.2. In section 3.4, we give the relation between covering sequence and Walsh transform null frequencies. Correlation immunity order can be found from Walsh transform nulls. Thus results of Carlet and Tarannikov are related to our findings. At first, the definition of the covering sequence of a Boolean function is given.

**Definition 3.1:** [40] The covering sequence of an \( m \)-variable function \( f \) is any sequence

\[
\lambda = (\lambda_000...0, \lambda_000...1,..., \lambda_{111...1}) = (\lambda_a)_{a \in GF(2)^m}
\]

(where the index vector \( a \) is ordered lexicographically) such that

\[
\sum_{a \in GF(2)^m} \lambda_a D_a f = (\rho, \rho, ..., \rho) = \rho
\]

is a vector with identical elements and the derivative \( D_a f \) is defined by (2.11). The value of \( \rho \) is called the level of this sequence. If \( \rho \neq 0 \), then the covering sequence is said to be nontrivial.

**Proposition 3.1** [40]: Let \( f \) be a Boolean function on \( GF(2)^m \). Assume that there exist numbers \( \lambda_a \in Z, \ a \in GF(2)^m \) and a nonzero number \( \rho \) such that

\[
\sum_{a \in GF(2)^m} \lambda_a D_a f \text{ is equal to the constant function } \rho.
\]

Then \( f \) is balanced. Conversely,
assume that $f$ is balanced, then the integer valued function $\sum_{a \in GF(2)^m} D_a f$ is constant and equal to $2^{m-1}$.

**Theorem 3.1:** [40] Let $f$ be any Boolean function on $GF(2)^m$ and $\lambda = (\lambda_a)_{a \in GF(2)^m}$ be any sequence. $f$ admits $\lambda$ as covering sequence if and only if its Fourier transform $\hat{\lambda}(w)$ takes constant value on the support of the Walsh transform $W_f$, i.e., for all frequencies $\{w \in GF(2)^m \mid W_f(w) \neq 0\}$. Let $r$ be this constant value, then the level of this covering sequence is the number

$$\frac{1}{2} \left[ (\sum_{a \in GF(2)^m} \lambda_a) - r \right].$$

**Theorem 3.2:** [40] Let $f$ be any Boolean function on $GF(2)^m$.

1- If $f$ admits a covering sequence $\lambda = (\lambda_a)_{a \in GF(2)^m}$ with level $\rho$ (resp. with level $\rho \neq 0$), then $f$ is $k$th order correlation-immune (resp. $k$-resilient), where $(k+1)$ is the minimum Hamming weight of nonzero $b \in GF(2)^m$ such that $\hat{\lambda}(b) = r$, and $r = \hat{\lambda}(0) - 2\rho$.

2- Conversely if $f$ is $k$th order CI and it is not $(k+1)$th order CI then there exists one trivial covering sequence $\lambda = (\lambda_a)_{a \in GF(2)^m}$ with level $\rho$ such that $k+1$ is the minimum Hamming weight of nonzero $b \in GF(2)^m$ satisfying

$$\hat{\lambda}(b) = \hat{\lambda}(0) - 2\rho.$$
The proof of Theorem 3.2 is given in [40]. The following proposition requires the definition of the indicator for a given set, $A$, of vectors.

**Definition 3.2:** The indicator $I_A$ is a binary $2^m$-dimensional vector, each element $I_A(x)$ of which is indicating the existence or nonexistence of (lexicographically ordered) $GF(2)^m$ elements within the set $A$, i.e.,

$$I_A(x) = \begin{cases} 1 & \text{if } x \in A \\ 0 & \text{if } x \notin A \end{cases} \quad (3.3)$$

Hence, the Hamming weight of $I_A$ is equal to $|A|$, the number of elements in $A$.

**Proposition 3.2:** [39] Let $E$ be any vector subspace of $GF(2)^m$ and $(u \oplus E)$ be any of its cosets. Let $f$ be a Boolean function on $GF(2)^m$. Assume it admits no derivative $D_a f$ equal to the constant function $1$. Then $f$ admits the indicator of $(u \oplus E)$ as a nontrivial covering sequence if and only if the support of $W_f(w)$ is disjoint from $E^\perp = \{ x \in GF(2)^m \mid v^T x = 0, \forall v \in E \}$. This is equivalent to the fact that the restriction of $f$ to any coset of $E$ is balanced. The level of this covering sequence is then equal to $|E|/2$ and the indicator of every coset of $E$ is also a covering sequence of $f$ with the same level. More generally, any sequence $\lambda$ such that for every $a \in E$ and every $u \in GF(2)^m$, $\lambda_{a+u} = \lambda_u$ is also a covering sequence of $f$. 
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3.3. Relation Between Covering Sequences and Walsh Transform Null Frequencies

Our aim in this section is to find relations between covering sequences and Walsh transform null frequencies of a Boolean function.

**Theorem 3.3:** Let \( f \) be any Boolean function on \( GF(2)^m \) and \( W_f(w) \) be its Walsh transform at frequency \( w \).

1- For all nonzero Walsh transform nulls \( w \), there exists a \((-1,+1)\)-valued covering sequence \( \lambda = (\lambda_a)_{a \in GF(2)^m} \) with elements \( \lambda_a = (-1)^{<w,a>} \). (3.4)

2- For all covering sequences which can be represented as \( \lambda = (\lambda_a)_{a \in GF(2)^m} \) with elements \( \lambda_a = (-1)^{<w,a>} \), there is a nonzero Walsh transform null \( w \).

**Proof:**

1- A Walsh transform null frequency \( w \) satisfies

\[
W_f(w) = \sum_{x \in GF(2)^m} (-1)^{f(x)}(-1)^{<w,x>} = \sum_{x \in GF(2)^m} (-1)^{f(x)}(-1)^{<w,x>} = 0. \quad (3.5)
\]

Hence, \( f(x) \oplus <w,x> \) is balanced for all Walsh transform null frequencies \( w \).

Using Proposition 3.3,

\[
\sum_{a \in GF(2)^m} D_a (f(x) \oplus <w,x>) = \left(2^{m-1} \ldots 2^{m-1}\right). \quad (3.6)
\]

Using the definition of derivative of a vector from (2.8) we have,

\[
D_a (f(x) \oplus <w,x>) = f(x) \oplus <w,x> \oplus f(x \oplus a) \oplus <w,x \oplus a> = D_a f \oplus <w,a> \quad (3.7)
\]
\[ \mathbf{D}_a(f(x) \oplus <w,x>) = \begin{cases} \mathbf{D}_a f, & \text{if } <w,a> = 0 \\ \mathbf{D}_a f \oplus 1, & \text{if } <w,a> = 1 \end{cases}, \quad (3.8) \]

\[ \mathbf{D}_a(f(x) \oplus <w,x>) = \begin{cases} \mathbf{D}_a f, & \text{if } <w,a> = 0 \\ 1 - \mathbf{D}_a f, & \text{if } <w,a> = 1 \end{cases}, \quad (3.9) \]

Using (3.9), the binary ‘\( \oplus \)’ addition in (3.8), becomes an integer ‘+’ addition in (3.10).

\[ \mathbf{D}_a(f(x) \oplus <w,x>) = (-1)^{<w,a>} \mathbf{D}_a f + \begin{cases} 0, & \text{if } <w,a> = 0 \\ 1, & \text{if } <w,a> = 1 \end{cases}. \quad (3.10) \]

For \( 2^m \) possible \( a \) vectors, in \( 2^{m-1} \) cases \( <w,a> = 0 \) and in \( 2^{m-1} \) cases \( <w,a> = 1 \).

Then

\[ (2^{m-1} \ldots 2^{m-1}) + \sum_{a \in GF(2)^m} (-1)^{<w,a>} \mathbf{D}_a f = (2^{m-1} \ldots 2^{m-1}) \]. \quad (3.11) \]

Therefore

\[ \sum_{a \in GF(2)^m} (-1)^{<w,a>} \mathbf{D}_a f = (0 \ldots 0). \quad (3.12) \]

Recall the covering sequence relation

\[ \sum_{a \in GF(2)^m} \lambda_a \mathbf{D}_a f = (\rho \ldots \rho). \quad (3.13) \]

Comparing (3.12) and (3.13), one can find the covering sequence in (3.12) as

\[ \lambda_a = (-1)^{<w,a>} \]. \quad (3.14) \]

excluding \( w = 0 \). Notice that for \( w = 0 \), we have \(-1)^{<w,a>} = 1\) and (3.12) can be satisfied for only constant functions. Thus (3.14) is valid except for \( w = 0 \), which
is a Walsh transform null of only balanced functions.

Hence, $\lambda = (\lambda_a)_{a \in GF(2)^m}$ with elements $\lambda_a = (-1)^{\langle w, a \rangle}$ is a $(+1,-1)$ valued trivial covering sequence.

2- Since the proof steps (3.4) to (3.14) are equalities that can be repeated in the reverse direction, the second statement of Theorem 3.3 is also proved simultaneously.

**Theorem 3.4:** Let $f$ be a balanced Boolean function on $w \in GF(2)^m$ and $W_f(w)$ be its Walsh transform at frequency $w$.

1- For all nonzero Walsh transform nulls $w$, there exists a $(0,1)$-valued covering sequence $\lambda = (\lambda_a)_{a \in GF(2)^m}$ with elements $\lambda_a = \langle w, a \rangle$.  

\[ \lambda_a = \langle w, a \rangle. \tag{3.15} \]

2- For all covering sequences which can be represented as $\lambda = (\lambda_a)_{a \in GF(2)^m}$ with elements $\lambda_a = \langle w, a \rangle$, there is a nonzero Walsh transform null $w$.

**Proof:**

1- Starting from (3.12), and since $(-1)^{\langle w, a \rangle} = 1 - 2 \langle w, a \rangle$,

\[ \sum_{a \in GF(2)^m} (1 - 2 \langle w, a \rangle) D_a f = (0, ..., 0). \tag{3.16} \]

(3.16) can also be written as

\[ \sum_{a \in GF(2)^m} \langle w, a \rangle D_a f + \sum_{a \in GF(2)^m} D_a f = (0, ..., 0). \tag{3.17} \]

It is easy to see that
\[
\sum_{a \in GF(2)^m} <w, a> D_a f = \frac{1}{2} \left( \sum_{a \in GF(2)^m} D_a f \right).
\]

(3.18)

For a balanced function \( f \), \( \sum_{a \in GF(2)^m} D_a f = (2^{m-1} 2^{m-1} \ldots 2^{m-1}) \) by Proposition 3.1.

Hence,

\[
\sum_{a \in GF(2)^m} <w, a> D_a f = (2^{m-2} 2^{m-2} \ldots 2^{m-2})
\]

(3.19)

Comparing the covering sequence equation \( \sum_{a \in GF(2)^m} \lambda_a D_a f = (\rho \rho \ldots \rho) \) and (3.19) one gets \( \lambda_a = <w, a> \), excluding \( w = 0 \). Notice that for \( w = 0 \), we have \( <w, a> = 0 \) and (3.19) can not be satisfied. Thus \( \lambda = (\lambda_a)_{a \in GF(2)^m} \) with elements \( \lambda_a = <w, a> \) is a covering sequence of the balanced function \( f \) with level \( \rho = 2^{m-2} \) except for \( w=0 \) which is a Walsh transform null for all balanced functions.

2- Since the proof steps (3.4) to (3.19) are equalities that can be repeated in the reverse direction, the second statement of Theorem 3.4 is also proved simultaneously.

We now give corollaries 3.1 and 3.2 for theorems 3.3 and 3.4.

**Corollary 3.1:** (i) Let \( w = (w_m, \ldots, w_2, w_1) \) be the nonzero Walsh transform null frequency of a Boolean function \( f \), and \( \lambda \) be the corresponding (-1,+1)-valued covering sequence with elements \( \lambda_a = (-1)^{<w,a>} \). Then, \( \lambda_0 = 1 \) and for any two indices \( a \) and \( b \), the element \( \lambda_{a \oplus b} = \lambda_a \lambda_b \).
(ii) Similarly, any \((-1,+1)\)-valued covering sequence \(\lambda\), with elements satisfying the property \(\lambda_{a \oplus b} = \lambda_{a} \lambda_{b}\) and \(\lambda_{0} = 1\) implies a nonzero Walsh transform null frequency, \(w = (w_{m},..., w_{2}, w_{1})\), which is equal to 
\[1,1,...,1 - \left(\frac{\lambda_{0}...0...0...0}{2}\lambda_{0}...0\lambda_{0}...0\lambda_{0}...0\right)\]. Each element of the vector \(w\) can be found using \(w_{a} = 1 - \frac{\lambda_{a}}{2}\) for all \(a | wt(a) = 1\).

**Proof:** (i) \(\lambda_{0} = \lambda_{00..0} = (-1)^{0} = 1\) and 
\[\lambda_{a \oplus b} = (-1)^{<w.a \oplus b>} = (-1)^{<w.a> \oplus <w.b>} = (-1)^{<w.a>} (-1)^{<w.b>} = \lambda_{a} \lambda_{b}\]

(ii) Using \(\lambda_{a \oplus b} = \lambda_{a} \lambda_{b}\) with \(\lambda_{0} = 1\) and the fact that the covering sequence is \((-1,+1)\)-valued, its elements can be represented as \(\lambda_{a} = (-1)^{<k,a>}\). For all weight 1 indexed terms this becomes \(\lambda_{a} = (-1)^{k_{a}}\), \(k_{a}\) being the \(a\)th bit of vector \(k\). Since all binary vectors can be represented as a sum of vectors of weight 1 knowledge of covering sequence elements with weight 1 is sufficient to calculate other elements. This can be shown by (3.21) as,
\[\lambda = (\lambda_{00..0},...\lambda_{11..1}) = (0, (-1)^{k_{1}}, (-1)^{k_{2}}, (-1)^{k_{1} \oplus k_{2}},...\), (-1)^{k_{1} \oplus ... \oplus k_{m}})\]

Since one can express all weight-1 indexed terms as
\[\lambda_{a} = (-1)^{<k,a>} = (-1)^{k_{a}} = 1 - 2k_{a}, k_{a} = 1 - \frac{\lambda_{a}}{2}\]

The corresponding vector \(k = (k_{m},..., k_{2}, k_{1})\) is a Walsh transform null by Theorem 3.3. Denoting \(k\) by \(w\), from (3.22)
Corollary 3.2: i) Let $w = (w_m, w_2, w_1)$ be the nonzero Walsh transform null frequency of a balanced Boolean function $f$, and $\lambda$ be the corresponding $(0,1)$-valued covering sequence with elements $\lambda_a = \langle w, a \rangle$. Then, $\lambda_a = 0$ and for any two indices $a$ and $b$, the element $\lambda_{a \oplus b} = \lambda_a \oplus \lambda_b$.

ii) Similarly, any covering sequence $\lambda$, with elements satisfying the property $\lambda_{a \oplus b} = \lambda_a \oplus \lambda_b$ and $\lambda_0 = 0$ implies a nonzero Walsh transform null frequency $w$, $w = (w_m, w_2, w_1) = (\lambda_{0,0} \ldots \lambda_{0,10}, \lambda_{0,01})$. Each element of the vector $w$ can be found using $\lambda_a = \langle w, a \rangle$ for $\forall a \mid wt(a) = 1$.

Proof: (i) $\lambda_a = \lambda_{00..0} = \langle 00..0 \rangle, w \gg 0$ and

$$\lambda_{a \oplus b} = \langle w, a \oplus b \rangle = \langle w, a \rangle \oplus \langle w, b \rangle = \lambda_a \oplus \lambda_b \quad (3.24)$$

(ii) Using $\lambda_{a \oplus b} = \lambda_a \oplus \lambda_b$ with $\lambda_0 = 0$ and the fact that the covering sequence is $(0,1)$-valued, its elements can be represented as $\lambda_a = \langle k, a \rangle$. For all weight 1 indexed terms this becomes $\lambda_a = k_a$, the $a$th bit of vector $k$. Since all binary vectors can be represented as a sum of vectors of weight 1 knowledge of covering sequence elements with weight 1 is sufficient to calculate other elements. This can be shown by (3.25) as,

$$\lambda = (\lambda_{0,0}, \ldots, \lambda_{1,1}) = (0, k_1, k_2, (k_1 \oplus k_2), \ldots, (k_1 \oplus \ldots \oplus k_m)). \quad (3.25)$$
The corresponding vector \( \mathbf{k} = (k_m, k_2, k_1) \) is a Walsh transform null by Theorem 3. Call now \( \mathbf{k} \) as \( \mathbf{w} \). From (3.25)

\[
\mathbf{w} = (w_m, w_2, w_1) = (\lambda_{10\ldots0\ldots0}, \lambda_{0\ldots10\ldots0}, \lambda_{0\ldots0\ldots10})
\]

using \( \lambda_a = \langle \mathbf{w}, \mathbf{a} \rangle \) for \( \forall \mathbf{a} \mid \mathbf{w}t(\mathbf{a}) = 1 \).

**Corollary 3.3:** For any Boolean function, number of covering sequences is greater than or equal to the number of Walsh transform nulls, i.e.,

\[
\text{(number of covering sequences)} \geq \text{(number of Walsh transform null frequencies)}.
\]

**Proof:** Because of the relations (3.14) and (3.15), each Walsh transform null defines a covering sequence; hence, the minimum number of covering sequences is equal to the number of Walsh zeros. Inequality occurs either when \( f \) is balanced or there are other covering sequences that cannot be represented as \( \lambda_a = \langle \mathbf{w}, \mathbf{a} \rangle \) or \( \lambda_a = (-1)^{\langle \mathbf{w}, \mathbf{a} \rangle} \).

**Corollary 3.4:** Hamming weight of the covering sequence of a balanced function calculated from any nonzero Walsh transform null frequency through equation (3.15) is \( 2^{m-1} \).

**Proof:** Let \( \mathbf{w} \) be a nonzero Walsh transform null; \( W_f(\mathbf{w}) = 0 \) and let \( \lambda = (\lambda_a)_{a \in GF(2)^m} \) be the corresponding covering sequence. The Hamming weight of \( \lambda \) is,

\[
wt(\lambda) = \sum_{a \in GF(2)^m} \lambda_a = \sum_{a \in GF(2)^m} < \mathbf{w}, \mathbf{a} >
\]

If \( \mathbf{w} = (0 \ldots 0) \) then \( wt(\lambda) = 0 \). Assuming \( \mathbf{w} \neq (0 \ldots 0) \) and using (3.12),

29
\[
\sum_{a \in GF(2)^m} \langle w, a \rangle = \frac{1}{2} \sum_{a \in GF(2)^m} 1 - (-1)^{\langle w, a \rangle} = 2^{n-1} \frac{1}{2} \sum_{a \in GF(2)^m} (-1)^{\langle w, a \rangle}
\]  

(3.28)

\[
\sum_{a \in GF(2)^m} (-1)^{\langle w, a \rangle} = \sum_{a \in GF(2)^m} (-1)^{\langle w, a \rangle} (-1)^{\langle b, a \rangle} |_{b=0} = \delta(w \oplus b) = \begin{cases} 1 & \text{if } b = w \\ 0 & \text{else} \end{cases}
\]  

(3.29)

Since \( b = (0 \ldots 0) \), and \( w \neq (0 \ldots 0) \), \( wt(\lambda) = 2^{m-1} \) for any nonzero covering sequence calculated from (3.15).

**Corollary 3.5:** Hamming weights of the covering sequences calculated from Proposition 3.2 of Carlet and Tarannikov, where \( k \) is the dimension of the largest subspace \( E^\perp = \{ x \in GF(2)^m \mid v^T x = 0, \forall v \in E \} \) constructed by Walsh transform nulls of an \( m \)-variable Boolean function \( f \), are all \( 2^{m-k} \).

**Proof:** In Proposition 3.2, the indicator of every coset of \( E \) is given to be a covering sequence \( \lambda \) of function \( f \). Then, \( wt(\lambda) = 2^{\dim(E)} = 2^{m-k} \).

**Corollary 3.6:** Any pair of covering sequences \( \lambda \) and \( \lambda' \) calculated from Walsh transform null frequencies through (3.15) are linearly independent, i.e.,

\[
k\lambda + j\lambda' \neq (0 \ldots 0) \text{ for any integers } k, j \neq 0 \text{ and } \lambda \neq \lambda'.
\]  

(3.30)

**Proof:** Let \( w \) and \( w' \) be two Walsh transform nulls; \( W_f(w) = 0 \), \( W_f(w') = 0 \) and \( \lambda \) and \( \lambda' \) be the corresponding covering sequences, so

\[
\lambda = (\lambda_a = \langle w, a \rangle)_{a \in GF(2)^m} \text{ and } \lambda' = (\lambda'_a = \langle w', a \rangle)_{a \in GF(2)^m}.
\]  

We will use proof by contradiction. Now assume that \( \lambda \) and \( \lambda' \) are linearly dependent.

Then \( k\lambda + j\lambda' = (0 \ldots 0) \) for \( k, j \neq 0 \)  

(3.31)
Now using (3.31),

\[
k(\lambda_0, \ w_1, \ w_2, \ (w_1 \oplus w_2), \ ... \ , \ (w_1 \oplus ... \oplus w_m)) \oplus j(\lambda'_0, \ w'_1, \ w'_2, \ (w'_1 \oplus w'_2), \ ... \ , \ (w'_1 \oplus ... \oplus w'_m)) = (0 \ 0 \ ... \ 0)
\]

(3.32)

(3.31) holds if and only if \( k\ w_i \oplus jw'_i = 0 \ \forall \ i \in \{0,1,...,m\} \). Notice that \( \lambda \neq \lambda' \) implies that \( w \neq w' \); hence there exists at least one \( w_i \) such that \( w_i \neq w'_i \). Without lost of generality assume \( w_i = 0 \) and \( w'_i = 1 \). \( k\lambda + j\lambda' = (0 \ ... \ 0) \) implies that \( k=0 \).

Therefore \( j=0 \), which contradicts the assumption of (3.31). Hence, \( \lambda \) and \( \lambda' \) are linearly independent.

**Theorem 3.5:** The covering sequences calculated from Walsh transform null frequencies through equation (3.15) can not be indicators (see (3.3) for the definition) of any subspace.

**Proof:** The elements of a covering sequence that satisfies \( \lambda = (\lambda_\mathbf{a} = \langle \mathbf{w}, \mathbf{a} \rangle)_{\mathbf{a} \in GF(2)^m} \) are related to each other by (3.20). We will use the proof by contradiction. Assume \( \lambda \) is an indicator of a subspace \( E \). Then \( \lambda \) satisfies

\[
\lambda_\mathbf{a} = \begin{cases} 
1 & \text{if } \mathbf{a} \in E \\
0 & \text{if } \mathbf{a} \not\in E
\end{cases}
\]  

(3.33)

Let \( \mathbf{a}, \mathbf{b} \in E \), as \( \lambda \) is the indicator of \( E \), \( \lambda_\mathbf{a} = 1, \lambda_\mathbf{b} = 1 \). Since \( E \) is a subspace, it is closed, so \( (\mathbf{a} \oplus \mathbf{b}) \in E \); therefore, \( \lambda_{\mathbf{a} \oplus \mathbf{b}} = 1 \). However, \( \lambda \) obtained by (3.15) should also satisfy Corollary 3.1, which implies \( \lambda_{\mathbf{a} \oplus \mathbf{b}} = 1 \oplus 1 = 0 \). This is a contradiction. Hence \( \lambda = (\lambda_\mathbf{a} = \langle \mathbf{w}, \mathbf{a} \rangle) \) can not be the indicator of any subspace.

In the rest of this paper, \( k \) will refer to the dimension of the largest subspace.
\[ E^\perp = \{ \mathbf{x} \in GF(2)^m \mid \mathbf{v}^T \mathbf{x} = 0, \forall \mathbf{v} \in E \} \]
constructed by Walsh transform nulls of an \( m \)-variable Boolean function \( f \). Then, the dimension of the subspace \( E \) is \( m - k \).

**Corollary 3.7:** The set of covering sequences found from Proposition 3.2 and Theorem 3.3 are distinct.

*Proof:* This follows from Corollaries 3.4 and 3.5 and Theorem 3.5.

**Corollary 3.8:** The set of covering sequences found from Proposition 3.2 and Theorem 3.4 are distinct.

*Proof:* This follows from the definition of indicator (3.3) and the fact that any \((-1,1)\) valued sequence can not be the indicator of a subspace.

**Corollary 3.9:** The number of covering sequences that can be calculated from Proposition 3.2 is \( 2^k \), which is equal to the number of elements of the largest subspace constructed by Walsh transform nulls.

*Proof:* The number of cosets that can be constructed from \( E \) is \( 2^n / 2^{m-k} = 2^k \). Since every coset indicator is a covering sequence, their total number is \( 2^k = |E^\perp| \), which is the number of elements in \( E^\perp \).

**Remark 3.1:** Our relations (3.14), (3.15) and Theorem 3.2 have very different meanings. Theorem 3.2 implies that a covering sequence gives some of the Walsh transform nulls (those which have weights less than or equal to the correlation immunity order), but calculation of covering sequence from these nulls is not given and it is impossible to find covering sequences without the knowledge of all nulls. However (3.14) says that every Walsh transform null implies a covering sequence \( \lambda_a = (-1)^{w_a} \) and some of the covering sequences with the property
\( \lambda_w = (-1)^{<w,a>} \) indicates a Walsh transform null \( w \). Hence every Walsh transform null frequency can be calculated from covering sequences and some of the covering sequences can be calculated from Walsh transform null frequencies.

### 3.4. Covering Sequences of Affine Equivalent Boolean Functions

In this section, relations between the covering sequences of affine equivalent Boolean functions are studied. Affine equivalence is defined using the definition in [60]. If there exists a nonsingular binary \( mxm \) matrix \( A \) and \( mx1 \) vectors \( b, c \in GF(2)^m \) and \( d \in GF(2) \) such that

\[
f(x) = g(Ax \oplus b) \oplus \langle c, x \rangle \oplus d
\]  

(3.34)

then \( f \) and \( g \) are said to be affine equivalent. Walsh and autocorrelation spectra of affine equivalent Boolean functions are studied in [23, 24]. The following proposition is given in [60] on the Walsh spectra relation of affine equivalent Boolean functions.

**Proposition 3.3** [60]: Let \( f(x), g(x) \) be two functions satisfying (3.51). Then for any \( w \in GF(2)^m \), [91],

\[
W_g(w) = (-1)^{d + b < A^{-1} (c + w), A^{-1} >} W_f(<(c + w), A^{-1} >)
\]  

(3.35)

**Proposition 3.4** [91]: The Walsh spectrum of \( f(x) \) at \( i \) is equal to the Walsh spectrum of \( g(x) \) at \( j \), where \( j = c + iA^T \). Therefore the distribution of absolute value of Walsh spectra of \( f(x) \) is same to that of \( g(x) \).

Therefore, the number of Walsh transform null frequencies are same for affine equivalent Boolean functions. This means same number of covering sequences can be found from Walsh nulls. However affine equivalent Boolean functions can have
different number of covering sequences. This is because they can have covering sequences other than found from (3.14) and (3.15). Since they have different Walsh nulls the corresponding covering sequences are different. Here we study the covering sequences of affine equivalent functions in detail. Three important questions are:

**Question 1:** If \( f \) does not have any covering sequence, does \( g \) have any covering sequence?

**Question 2:** Let \( \lambda \) be one of the covering sequences of \( f \) with level \( \rho \). What is the corresponding covering sequence and its level for \( g \)?

**Question 3:** Are all covering sequences of \( f \) and \( g \) related?

Let us now investigate these questions in three steps.

**Answer 1:** Assume \( f \) does not have any covering sequence. Thus,

\[
\sum_{a \in GF(2)^m} \lambda'_a D_a f
\]

is not a constant vector. Then,

\[
\sum \lambda'_a D_a g = \sum \lambda'_a (g(x) \oplus g(x \oplus a))
\]

\[
= \sum \lambda'_a (f(Ax \oplus b) \oplus c, x > \oplus d + f(A(x \oplus a) \oplus b) \oplus c, (x \oplus a) > \oplus d)
\]

\[
= \sum \lambda'_a (f(Ax \oplus b) \oplus f(Ax \oplus Aa \oplus b)) \oplus c, a >
\]

\[
= \sum \lambda'_a (f(y) \oplus f(y \oplus Aa)) \oplus c, a >
\]

\[
= \sum \lambda'_a D_{Aa} f \oplus \lambda'_a < c, a >
\]

Since \( < c, a > \) is constant for given \( a \) and \( c \), \( \sum \lambda_a D_a g \) can not be a constant vector. Hence, if \( f \) does not have any covering sequence then its affine equivalent
function \( g \) does not have any covering sequence either.

**Answer 2:** If \( f \) and \( g \) are affine equivalent then

\[
f(x) = g(Ax \oplus b) \oplus <c, x> \oplus d = g'(x) \oplus <c, x> \oplus d.
\]

(3.37)

From the fact that if \( B = Ax \oplus b \) with \( nxn \) matrix \( A \) and \( nxl \) vector \( b \) we have from [8],

\[
D_a (f \circ B) = D_{Aa} f \circ B,
\]

(3.38)

one has for \( g \circ B = g(Ax \oplus b) = g'(x) \)

\[
D_a g' = D_{Aa} g \circ B.
\]

(3.39)

Then,

\[
D_a f = D_a g' \oplus <c, x> \oplus d \oplus <c, (x \oplus a) > \oplus d = D_{Aa} g \circ B \oplus <c, a>
\]

(3.40)

Covering sequence relation for \( f \) is

\[
\sum \lambda_a D_a f = (\rho_f, \ldots, \rho_f) = \rho_f.
\]

(3.41)

Covering sequence relation for \( g \) is

\[
\sum \lambda'_a D_a g = (\rho_g, \ldots, \rho_g) = \rho_g.
\]

(3.42)

(3.41) can also be written as:

\[
\sum \lambda_a (D_{Aa} g \circ B) \oplus <c, a> = \rho_f.
\]

(3.43)

Then
\[
\lambda_{00..01}(D_{A(00..01)}g(00..01)) \circ B + < c, 00..01 > + \lambda_{00..010}(D_{A(00..010)}g(00..010)) \circ B + \ldots
\]
\[
\lambda_{00..01}(D_{A(00..01)}g(11..11)) \circ B + < c, 00..01 > + \lambda_{00..010}(D_{A(00..010)}g(11..11)) \circ B + \ldots
\] = ρ_f

(3.44)

Here \( D_{f(j)} \) is \( j^{th} \)-indexe position of the vector \( D_{a f} \) for \( a=i \). (3.42) is equal to

\[
\left[ \lambda_{00..01} D_{00..01} f(00..01) \right] + \left[ \lambda_{00..10} D_{00..10} f(00..01) \right] + \ldots
\]
\[
\left[ \lambda_{00..01} D_{00..01} f(11..11) \right] + \ldots
\] = ρ_g

(3.45)

\[
\left[ \lambda_{00..01} D_{A(00..01)} g(A(00..01) + b) \right] + \lambda_{00..01} < 00..01, c > + \left[ \lambda_{00..10} D_{A(00..10)} g(A(00..01) + b) \right]
\]
\[
+ \left[ \lambda_{00..01} D_{A(00..10)} g(A(00..10) + b) \right] + \lambda_{00..01} < 00..01, c > + \ldots
\] = ρ_f

(3.46)

Define,

\[
\beta = (\oplus_a \lambda_a f < a, c > )
\]

(3.47)

Then (3.46) can be written as

\[
\lambda_{00..01}(D_{A(00..01)}g(A(00..01) + b)) + \lambda_{00..10} D_{A(00..10)} g(A(00..10) + b) + \ldots + \beta = \lambda_{00..01} D_{00..01} f(00..01) + \lambda_{00..10} D_{00..10} f(00..10) + \ldots
\]

(3.48)

There are \( 2^{m-1} \) such equations. If one can find all \( (\lambda_a')_{a \in GF(2)^m} \) from
\[(\lambda_\alpha)_{\alpha \in GF(2)^n}\text{ then}\]

\[\rho_f = \rho_g\]  

(3.49)

Hence, at least one of the covering sequences of two affine equivalent functions are related by (3.48) and (3.49).

**Answer 3:** In Answer-2 it is seen that every covering sequence of affine equivalent Boolean functions are related. However the relation we have found does not show that there is a bijective mapping between covering sequences of \(f\) and \(g\). Therefore the numbers of covering sequences of affine equivalent functions do not have to be equal. This is also conformed by Proposition 3.2 of Carlet and Tarannikov, because the largest subspaces of Walsh transform nulls of affine equivalent functions do not have the same size in general.

### 3.5. Conclusions

In this chapter, we show that some covering sequences of a Boolean function can be obtained using the Walsh transform nulls. We prove that each null frequency of the Walsh transform defines one covering sequence; and if the Boolean function is balanced, each null is associated with two covering sequences. We present a lower bound for the number of covering sequences and confirm that the set of covering sequences that we find from Walsh transform nulls are distinct from those given by Carlet and Mesnager. Relations from a covering sequence to a Walsh transform null frequency are given as (3.14) and (3.15). We have shown that

i- for any \(m\)-variable Boolean function \(f\), each nonzero Walsh transform null frequency \(w \in GF(2)^m\) uniquely defines a covering sequence \(\lambda \in [1, -1]\) with
elements $\lambda_a = (-1)^{w,a}$ and for each covering sequence $\lambda$ which can be represented as $\lambda_a = (-1)^{w,a}$, there exists a nonzero Walsh transform null $w$.

ii- for an $m$-variable balanced Boolean function $f$, each nonzero Walsh transform null frequency $w \in GF(2)^m$ defines a covering sequence $\lambda \in GF(2)^{2^m}$ with elements $\lambda_a = w,a$ and for each covering sequence $\lambda$ which can be represented as $\lambda_a = w,a$, there exists a nonzero Walsh transform null $w$, and hence one can obtain some of the (in fact as much as the number of Walsh transform nulls) covering sequences from Walsh transform null frequencies. It is proven that all the covering sequences calculated from Walsh transform null frequencies through equation (3.15) are linearly independent and none of them can be an indicator of a subspace. From this point, we come to the conclusion that, the set of covering sequences which can be calculated from Proposition 3.2 of Carlet and Mesnager and Theorem 3.3 [39] are distinct, i.e., our theorems 3.3 and 3.4 give a covering sequence for each Walsh transform null frequency and if these nulls form a subspace called $E^\perp$, Carlet- Mesnager Proposition 3.2 gives a covering sequence for each coset of $E$.

On the other hand, we have obtained a relation between covering sequences of affine equivalent functions and have proven that if one of the affine functions does not have any covering sequence then its affine equivalent function does not have any either. Also it is shown that number of covering sequences of affine equivalent Boolean functions does not have to be equal.
Relations between error correcting codes and Boolean functions are studied extensively in the literature [12-16, 26-31, 45, 46, 55, 59, 64, 67, 71-76, 86, 93, 96, 98-108, 110-112]. Since 1990’s, coding theory researchers intensively study nonlinear codes [13, 76] that can be transformed into linear codes [26, 67, 74, 103] in other metric spaces via appropriate mappings. Some of the best-known examples of nonlinear binary error-correcting codes that are better than any linear code are the Nordstrom-Robinson [55, 59, 86, 98], Kerdock and Preparata codes [29, 46, 81, 86]. Calderbank et’al [29] showed that, when properly defined, Kerdock and Preparata codes are linear over the ring $\mathbb{Z}_4$; and as $\mathbb{Z}_4$-codes, they are the duals of each other. All these codes are in fact just extended cyclic codes [46, 81]. Tokareva [104-108] used Krotov matrices [72, 73] to generate $\mathbb{Z}_4$-linear codes [12, 14, 15, 45, 59, 71, 93, 99, 112] and from these codes she introduced $k$-affine binary functions which are affine in an alternative sense. From $k$-affine functions, she then defined $k$-bent functions and a special form of dot-product the $k$-dot product.

In this chapter, we examine Tokareva’s studies on $\mathbb{Z}_4$-linear codes. We understand and give the origins of $k$-affine functions and $k$-dot product definitions of Tokareva in Section 4.2. Then in Proposition 4.2, we show that the Krotov
matrices $A^{k,(m-2k)}$, which are used to construct $Z_4$-linear Hadamard like codes, in fact have as columns as the lexicographically ordered codewords of the $Z_4$-linear $(2^m, m)$ code $C$. We observe that, from a $Z_4$-linear $(2^m, m)$ code $C$ of type $4^k 2^{m-2k}$, which consists of $k$ many $Z_4$ elements and $(m-2k)$ many $Z_2$ elements, Tokareva defines a $Z_4$-linear, $(2^{2^m}, m+1)$ code $A^k_m$. Then as the binary image of this code, she obtains the code $A^k_m$. Each codeword of $A^k_m$ defines the truth table of a $k$-affine function, which then leads to the definition of $k$-dot products. We give Proposition 4.5 in order to describe the rules that quadratic parts of $k$-affine functions must obey. In Section 4.3, we give examples of the $Z_4$-linear codes of types $4^0 2^2$, $4^1 2^0$, $4^1 2^1$ and $4^2 2^0$ as to clarify the subject. Finally Section 4.4 contains our contributions on the extension of these definitions to a larger ring, $Z_8$. We drive a new class of functions, which we call $t,k$-affine, using linear codes over the ring $Z_8$. We then give propositions 4.7 to 4.11. Proposition 4.7 gives the properties of the $C^t_m$ matrix. Proposition 4.8 shows that for $t=0$, $k$-affine and $t,k$-affine functions are exactly the same which then imply Proposition 4.9 with the proposal that $k$-dot product and $t,k$-dot product values are equivalent for $t=0$. Proposition 4.10 gives the properties, whereas Proposition 4.11 gives the explicit formula of the $t,k$-dot product. The new class of functions contain all affine functions, some quadratic functions and some cubic functions. Examples of these functions are given at the end of this chapter starting from $Z_8$-linear codes.
4.1 $Z_4$-Linear Codes and Krotov Matrices

We will start this section by giving the definition of $Z_4$-Linear Codes. Then using this definition we give Proposition 4.2 to give the relation of $Z_4$-Linear Codes and Krotov matrices.

4.1.1 $Z_4$-Linear Codes

By a quaternary linear code $C$ of length $m$, a linear block code over $Z_4$, i.e., an additive subgroup of $Z_4^m$ is meant. A binary code is $Z_4$-linear if its coordinates can be permuted so that it is the image of a linear code over $Z_4$. The following proposition gives the generator matrices of quaternary linear codes.

**Proposition 4.1:** [104] Any $Z_4$-linear code $C$ containing some nonzero codewords is permutation equivalent to a $Z_4$-linear code with the generator matrix of the form

$$
\begin{pmatrix}
I_{k_1} & A & B \\
0 & 2I_{k_2} & D
\end{pmatrix}
$$

(4.1)

where $I_{k_1}$ and $I_{k_2}$ denote the $k_1 \times k_1$ and $k_2 \times k_2$ identity matrices, respectively, and $A$ and $D$ are $Z_2$ matrices and $B$ is a $Z_4$ matrix. Then $C$ is an abelian group of type $4^{k_1}2^{k_2}$. $C$ contains $2^{2k_1+k_2}$ codewords. $C$ is a free $Z_4$ module if and only if $k_2 = 0$. 

4.1.2. Krotov Matrices

In [73] D.S. Krotov introduced matrices of size \((r_1 + r_2) \times 2^{(2r_1 + r_2)}\) and named them as \(A^{r_1,r_2}\). These matrices consist of lexicographically ordered columns \(z^T\), where \(z\) runs through \(Z_4^{r_1} \times Z_2^{r_2}\). For example,

\[
A^{0,0} = \begin{bmatrix} 1 \\ 0 \\ 2 \end{bmatrix}, \quad A^{0,1} = \begin{bmatrix} 11111111 \\ 00112233 \\ 02020202 \end{bmatrix}. \quad (4.2)
\]

Later than Tokareva [104] named these matrices as \(G_m^k\) with \(k = r_1\) and \(m = 2r_1 + r_2\) with \(0 \leq k \leq (m/2)\). Tokareva used these matrices to define \(k\)-affine functions and \(k\)-bentness criteria. We will give the origins of the \(G_m^k\) matrix in order to understand the origins of the \(k\)-dot product and \(k\)-affine functions. We will now give Proposition 4.2 for the \(G_m^k\) matrix.

**Proposition 4.2:** Columns of the \((m-k) \times 2^m\) Krotov matrix \(A^{k,(m-2k)} = \begin{bmatrix} 1 \cdots 1 \\ G_m^k \end{bmatrix}\) are the lexicographically ordered codewords generated by

\[
\begin{pmatrix} I_k & 0 \\ 0 & 2I_{m-2k} \end{pmatrix}.
\]

and an extra symbol ‘1’ in the first position.

**Proof:** We know that by definition \(A^{k,(m-2k)}\) contains lexicographically ordered columns \(z^T\), where \(z\) runs through \(Z_4^k \times Z_2^{m-2k}\). Each column of \(A^{k,(m-2k)}\) consists of \(k\) many \(Z_4\) symbols and \((m-2k)\) many \(Z_2\) symbols.
Notice that (4.3) is equivalent to (4.1) with the matrices \( A=0 \), \( B=0 \), \( D=0 \). Then (4.3) produces codewords containing \( k_1=k \) many \( Z_4 \) symbols and \( k_2=(m-2k) \) many \( Z_2 \) symbols.

Hence, Columns of \( G_m^k \) are the lexicographically ordered codewords generated by (4.3).

4.2 Generating a \( Z_4 \)-linear, \((2^{2^m}, m+1)\) code \( A_m^k \) from a \( Z_4 \)-linear \((2^m, m)\) code \( C \)

It is observed that from a \( Z_4 \)-linear \((2^m, m)\) code \( C \) of type \( 4^k 2^{m-2k} \), which consists of \( k \) many \( Z_4 \) elements and \((m-2k)\) many \( Z_2 \) elements, Tokareva defines a \( Z_4 \)-linear, \((2^{2^m}, m+1)\) code \( A_m^k \) using the \( 2^m \times 1 \) vectors \( h^u \). A code of type \( 4^k 2^{m-2k} \) contains \((m-k)\) symbols, \( k \) of which are from \((0, 1, 2, 3)\) and \((m-2k)\) of which are from \((0, 2)\).

\[
h^u = \varphi_k^{-1}(u) G_m^k \tag{4.4}
\]

where

\[
\varphi_k(u^\prime, u^\prime) = (\phi(u^\prime), u^\prime) = u \tag{4.5}
\]

with \( u^\prime \in Z_4^k \) and \( u^\prime \in Z_2^{m-2k} \) and \( \phi \) is the Gray map which is defined by,

\[
\phi : Z_4 \to Z_2^2
\]

\[
\begin{align*}
0 & \to 00 \\
1 & \to 01 \\
2 & \to 11 \\
3 & \to 10
\end{align*}
\tag{4.6}
\]
So, \( \varphi_k^{-1}(u) = [u' u^*] \) and \( h^u = [u' u^*] \mathbf{G}^k_m \). Each \( h^u \) can be seen as a linear combination of the rows of \( \mathbf{G}^k_m \). Then (4.4) can be written as,

\[
\mathbf{h}^u = u' \begin{bmatrix} \mathbf{G}^k_m (0,0) \cdots \mathbf{G}^k_m (0,2^m - 1) \\ \mathbf{G}^k_m (1,0) \cdots \mathbf{G}^k_m (1,2^m - 1) \\ \vdots \\ \mathbf{G}^k_m (k,0) \cdots \mathbf{G}^k_m (k,2^m - 1) \end{bmatrix} + u'' \begin{bmatrix} \mathbf{G}^k_m (k + 1,0) \cdots \mathbf{G}^k_m (k + 1,2^m - 1) \\ \mathbf{G}^k_m (k + 2,0) \cdots \mathbf{G}^k_m (k + 2,2^m - 1) \\ \vdots \\ \mathbf{G}^k_m (m-k,0) \cdots \mathbf{G}^k_m (m-k,2^m - 1) \end{bmatrix},
\]

which is also equal to

\[
\mathbf{h}^u = u'(0) \begin{bmatrix} \mathbf{G}^k_m (0,0) \cdots \mathbf{G}^k_m (0,2^m - 1) \end{bmatrix} + \cdots + u'(k) \begin{bmatrix} \mathbf{G}^k_m (k,0) \cdots \mathbf{G}^k_m (k,2^m - 1) \end{bmatrix} + \cdots + u''(0) \begin{bmatrix} \mathbf{G}^k_m (k + 1,0) \cdots \mathbf{G}^k_m (k + 1,2^m - 1) \end{bmatrix} + \cdots + u''(m-2k) \begin{bmatrix} \mathbf{G}^k_m (m-k,0) \cdots \mathbf{G}^k_m (m-k,2^m - 1) \end{bmatrix}
\]

+ represents addition on \( Z_4 \). In (4.7), \( \begin{bmatrix} \mathbf{G}^k_m (i,0) \cdots \mathbf{G}^k_m (i,2^m - 1) \end{bmatrix} \) represents \( i \)th row of \( \mathbf{G}^k_m \) and \( \begin{bmatrix} \mathbf{G}^k_m (i,0) \cdots \mathbf{G}^k_m (i,2^m - 1) \end{bmatrix} = [c_0(i) c_1(i) \cdots c_{2^m-1}(i)] \) where \( c_j(i) \) is the \( i \)th symbol of the \( j \)th codeword. Thus \( i \)th row of \( \mathbf{G}^k_m \) is a vector of size \( 2^m \times 1 \) which contains \( i \)th symbols of all the lexicographically ordered codewords of the \( Z_4 \)-linear code \( \mathbf{C} \). For example for a \( Z_4 \)-linear code \( \mathbf{C} \) of type \( 4^1 2^1 \), we have

\[
c_0 = [0 0], c_1 = [0 2], c_2 = [1 0], c_3 = [1 2],
c_4 = [2 0], c_5 = [2 2], c_6 = [3 0], c_7 = [3 2].
\]

So,

\[
\mathbf{h}^{21} = [21] \begin{bmatrix} 0 & 0 & 1 & 1 & 2 & 2 & 3 & 3 \\ 0 & 2 & 0 & 2 & 0 & 2 & 0 & 2 \end{bmatrix} = (02200220).
\]
Notice that, since columns of $G^k_m$ are ordered lexicographically, elements of the vector $h^u$ are in some kind of order.

Tokareva defined a $2^m \times 2^m$ matrix $C^k_m = (c_{u,v}^k)$ over $Z_4$ with the rows $h^u$. Its rows are in lexicographical order of vectors $\varphi^1_k(u)$. Thus $C^k_m$ has all linear combinations of the symbols of all the codewords of $C$ ($Z_4$-linear code of type $4^k2^{m-2k}$). This new code of size $2^{m+1}$ is also a $Z_4$-linear code. Its of type $4^2m$.

The linearity of the new code comes from the fact that the new code contains $h^u$ for $\forall u \in Z_2^m$, i.e., all linear combinations of the codeword symbols are in the new code. Thus $Z_4$-linear code of type $4^k2^{m-2k}$ is extended to the $Z_4$-linear code of type $4^2m$ by Tokareva. $A^k_m$ which contains all $h^u$ and $h^u + 2$ is an affine code (+2 complements the corresponding binary vector after mapping by $\beta$). Mapping this code to $Z_2$ by $\beta: A^k_m \rightarrow Z_2$ binary code is obtained.

$$\beta: Z_4 \rightarrow Z_2$$

0,1 $\rightarrow$ 0

2,3 $\rightarrow$ 1

As an illustration for more understanding, we consider the code $C$ as an $(m-k) \times (m-k)$, S-box. Then each codeword of $C$ will be an S-box output. This S-box consists of $(m-k)$ component functions (symbols of the codewords). Each row of $G^k_m$ then corresponds to the truth table of one component function. Hence each $h^u$ is the truth table of a linear combination of the component functions of the S-box which is the so called extended output function of the S-box, which is
defined in (2.7). Then $C_{m}^{k}$ contains the truth tables of all of the extended outputs of the S-box as its rows.

Hence the codewords of $Z_{4}$-linear code $A_{m}^{k}$ are the truth tables of the extended output function of the S-Box (or the code $C$). Table 4.1 summarizes our illustration.

**Table 4.1:** Summary of our illustration between Tokareva’s notations and S-boxes

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C$</td>
<td>$(m-k) \times (m-k)$ S-box</td>
</tr>
<tr>
<td>Symbols of $C$</td>
<td>$(m-k)$ component functions of the S-box</td>
</tr>
<tr>
<td>Rows of $G_{m}^{k}$</td>
<td>Truth table of one component function</td>
</tr>
<tr>
<td>$h^{u}$</td>
<td>Truth table of an extended output function of the S-box</td>
</tr>
<tr>
<td>Codewords of $Z_{4}$-linear code $A_{m}^{k}$</td>
<td>Truth tables of the extended output functions of the S-box</td>
</tr>
<tr>
<td>Codewords of binary code $A_{m}^{k}$</td>
<td>Binary image of the truth tables of the extended output functions of the S-box</td>
</tr>
</tbody>
</table>

### 4.3 $k$-dot Product and $k$-Affine Functions

To every codeword of the binary code $A_{m}^{k}$ a truth table of a Boolean function can be matched. Codewords of the binary code $A_{m}^{k}$ are illustrated as binary images of the truth tables of the extended output functions of the S-box ($Z_{4}$-linear code $C$) in Table 4.1. The corresponding Boolean functions are said to be $k$-affine by Tokareva [104]. Thus the extended output functions of the $Z_{4}$-linear code $C$ are
said to be $k$-affine. The set of all $k$-affine functions is denoted by $\psi^k_m$. For $k=0,1$ $k$-affine functions corresponds to affine functions. However for $k \geq 2$ some of the $k$-affine functions are affine and rest are quadratic.

**Proposition 4.3:** [108] For any integer $m$, $0 \leq k \leq m/2$, the class $\psi^k_m$ consists of $2^{m-k+1}(k+1)$ many affine functions and $2^{m-k+1}(2^k - k - 1)$ many quadratic functions.

**Corollary 4.1:** [108] The part of affine functions in the class $\psi^m_{m/2}$ tends to zero as $m$ grows up.

If $g$ be the Boolean function corresponding to $\beta(h^u)$ which is the vector $h^u$ whose elements are $\beta$ mapped to $Z_2$, then Theorem 4.1 gives $g$.

**Theorem 4.1:** [104] For integer $m$, $k$ such that $0 \leq k \leq (m/2)$, a $k$-affine function with variable $v$ and constant parameter $u$ can be written as,

$$g(v) = \left( \oplus_{i=1}^{k} \oplus_{j=1}^{k} (u_{2i-1} \oplus u_{2i}) (u_{2j-1} \oplus u_{2j}) (v_{2i-1} \oplus v_{2i}) (v_{2j-1} \oplus v_{2j}) \right) \oplus \left( \oplus_{s=1}^{m} u_s v_s \right) \oplus a$$

(4.9)

where $u \in Z_2^m$ and $a \in Z_2$. For instance, any 2-affine 4-variable function $g$ is uniquely determined by a binary vector $u = (u_4 \ u_3 \ u_2 \ u_1)$ and an element $a \in Z_2$ as,

$$g(v_4 \ v_3 \ v_2 \ v_1) = (u_1 \oplus u_2)(u_3 \oplus u_4)(v_1 v_3 \oplus v_1 v_4 \oplus v_2 v_3 \oplus v_2 v_4) \oplus u_2 v_1 \oplus u_1 v_2 \oplus u_4 v_3 \oplus u_3 v_4 \oplus a.$$
The class $\Psi_4^2$ consists of 24 affine and 8 quadratic functions. Quadratic functions can be given by the vectors $u \in \{(0101), (0110), (1001), (1010)\}$ and $a \in \{0, 1\}$.

**Definition 4.1:** [104] $k$-dot product of the two $m$-bit binary vectors $u$ and $v$ is defined to be,

$$
\langle u, v \rangle_k = \beta(c_{u,v}^k) = (\bigoplus_{i=1}^k \bigoplus_{j=i}^k (u_{2i-1} \oplus u_{2i})(v_{2j-1} \oplus v_{2j})(u_{2j-1} \oplus v_{2j}) + \bigoplus_{s=1}^m u_s v_s)
$$

(4.10)

Hence $k$-dot product definition comes from the $k$-affine function.

**Proposition 4.4:** [104] For any integer $n, m, k$ such that $n = 2^m$, $0 \leq k \leq m/2$, it holds;

(i) $C_{m+1}^k = \left(C_m^k \otimes J_2^1\right) \oplus \left(J_n \otimes C_1^0\right)$

(ii) $C_{m+2}^k = \left(J_4 \otimes C_m^k\right) \oplus \left(C_2^1 \otimes J_n\right)$

(iii) $\left(C_m^k\right)^T = C_m^k$

$A_m^k$ is a code, which contains the truth tables of $k$-affine functions, i.e.,

$A_m^k = \{\text{codewords} | \text{codewords} = <u, v>_k \oplus a\}$. The algebraic normal forms (ANF) of $k$-affine functions contain a linear part and/or a quadratic part. However it is observed that only a certain type of quadratic terms are included. We define these quadratic terms in Proposition 4.5.
**Proposition 4.5:** Only the quadratic terms obeying (i), (ii), and (iii) can be included in the algebraic normal forms of the $k$-affine functions. Let us pair the $m$-bit binary vector $v$ as $G(v) = \{(v_1, v_2), (v_3, v_4), \ldots, (v_{m-1}, v_m)\}$.

(i) Quadratic part can not contain any product of bits from the same pair, i.e., no product term like $v_1 v_2$ can be included.

(ii) Quadratic part can only contain products of bits from the first $k$-pairs i.e., $v_1 v_3, v_1 v_4 \cdots v_{2k-2} v_{2k}$ can be included.

(iii) Quadratic part is nonzero if and only if only one of the bits in the same pair of the coefficient vector $u$ is nonzero, i.e., $u_1 = 1 \Rightarrow u_2 = 0$.

**Proof:** From the definition of $k$-dot product, it is seen that quadratic part can only result from $Y_i Y_j$ terms with $i \neq j$. All (i), (ii) and (iii) comes from the definition of $Y_i$.

(iii) part of Proposition 4.5 explains the reason that the class $\psi_4^2$ consists of 24 affine and 8 quadratic functions. Quadratic functions can be given by the vectors $u \in \{(0101), (0110), (1001), (1010)\}$ which obey (iii) and $a \in \{0,1\}$. We will now make some examples in order to understand $k$-affine functions.

**Example 4.1:** Let us begin with the $Z_4$-linear code of type $4^0 2^2$. This code contains 2 binary symbols and no $Z_4$ symbol. Now if we write all possible 2-bit binary vectors, we get (00), (01), (10), (11). Columns of $G_2^0$ consists of 2 times
these 2-bit binary vectors, \( G_2^0 = \begin{pmatrix} 0 & 0 & 2 & 2 \\ 0 & 2 & 0 & 2 \end{pmatrix} \). For \( u \in \{(00), (01), (10), (11)\} \) we have

\[
C_2^0 = \begin{pmatrix}
h^{00} \\
h^{01} \\
h^{10} \\
h^{11}
\end{pmatrix} = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 2 & 0 & 2 \\ 0 & 0 & 0 & 2 \\ 0 & 2 & 2 & 0
\end{pmatrix}
\text{and } \beta(C_2^0) = \begin{pmatrix}
\beta(h^{00}) \\
\beta(h^{01}) \\
\beta(h^{10}) \\
\beta(h^{11})
\end{pmatrix} = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 1 & 0 & 1 \\ 0 & 0 & 1 & 1 \\ 0 & 1 & 1 & 0
\end{pmatrix}.
\]

The binary code \( A_2^0 \) consists of codewords which are the rows of \( \beta(C_2^0) \) and their complements. Binary Boolean functions corresponding to these codeword vectors are,

\[
g(v_2, v_1) = 0 = \langle (00), (v_2, v_1) \rangle = l_{00} \text{ for the first row of } \beta(C_2^0)
\]

\[
g(v_2, v_1) = v_1 = \langle (01), (v_2, v_1) \rangle = l_{01} \text{ for the second row of } \beta(C_2^0)
\]

\[
g(v_2, v_1) = v_2 = \langle (10), (v_2, v_1) \rangle = l_{10} \text{ for the third row of } \beta(C_2^0)
\]

\[
g(v_2, v_1) = v_1 \oplus v_2 = \langle (11), (v_2, v_1) \rangle = l_{11} \text{ for the fourth row of } \beta(C_2^0)
\]

From the above equations one gets, \( \beta(h^u) = \langle u, v \rangle = l_u \) where \( \langle u, v \rangle \) represents the dot product of the vectors \( u \) and \( v \) and \( l_u(v) = \langle u, v \rangle \) is the linear function of \( v \). Notice that every row of \( \beta(C_2^0) \) is the truth table of a linear function of \( v \). The complement functions corresponding to \( (h^u + 2) \) are then affine functions of \( v \). Thus the binary code \( A_2^0 \) contains affine functions. Table 4.2 shows the illustration for this example.
Table 4.2: Illustration for Example 4.1.

<table>
<thead>
<tr>
<th>$C$</th>
<th>$2 \times 2$ S-box with 2-bit binary outputs multiplied by 2, each is a linear mapping</th>
</tr>
</thead>
<tbody>
<tr>
<td>Symbols of $C$</td>
<td>Component functions of the S-box, a binary linear function</td>
</tr>
<tr>
<td>Rows of $G^k_m$</td>
<td>Truth table of one component function, truth table of a linear function</td>
</tr>
<tr>
<td>$h^u$</td>
<td>Truth table of one extended output function of the S-box, linear combination of linear functions.</td>
</tr>
<tr>
<td>Codewords of $Z_4$-linear code $A^k_m$</td>
<td>Truth tables of one extended output function of the S-box, linear combination of linear functions.</td>
</tr>
<tr>
<td>Codewords of binary code $A^k_m$</td>
<td>Truth tables of linear combination of linear functions divided by 2. This gives linear function truth tables.</td>
</tr>
</tbody>
</table>

Thus beginning from a binary linear code of size $2^m$, $2^m$ affine functions are obtained. Since no $Z_4$ term was included in the forming code $C$, Tokareva called the resultant functions 0-affine.

**Example 4.2:** Let us now begin with the $Z_4$-linear code of type $4^{120}$. This code contains one $Z_4$ symbol and no binary symbols. Now if we write all possible $Z_4$ symbols, we get $(0),(1),(2),(3)$. Columns of $G_2^1$ consists of these symbols, $G_2^1 = (0123)$. For $\phi_k^{-1}(u) \in \{0,1,2,3\}$, $u \in \{(00), (01), (11), (10)\}$. Then
The binary code $A_2^1$ consists of codewords which are the rows of $\beta(C_2^1)$ and their complements. Binary Boolean functions corresponding to these codeword vectors are,

\[ g(v_2, v_1) = 0 = \langle(00), (v_2, v_1) \rangle = l_{00} \text{ for the first row of } \beta(C_2^1) \]

\[ g(v_2, v_1) = v_2 = \langle(01), (v_2, v_1) \rangle = l_{10} \text{ for the second row of } \beta(C_2^1) \]

\[ g(v_2, v_1) = v_1 = \langle(10), (v_2, v_1) \rangle = l_{01} \text{ for the third row of } \beta(C_2^1) \]

\[ g(v_2, v_1) = v_1 \oplus v_2 = \langle(11), (v_2, v_1) \rangle = l_{11} \text{ for the fourth row of } \beta(C_2^1) \]

From the above equations one gets, $\beta(h^u) = \langle u, v \rangle_1 = l_{u}$ where $\langle u, v \rangle_1$ represents 1-dot product of the vectors $u$ and $v$ which was defined by Tokareva [104]. Notice that every row is the truth table of a linear function of $v$. The complement functions corresponding to $(h^u + 2)$ are then affine functions of $v$. Thus the binary code $A_2^1$ contains affine functions. Since one $Z_4$ term was included in the forming code $C$. Tokareva called the obtained functions 1-affine which are also affine. Thus only one $Z_4$ term in the codewords of the forming code $C$, does not destroy the affine property of resultant functions.
Example 4.3: Let us now begin with the $Z_4$-linear code of type $4^12^1$. This code contains one $Z_4$ symbol and one binary symbol. Now if we write all possible $Z_4$ symbols, we get (0),(1),(2),(3), and all possible 1-bit binary vectors, we get (0),(1).

Columns of $G_3^1$ consists of one $Z_4$ symbol and twice the $Z_2$ symbol, $G_3^1 = \begin{pmatrix} 0 & 0 & 1 & 1 & 2 & 2 & 3 & 3 \\ 0 & 2 & 0 & 2 & 0 & 2 & 0 & 2 \end{pmatrix}$. For $\phi_k^{-1}(u) \in \{00, 01, 10, 11, 20, 21, 30, 31\}$,

\[ u \in \{(000), (001), (010), (011), (110), (111), (100), (101)\}. \]

Then

\[ C_3^1 = \begin{pmatrix} h_{000} \\ h_{001} \\ h_{010} \\ h_{011} \\ h_{110} \\ h_{111} \\ h_{100} \\ h_{101} \end{pmatrix} = \begin{pmatrix} 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 2 & 0 & 2 & 0 & 2 & 0 & 2 \\ 0 & 0 & 1 & 1 & 2 & 3 & 3 & 3 \\ 0 & 1 & 3 & 2 & 0 & 3 & 1 & 1 \\ 0 & 0 & 2 & 2 & 0 & 2 & 2 & 2 \\ 0 & 2 & 2 & 0 & 0 & 2 & 2 & 0 \\ 0 & 0 & 3 & 2 & 2 & 1 & 1 & 1 \\ 0 & 2 & 3 & 1 & 2 & 0 & 1 & 3 \end{pmatrix}, \]

and $\beta(C_3^1) = \begin{pmatrix} \beta(h_{000}) \\ \beta(h_{001}) \\ \beta(h_{010}) \\ \beta(h_{011}) \\ \beta(h_{110}) \\ \beta(h_{111}) \\ \beta(h_{100}) \\ \beta(h_{101}) \end{pmatrix} = \begin{pmatrix} 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 1 & 0 & 1 & 0 & 1 \\ 0 & 1 & 1 & 0 & 1 & 1 & 1 & 1 \\ 0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 \\ 0 & 1 & 0 & 1 & 1 & 0 & 1 & 0 \\ 0 & 1 & 1 & 0 & 0 & 1 & 1 & 1 \\ 0 & 1 & 1 & 0 & 0 & 1 & 1 & 1 \\ 0 & 1 & 1 & 0 & 1 & 0 & 0 & 1 \end{pmatrix}$.

The binary code $A_3^1$ consists of codewords which are the rows of $\beta(C_3^1)$ and their complements. Binary Boolean functions corresponding to these codeword vectors are,

\[ g(v_3, v_2, v_1) = 0 = \langle (000), (v_3, v_2, v_1) \rangle_1 = l_{000} \text{ for the first row of } \beta(C_3^1) \]

\[ g(v_3, v_2, v_1) = v_1 = \langle (010), (v_3, v_2, v_1) \rangle_1 = l_{001} \text{ for the second row of } \beta(C_3^1) \]
\[ g(v_3, v_2, v_1) = v_3 = (100), (v_3, v_2, v_1) \]_1 = l_{100} \text{ for the third row of } \beta(\text{C}_3^1) \\
\[ g(v_3, v_2, v_1) = v_3 \oplus v_1 = (110), (v_3, v_2, v_1) \]_1 = l_{101} \text{ for the fourth row,} \\
\[ g(v_3, v_2, v_1) = v_2 = (001), (v_3, v_2, v_1) \]_1 = l_{010} \text{ for the fifth row,} \\
\[ g(v_3, v_2, v_1) = v_2 \oplus v_1 = (011), (v_3, v_2, v_1) \]_1 = l_{011} \text{ for the sixth row,} \\
\[ g(v_3, v_2, v_1) = v_2 \oplus v_3 = (110), (v_3, v_2, v_1) \]_1 = l_{110} \text{ for the seventh row, and} \\
\[ g(v_3, v_2, v_1) = v_3 \oplus v_2 \oplus v_1 = (111), (v_3, v_2, v_1) \]_1 = l_{111} \text{ for the last row.} \\

From the above equations one gets, \( \beta(h^u) = \langle u'', v \rangle_1 = l_u \) where \( \langle u, v \rangle_1 \) represents 1-dot product of the vectors \( u \) and \( v \) which was defined by Tokareva [104]. Notice that every row is the truth table of a linear function of \( v \). The complement functions corresponding to \( h^u + 2 \) are then affine functions of \( v \). Thus the binary code \( A^1_3 \) contains affine functions. Tokareva called the obtained functions 1-affine which are also affine.

**Example 4.4:** Let us now begin with the \( Z_4 \)-linear code of type \( 4^2 2^0 \). This code contains two \( Z_4 \) symbols and no binary symbols. Now if we write all possible 2-symbol \( Z_4 \) vectors, we get (00), (01), (02), (03), (10), (11), (12), (13), (20), (21), (22), (23), (30), (31), (32), (33). Columns of \( G_4^2 \) consists of two \( Z_4 \) symbols, \( G_4^2 = \begin{pmatrix} 0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 & 2 & 2 & 2 & 2 & 3 & 3 & 3 & 3 \\
0 & 1 & 2 & 3 & 0 & 1 & 2 & 3 & 0 & 1 & 2 & 3 & 0 & 1 & 2 & 3 \end{pmatrix} \). Then,
\[
C_4^2 = \begin{pmatrix}
\begin{bmatrix}
h_{0000} \\
h_{0001} \\
h_{0011} \\
h_{0010} \\
h_{0100} \\
h_{0101} \\
h_{0111} \\
h_{0110} \\
h_{1100} \\
h_{1101} \\
h_{1111} \\
h_{1110} \\
h_{1000} \\
h_{1001} \\
h_{1011} \\
h_{1010}
\end{bmatrix}
& \begin{bmatrix}
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0
\end{bmatrix}
\end{pmatrix}
= \begin{pmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix}
\]

and
The binary code $A_4^2$ consists of codewords which are the rows of $\beta(C_4^2)$ and their complements. The binary Boolean function corresponding to these codeword vectors are,

$g(v_4, v_3, v_2, v_1) = 0 = 0 \langle (0000), (v_4, v_3, v_2, v_1) \rangle_2 = l_{0000}$ for the first row,

$g(v_4, v_3, v_2, v_1) = v_2 = 0 \langle (0001), (v_4, v_3, v_2, v_1) \rangle_2 = l_{0010}$ for the second row,

$g(v_4, v_3, v_2, v_1) = v_1 = 0 \langle (0010), (v_4, v_3, v_2, v_1) \rangle_2 = l_{0001}$ for the third row,

$g(v_4, v_3, v_2, v_1) = v_1 \oplus v_2 = 0 \langle (0011), (v_4, v_3, v_2, v_1) \rangle_2 = l_{0011}$ for the fourth,

$g(v_4, v_3, v_2, v_1) = v_1v_4 \oplus v_2 \oplus v_3 = 0 \langle (1001), (v_4, v_3, v_2, v_1) \rangle_2$ for the tenth, and
$g(v_4, v_3, v_2, v_1) = v_2v_4 \oplus v_1 \oplus v_3 = (1010), (v_4, v_3, v_2, v_1)_2$ for the $11^{th}$ row.

Other rows can be similarly shown to satisfy (4.10). From Example 4.4 it is seen that Boolean functions corresponding to the codewords of the binary code $A_4^2$ both contain a linear part and a quadratic part. From Proposition 4.5, each function $g(v)$ contains quadratic parts which are the products of first 2 pairs of input vector $v$. Tokareva called these functions 2-affine since two $Z_4$ symbols were included in the codewords of the forming code $C$, and the functions can contain $2k$ many quadratic terms.

4.4 New $t,k$-dot Product and $t,k$-affine Functions Beginning from $Z_8$-Linear Codes

In previous sections we examined the $k$-dot product and $k$-affine functions, which were defined beginning from $Z_4$-linear codes. As a summary, we observed that from a $(m, m-k)$ $Z_4$-linear code $C$ of type $4^k 2^{m-2k}$, which consists of $k$ many $Z_4$ elements and $(m-2k)$ many $Z_2$ elements, Tokareva defined a $Z_4$-linear code $A_m^k$.

Then from this code she obtained a binary $(2^m, m+1)$ code $A_m^k$. Each codeword of $A_m^k$ then defined a truth table of a $k$-affine function which led to $k$-dot products.

Now we will define $t,k$-dot product and $t,k$-affine functions beginning from $Z_8$-linear codes in a similar way Tokareva defined $k$-dot product and $k$-affine functions from $Z_4$-linear codes. Our road map is:
I. First of all we will start with a \((m, m-k-2t)\) \(Z_8\)-linear code \(C\) of type \(g^t4^k2^{m-3t-2k}\), which consists of \(t\) many \(Z_8\) elements, \(k\) many \(Z_4\) elements and \((m-3t-2k)\) many \(Z_2\) elements.

II. By writing all codewords lexicographically as columns, we will obtain the matrix \(G^t_k\).

III. Then we will obtain a \((2^m, m+1)\) \(Z_8\)-linear code \(A^t_k\) using \(G^t_k\) as the generator matrix.

IV. Later then from the code obtained in (III) we will produce a binary \((2^m, m+1)\) code \(A^k_m\) using the map \(\pi\) which will be defined in \((4.14)\).

V. Each codeword of \(A^k_m\) then defines a truth table of a \((t, k)\)-affine function as the Definition 4.8, which leads to \((t, k)\)-dot products whose explicit formula is given in Proposition 4.11.

Before using the above road map we will first give some definitions for \(Z_{2^s}\)-linear codes given by Carlet [45].

**Definition 4.4:** [45] Let \(k\) be any positive integer, \(u\) any element of \(Z_{2^s}\) and 
\[\sum_{i=1}^{s} 2^{i-1} u_i\] its binary expansion \((u_i = 0, 1)\). The image of \(u\) by the generalized Gray map is the following Boolean function on
\[GF(2^{i-1}), G(u) : (y_1 \cdots y_{s-1}) \rightarrow u_s + \sum_{i=1}^{s-1} u_i y_i.\]
The generalized Gray map is a mapping from \( Z_2^s \) onto the Reed–Muller code of order 1, \( R(1; k-1) \). When \( k = 2 \), \( R(1; 1) \) being equal to the set of all the Boolean functions on \( GF(2) \), we obtain the usual Gray map, which is a mapping from \( Z_4 \) to \( GF(2)^2 \). For instance, when \( k = 3 \), the images of the elements of \( Z_8 \) are the following words of length 4: \( G(0) = (0; 0; 0); G(1) = (0; 1; 0; 1); G(2) = (0; 0; 1; 1); G(3) = (0; 1; 1; 0); G(4) = (1; 1; 1; 1); G(5) = (1; 0; 1; 0); G(6) = (1; 1; 0; 0); G(7) = (1; 0; 0; 1).

Definition 4.5: [45] A binary code is called \( Z_2^s \)-linear if its coordinates can be arranged so that it is the image of a linear \( Z_2^s \)-ary code by the generalized Gray map.

Now we will define \( k \)-dot product and \( k \)-bentness criteria beginning from \( Z_8 \)-linear codes. First of all we will give the mapping table between \( Z_8 \) and \( Z_4 \) and \( Z_2 \) as Table 4.3.
Table 4.3: Generalized Gray mapping between $\mathbb{Z}_8$ and $\mathbb{Z}_4$ and $\mathbb{Z}_2$ symbols

<table>
<thead>
<tr>
<th>$\mathbb{Z}_8$</th>
<th>Generalized Gray map</th>
<th>$\mathbb{Z}_4$</th>
<th>Gray map</th>
<th>$\mathbb{Z}_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0000</td>
<td>0</td>
<td>00</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0101</td>
<td>0</td>
<td>01</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0011</td>
<td>1</td>
<td>00</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>0110</td>
<td>1</td>
<td>01</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>1111</td>
<td>2</td>
<td>11</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>1010</td>
<td>2</td>
<td>10</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>1100</td>
<td>3</td>
<td>11</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>1001</td>
<td>3</td>
<td>10</td>
<td>1</td>
</tr>
</tbody>
</table>

The main quality of the Gray map is that, it is distance preserving. However there does not exist a distance preserving mapping from $\mathbb{Z}_8$ [45], to $\mathbb{Z}_2^3$. The Gray map preserves distances, i.e.,

$$d_L(x, y) = d(\phi(x), \phi(y))$$ \hspace{1cm} (4.11)

for all $x, y \in \mathbb{Z}_4^n$. Here $d_L(x, y)$ is the Lee distance of two $\mathbb{Z}_4$ vectors which is defined as [27],

$$d_L(x, y) = w_L(x - y)$$ \hspace{1cm} (4.12)

where $w_L(x)$ is the Lee weight of the $\mathbb{Z}_4$ vector $x = (x_1, \cdots, x_m)$.
\[ w_L(x) = \sum_{i=1}^{m} w_L(x_i) \]  \hspace{1cm} (4.13)

with \( w_L(0) = 0, w_L(1) = 1, w_L(2) = 2, w_L(3) = 1 \).

Carlet uses the generalized Gray map as it is a distance preserving map. However representation of \( Z_8 \) ring elements by 4 bit is redundant. We will use an alternative map which uses 3-bit representation but not distance invariant. Table 4.4 gives our map, \( \theta \) which is given by,

\[
\theta : Z_8 \rightarrow Z_2^3 \\
0 \rightarrow 000, 1 \rightarrow 010, 2 \rightarrow 001, \ 3 \rightarrow 011. \\
4 \rightarrow 111, 5 \rightarrow 101, 6 \rightarrow 110, \ 7 \rightarrow 100
\]  \hspace{1cm} (4.14)

We construct Table 4.4 from the knowledge that if \( M \) is a \( Z_2 \) matrix then \( 4M \) is a proper \( Z_8 \) matrix. Then binary symbols are multiplied by 4, i.e., \( 0 \rightarrow 0, 1 \rightarrow 4 \).

Similarly if \( N \) is a \( Z_4 \) matrix then \( 2N \) is a proper \( Z_8 \) matrix. Then \( Z_4 \) symbols are multiplied by 2, i.e., \( 0 \rightarrow 0, 1 \rightarrow 2, 2 \rightarrow 4, 3 \rightarrow 6 \).

The map \( \beta : Z_4 \rightarrow Z_2 \) was given in (5.8) and is a part of Gray map. We define the map \( \pi : Z_8 \rightarrow Z_2 \) according to Table 4.4 as,

\[
\pi : 0, 1, 2, 3 \rightarrow 0 \\
4, 5, 6, 7 \rightarrow 1
\]  \hspace{1cm} (4.15)
Table 4.4: Our mapping between $Z_8$ and $Z_4$ and $Z_2$ symbols

<table>
<thead>
<tr>
<th>$Z_8$</th>
<th>Our map, $\theta$</th>
<th>$Z_4$</th>
<th>Gray map</th>
<th>$Z_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>000</td>
<td>0</td>
<td>00</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>010</td>
<td>0</td>
<td>00</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>001</td>
<td>1</td>
<td>01</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>011</td>
<td>1</td>
<td>01</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>111</td>
<td>2</td>
<td>11</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>101</td>
<td>2</td>
<td>11</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>110</td>
<td>3</td>
<td>10</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>100</td>
<td>3</td>
<td>10</td>
<td>1</td>
</tr>
</tbody>
</table>

Now we will return to our road map.

**Road map I:** The first step is to start with a $(m, m-k-2t)$ $Z_8$-linear code $C$ of type $8^t 4^k 2^{m-3t-2k}$, which consists of $t$ many $Z_8$ elements, $k$ many $Z_4$ elements and $(m-3t-2k)$ many $Z_2$ elements. We define the generator matrix for $Z_8$-linear codes in Definition 4.6.

**Definition 4.6:** The generator matrices for $Z_8$-linear codes of type $8^t 4^k 2^{m-3t-2k}$ are equivalent to

$$
\begin{pmatrix}
I_{k_1} & A & B \\
0 & 2I_{k_2} & F \\
0 & 0 & 4I_{k_1}
\end{pmatrix}
$$

(4.16)
where $I_{k_1}$ and $I_{k_2}$ and $I_{k_3}$ denote the $k_1 \times k_1$, $k_2 \times k_2$ and $k_3 \times k_3$ identity matrices, respectively, and $A$ and $F$ are $Z_4$ matrices and $B$ is a $Z_8$ matrix. Then $C$ contains $2^{3k_1+2k_2+k_3}$ codewords. $C$ is a free $Z_8$ module if and only if $k_2 = 0$ and $k_3 = 0$.

**Road map II:** We use (4.16) with $k_1 = t$, $k_2 = k$, $k_3 = m - 3t - 2k$, and obtained

$$
\begin{pmatrix}
I_t & 0 & 0 \\
0 & 2I_k & 0 \\
0 & 0 & 4I_{m-3t-2k}
\end{pmatrix}.
$$

(4.17)

Then by writing all codewords lexicographically of this code as columns, we will obtain the matrix $G^{t,k}_{m}$, for $0 \leq t \leq m/3$ and $0 \leq k \leq (m-3t)/2$. Notice that $G^{t,k}_{m}$ is an extension of the matrix $G^{k}_{m}$ defined by Tokareva. Let us give some examples;

$$
G^{0,0}_{2} = \begin{pmatrix}
0 & 0 & 4 & 4 \\
0 & 4 & 0 & 4
\end{pmatrix}, \quad G^{0,1}_{2} = \begin{pmatrix}
0 & 2 & 4 & 6
\end{pmatrix},
$$

$$
G^{0,1}_{3} = \begin{pmatrix}
0 & 0 & 2 & 2 & 4 & 4 & 6 & 6 \\
0 & 4 & 0 & 4 & 0 & 4 & 0 & 4
\end{pmatrix}, \quad G^{1,0}_{3} = \begin{pmatrix}
0 & 1 & 2 & 3 & 4 & 5 & 6 & 7
\end{pmatrix},
$$

$$
G^{1,1}_{5} = \begin{pmatrix}
0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 2 & 2 & 2 & 3 & 3 & 3 & 4 & 4 & 4 & 4 & 5 & 5 & 5 & 5 & 6 & 6 & 6 & 6 & 6 & 6 & 6 & 7 & 7 & 7 & 7
\end{pmatrix}, \quad G^{1,1}_{5} = \begin{pmatrix}
0 & 2 & 4 & 6 & 0 & 2 & 4 & 6 & 0 & 2 & 4 & 6 & 0 & 2 & 4 & 6 & 0 & 2 & 4 & 6 & 0 & 2 & 4 & 6 & 0 & 2 & 4 & 6 & 0 & 2 & 4 & 6 & 0 & 2 & 4 & 6 & 0 & 2 & 4 & 6
\end{pmatrix}.
$$

**Road map III:** We will obtain a $(2^m, m+1)$ $Z_8$-linear code $A^{t,k}_{m}$ using $G^{t,k}_{m}$ as the generator matrix. $A^{t,k}_{m}$ contains as codewords as the vectors $h^u_8$ and $h^u_8 + 4$.

We define the $2^m \times 1$ vector $h^u_8$ as,
where

$$\varphi_{t,k}(u^{'}, u'', u^{''}) = \left( \vartheta(u^{'}) , \varphi(u''), u^{''} \right) = u$$  \hspace{1cm} (4.19)$$

with $u' \in Z_8^t$, $u'' \in Z_4^k$ and $u^{''} \in Z_2^{m-3t-2k}$. $\varphi$ is the Gray map and we give $\theta$ in (4.14). We now define the matrix $C_{m}^{t,k}$, which has rows $h_{8}^{u}$ as an extension to the matrix $C_{m}^{k}$ defined by Tokareva. Then $A_{m}^{t,k}$ have codewords as the rows of $C_{m}^{t,k}$ and $C_{m}^{t,k} + 4J_{2m}$. We give the following examples for $C_{m}^{t,k}$ matrices.

$$C_{2}^{0,0} = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 4 & 0 & 4 \\ 0 & 0 & 4 & 4 \\ 0 & 4 & 4 & 0 \end{pmatrix}, \quad C_{2}^{0,1} = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 2 & 4 & 6 \\ 0 & 4 & 0 & 4 \\ 0 & 6 & 4 & 2 \end{pmatrix}$$
Proposition 4.7: For any integers $n$, $m$, $t$, $k$ such that $n = 2^m$, $0 \leq t \leq m/3$ and $0 \leq k \leq (m - 3t)/2$, it holds:

(i) $C_{m+1}^{t,k} = (C_m^{t,k} \otimes J_2) \oplus (J_n \otimes C_1^{0,0})$  \hspace{1cm} (4.20)

(ii) $C_{m+2}^{t,k+1} = (J_4 \otimes C_m^{t,k}) \oplus (C_2^{0,1} \otimes J_n)$  \hspace{1cm} (4.21)

(iii) $(C_m^{0,k})^T = C_m^{0,k}$  \hspace{1cm} (4.22)

(iv) $C_{m+3}^{t+1,k} = (J_8 \otimes C_m^{t,k}) \oplus (C_3^{1,0} \otimes J_n)$  \hspace{1cm} (4.23)

(v) $(C_m^{t,k})^T = C_m^{t,k}$  \hspace{1cm} (4.24)

Proof: (i) Consider $G_m^{t,k} = (z_1^T, z_2^T, \cdots z_{2^n}^T)$, then
\[ G_{m+1}^{t,k} = \begin{pmatrix} z_1^T, z_2^T, z_3^T, \cdots, z_{2^m}^T \end{pmatrix} \] and using the definition of \( \varphi_{t,k}^{-1}(u) \) and

\[ h_8^u = [h_1 \cdots h_n], \] we have

\[ h_8^{(u,a)} = (\varphi_{t,k}^{-1}(u), a) G_{m+1}^{t,k} = (h_1, h_1 + 4a, \cdots, h_n + 4a) \text{ for } a \in GF(2). \]

Thus, in order to obtain the matrix \( C_{m+1}^{t,k} \) we should replace any element \( c_{t,k}^{u,v} \) of \( C_{m}^{t,k} \) by the matrix \( \begin{pmatrix} c_{t,k}^{u,v} & c_{t,k}^{u,v} \\ c_{t,k}^{u,v} & c_{t,k}^{u,v} + 4 \end{pmatrix} \). Hence (i) is true.

(ii) and (iii) can be similarly proven as in the proof of Proposition 1 given by Tokareva in [104].

(iv) Consider \( G_{m}^{t,k} = \begin{pmatrix} z_1^T, z_2^T, \cdots, z_{2^m}^T \end{pmatrix} \), then

\[ G_{m+1}^{t+1,k} = \begin{pmatrix} 0 & 0 & 1 & 2 & \cdots & 7 & 7 \\ \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\ 0 & 0 & 1 & 2 & \cdots & 7 & 7 \end{pmatrix} \] and using the definition of \( \varphi_{t,k}^{-1}(u) \) we have

\[ h_8^{(a,b,c,u)} = (h_8^u, h_8^u + \delta_1, \cdots, h_8^{2^m} + \delta 7) \text{ for } \delta = \theta^{-1}(a,b,c). \] (iv) is then true.

(v) comes from (iv) and (i). Proposition 4.7 will be used to derive the explicit expression of the \( t,k \)-dot product in Proposition 4.11.

**Road map IV:** The binary image of the code \( A_{m}^{t,k} \) is denoted by \( A_{m}^{t,k} \). We use the map \( \pi \), which was defined in (4.14), for this purpose. Then \( A_{m}^{t,k} \) is a \((2^m, m+1)\)
code, which has as codewords as the rows $\pi(C_{m}^{t,k})$ and $\pi(C_{m}^{t,k} + 4J_{2^n})$. For instance,

$$
\pi(C_{2}^{0,0}) = \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & 1 & 0 & 1 \\
0 & 0 & 1 & 1 \\
0 & 1 & 1 & 0 \\
\end{pmatrix}, \quad \pi(C_{2}^{0,1}) = \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 1 & 1 \\
0 & 1 & 0 & 1 \\
0 & 1 & 1 & 0 \\
\end{pmatrix},
$$

$$
\pi(C_{3}^{0,1}) = \begin{pmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 1 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 1 & 1 & 1 & 1 \\
0 & 1 & 1 & 1 & 0 & 1 & 1 & 0 \\
0 & 0 & 1 & 1 & 0 & 1 & 1 & 1 \\
0 & 1 & 1 & 0 & 0 & 1 & 1 & 0 \\
0 & 0 & 1 & 1 & 1 & 1 & 0 & 0 \\
0 & 1 & 1 & 0 & 1 & 0 & 0 & 1 \\
\end{pmatrix}, \quad \pi(C_{3}^{1,0}) = \begin{pmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 1 & 1 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 & 0 & 1 & 1 & 1 \\
0 & 1 & 0 & 1 & 0 & 1 & 1 & 0 \\
0 & 1 & 0 & 1 & 0 & 1 & 1 & 0 \\
0 & 1 & 1 & 0 & 1 & 1 & 1 & 0 \\
0 & 1 & 1 & 1 & 1 & 0 & 0 & 0 \\
0 & 1 & 1 & 1 & 1 & 0 & 0 & 0 \\
\end{pmatrix}.
$$

**Road map V:** Each codeword of $A_{m}^{t,k}$ corresponds to the truth table of a Boolean function. We call these functions $t,k$-affine. We mean the forming $\mathbb{Z}_8$-linear code contains $t$ many $\mathbb{Z}_8$ symbols and $k$ many $\mathbb{Z}_4$ symbols. Each $t,k$-affine Boolean function is in the form of $t,k$-dot product as will be given in our Definition 4.7. The set of $t,k$-affine functions is denoted by $\psi_{m}^{t,k}$.

**Definition 4.7:** $(t,k$-dot product):

$$
\langle u, v \rangle_{t,k} = \pi(c_{u,v}^{t,k})
$$

(4.25)
Proposition 4.8:

\[ \beta(C^k_m) = \pi(C^0_m) \]  

(4.26)

Proof: For \( t=0 \), the generator matrix of the \( \mathbb{Z}_8 \)-linear codes given by (4.17) is equivalent to generator matrix of the \( \mathbb{Z}_4 \)-linear codes given by (4.3). Then the matrices \( G^{t,k}_m \) and \( G^k_m \) are equal except that binary symbols are multiplied by 4 in \( G^{t,k}_m \) and by 2 in \( G^k_m \). So \( \beta \) mapping (dividing by 2) of the matrix \( C^k_m \) and \( \pi \) mapping (dividing by 4) of the matrix \( C^{t,k}_m \) will be equal. Then

\[ \beta(c^{k}_{u,v}) = \pi(c^{0,k}_{u,v}) \]  

(4.27)

which leads to (4.26).

Proposition 4.9: \( t,k \)-dot product is equal to \( k \)-dot product for \( t=0 \), i.e.,

\[ \langle u, v \rangle_{0,k} = \langle u, v \rangle_k \]  

(4.28)

Proof: Recall equations (4.10), (4.25) and (4.27) as,

\[ \langle u, v \rangle_k = \beta(c^k_{u,v}) \]

\[ \langle u, v \rangle_{t,k} = \pi(c^{t,k}_{u,v}) \] and

\[ \beta(c^k_{u,v}) = \pi(c^{0,k}_{u,v}) \]

Then (4.28) is true.

Proposition 4.10: The following are true for \( t,k \)-dot product

(i) \[ \langle u, v \rangle_{t,k} = \langle v, u \rangle_{t,k} \]  

(4.29)
(ii) \( <a \mathbf{u}, \mathbf{v}>_{t,k} = a <\mathbf{u}, \mathbf{v}>_{t,k} \) for any \( a \in \mathbb{Z}_2 \) \hspace{1cm} (4.30)

(iii) \( <[u \ a][v \ b]>_{t,k} = <u, v >_{t,k} \oplus ab \) for any \( a, b \in \mathbb{Z}_2 \) \hspace{1cm} (4.31)

(iv) \( <[a \ a'][b \ b']_{0,1} = <[a' \ a][b' \ b]>_{0,0} \) \hspace{1cm} (4.32)

(v) \( <[a \ a' a^*[b \ b' b^*]>_{1,0} = <[a' \ a' a][b^* \ b' b]>_{0,0} \oplus a a' b b' \) \hspace{1cm} (4.33)

for any \( a, a', b, b' \in \mathbb{Z}_2 \).

(vi) \( <[a \ a' u][b \ b']_{t,k+1} = <[a \ a'][b \ b']_{t,\varepsilon} \oplus <u, v >_{t,k} \) \hspace{1cm} (4.34)

for any \( a, a', b, b', \varepsilon \in \mathbb{Z}_2 \) and \( \varepsilon = <u, v >_{t,k} \oplus \gamma_k (u), v >_{t,k} \oplus 1 \) where \( \gamma_k \) is a permutation on \((1,2)(3,4)(5,6)...(2k-1, 2k)\) on \( m \) elements.

(vii) \( <[a \ a' a^*[b \ b' b^* v]>_{t+1,k} = <[a \ a' a][b \ b' b^*]_{\varepsilon,0} \oplus <u, v >_{t,k} \) \hspace{1cm} (4.35)

for any \( a, a', b, b', \varepsilon \in \mathbb{Z}_2 \) and \( \varepsilon = <u, v >_{t,0} \oplus <\alpha_k (u), v >_{t,0} \oplus a a' b b' \oplus 1 \) where \( \alpha_k \) is a permutation on \((1,3)(4,6)(7,9)...(3t-2, 3t)\) on \( m \) elements.

\textit{Proof:} (i) comes directly from (4.22).

(ii) comes from the definition of \( \mathbf{C}_{m}^{t,k} \)

(iii) is given for \( t=0 \) in Proposition 6 of (147). For \( t > 0 \), according to Proposition 4.7,

\[ c_{u a, v b}^{t,k} = c_{u, v}^{t,k} \oplus 4ab. \] \hspace{1cm} (4.36)

Then \( \pi(c_{u a, v b}^{t,k}) = <u \ a][v \ b]_{t,k} = \pi(c_{u, v}^{t,k} \oplus 4ab) = <u, v >_{t,k} \oplus ab. \)

(iv) can be observed comparing the matrices \( \beta(C_2^0) \) and \( \beta(C_2^1) \).
(v) can be observed comparing the matrices $\pi(C_3^{0,0})$ and $\pi(C_3^{1,0})$.

(vi) is proven in Proposition 6 of (147).

(vii) comes from (4.33) and (4.34).

Now in the following proposition we give the explicit formula of the $t,k$-dot product.

**Proposition 4.11:**

$$<u, v>_{t,k} = \left( \bigoplus_{i=1}^{t} L_i \right) \oplus \left( \bigoplus_{s=1}^{k} \bigoplus_{i=1}^{t} \bigoplus_{j=i}^{t} K_i T_i T_j \right)$$

$$\oplus <u, v>_k$$

$$L_i = \left( u_{2k+3i-2} \oplus u_{2k+3i} \right) \left( v_{2k+3i-2} \oplus v_{2k+3i} \right)$$

$$K_i = u_{3i-2} v_{3i-2}$$

$$T_i = \left( u_{2k+3i-2} v_{2k+3i-1} + u_{2k+3i-1} v_{2k+3i-2} \right)$$

**Proof:** For $t=0$ it can be observed that (4.37) is equal to $k$-dot product. This is in accordance with (4.28). Induction on $t$ with a fixed $k$ (for simplicity fix it to 0) will be sufficient to prove Proposition 4.10. Let’s start with $t=1$. 


\[ \pi(C^1_3) = \begin{pmatrix} 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 1 & 1 \\ 0 & 0 & 0 & 1 & 1 & 1 & 1 \\ 0 & 0 & 1 & 0 & 0 & 1 & 1 \\ 0 & 1 & 0 & 1 & 0 & 1 & 0 \\ 1 & 0 & 1 & 1 & 0 & 1 & 0 \\ 0 & 1 & 1 & 0 & 0 & 1 & 1 \\ 0 & 1 & 1 & 1 & 1 & 0 & 0 \end{pmatrix} = \begin{pmatrix} <[000],v>_{1,0} \\ <[001],v>_{1,0} \\ <[010],v>_{1,0} \\ <[011],v>_{1,0} \\ <[100],v>_{1,0} \\ <[101],v>_{1,0} \\ <[110],v>_{1,0} \\ <[111],v>_{1,0} \end{pmatrix} \]

Simplification shows that

\[ <u, v>_{1,0} = u_1v_3 \oplus u_2v_2 \oplus u_3v_1 \oplus u_1u_2v_1v_2 \]

On the other hand, \( L_1 = (u_1 \oplus u_3)(v_1 \oplus v_3) \), \( K_1 = u_1v_1 \) and \( T_1 = (u_1v_2 + u_2v_1) \)

(4.37) also gives \( <u, v>_{1,0} = u_1v_3 \oplus u_2v_2 \oplus u_3v_1 \oplus u_1u_2v_1v_2 \).

\[ <u, v>_{t,k} = \left( \bigoplus_{i=1}^{t} L_i \right) \bigoplus \left( \bigoplus_{i=1}^{k} \bigoplus_{j=i}^{t} K_i T_j \right) \bigoplus \left( \bigoplus_{i=1}^{t-1} \bigoplus_{j=i}^{t} K_i v_{3i-1} (u_2k+3i-1 \oplus u_2k+3j-2) \right) \bigoplus <u, v>_{k} \]

Let the proposition be right for some \( t \), then show that it is true for \( t+1 \).

\[ <u, v>_{t+1,k} = <u, v>_{t,k} \oplus L_{t+1} \bigoplus \left( \bigoplus_{i=1}^{t+1} T_i T_{t+1} \right) \bigoplus \left( \bigoplus_{i=1}^{t+1} \bigoplus_{j=i}^{t+1} K_i v_{3i-1} (u_3i-1 \oplus u_{3t+1} v_{3t+1}) \right) \]

From (4.35) it is true that

\[ <a \ a' \ a'' u_j b \ b' b'' v>_{t+1,k} = <a \ a' \ a'' b \ b' b'' v>_{t+1,k} \oplus <u, v>_{t,k} \quad \text{for any} \]

\( a, a', b, b', \epsilon \in Z_2 \) and \( \epsilon = <u, v>_{t,0} \oplus <\alpha_k(u), v>_{t,0} \oplus a \ a' \ b \ b' \oplus 1 \) where \( \alpha_k \)

is a permutation on \((1,3)(4,6)(7,9)\ldots(3t-2, 3t)\) on \( m \) elements.
Then, \( L_{t+1} = (a \oplus a'')(b \oplus b'') \) and \( T_{t+1} = a b' \oplus a'b \),

\[ \varepsilon = < u, v >_{t,k} \oplus \alpha_k (u), v >_{t,k} \oplus a a' b b' \oplus 1 \] where \( \alpha_k \) is a permutation on 
\((1,3)(4,6)(7,9)\ldots(3t-2, 3t)\) on \( m \) elements.

(i) first case, \(< u, v >_{t,k} = \alpha_k (u), v >_{t,k}\) for symmetric \( u \) vectors such that 
\( u = \alpha_k (u) \) for which \( \varepsilon = a a' b b' \oplus 1 \), if \( a a' b b' = 0 \) then \( \varepsilon = 1 \) and 
\[ < [a \ a' \ a''][b \ b' \ b''] >_{1,0} = ab'' \oplus a''b \oplus a'b' \oplus aa'bb' \]
\[ = ab'' \oplus a''b \oplus a'b' \]

(ii) second case, \(< u, v >_{t,k} = \alpha_k (u), v >_{t,k}\) for symmetric \( u \) vectors such that 
\( u = \alpha_k (u) \) for which \( \varepsilon = a a' b b' \oplus 1 \), if \( a a' b b' = 1 \) then \( \varepsilon = 0 \) and 
\[ < [a \ a' \ a''][b \ b' \ b''] >_{0,0} = ab'' \oplus a''b \oplus a'b' \oplus aa'bb' \]

(iii) third case, \(< u, v >_{t,0} = \alpha_k (u), v >_{t,0} \oplus aa'bb'\) for asymmetric \( u \) vectors such that 
\( u \neq \alpha_k (u) \) for which \( \varepsilon = 0 \) and 
\[ < [a \ a' \ a''][b \ b' \ b''] >_{0,0} = ab'' \oplus a''b \oplus a'b' \oplus aa'bb' \]

Then for all cases (i), (ii), and (iii) numerical calculations show that

\[ L_{t+1} \oplus \left( K_k \oplus \bigoplus_{i=1}^{t+1} T_{t+1} \right) \oplus K_i v_{3i-1} (u_{2k+3i-1} \oplus u_{3t+1} v_{3t+1}) \]
\[ = < [a \ a' \ a''][b \ b' \ b''] >_{\varepsilon,k} \]

which finishes the proof.

All numerical examples given below from Example 4.5 to 4.9 satisfy (4.37).

**Example 4.5:** Let us begin with the \( Z_8 \)-linear code of type \( 8^0 4^1 2^1 \). This code contains one binary symbol and one \( Z_4 \) symbol. Now if we write all possible \( Z_4 \)
symbols, we get (0),(1),(2),(3), and all possible 1-bit binary vectors, we get (0),(1).
Columns of \( G_3^{0,1} \) consists of twice the \( Z_4 \) symbol and four times the \( Z_2 \) symbol,
\[
G_3^{0,1} = \begin{pmatrix} 0 & 2 & 2 & 4 & 4 & 6 & 6 \\ 0 & 4 & 0 & 4 & 0 & 4 & 4 \end{pmatrix}.
\]
For \( \phi^{-1}_k(u) \in \{00, 01, 10, 11, 20, 21, 30, 31\} \), 
\( u \in \{(000), (001), (010), (011), (110), (111), (100), (101)\} \). Then
\[
C_3^{0,1} = \begin{pmatrix} h^{000} \\ h^{001} \\ h^{010} \\ h^{011} \\ h^{110} \\ h^{111} \\ h^{100} \\ h^{101} \end{pmatrix} = \begin{pmatrix} 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 4 & 0 & 4 & 0 & 4 & 0 & 4 \\ 0 & 0 & 2 & 2 & 4 & 4 & 6 & 6 \\ 0 & 4 & 2 & 6 & 4 & 0 & 6 & 2 \\ 0 & 0 & 4 & 4 & 0 & 0 & 4 & 4 \\ 0 & 4 & 4 & 0 & 0 & 4 & 4 & 0 \\ 0 & 0 & 6 & 6 & 4 & 4 & 2 & 2 \\ 0 & 4 & 6 & 2 & 4 & 0 & 2 & 6 \end{pmatrix}
\]

\[
\begin{pmatrix} \beta(h^{000}) \\ \beta(h^{001}) \\ \beta(h^{010}) \\ \beta(h^{011}) \\ \beta(h^{110}) \\ \beta(h^{111}) \\ \beta(h^{100}) \\ \beta(h^{101}) \end{pmatrix} = \begin{pmatrix} 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 1 & 0 & 1 & 0 & 1 \\ 0 & 0 & 0 & 1 & 1 & 1 & 1 & 1 \\ 0 & 1 & 0 & 1 & 1 & 0 & 1 & 0 \\ 0 & 0 & 1 & 1 & 0 & 0 & 1 & 1 \\ 0 & 1 & 1 & 0 & 0 & 1 & 1 & 0 \\ 0 & 0 & 1 & 1 & 1 & 1 & 0 & 0 \\ 0 & 1 & 1 & 0 & 1 & 0 & 0 & 1 \end{pmatrix}.
\]

Notice that for \( t=0, \ \beta(C_3^1) = \pi(C_3^{0,1}) \) which is expected.
The binary code $A_{3}^{0,1}$ consists of codewords which are the rows of $\pi(C_{3}^{0,1})$ and their complements. Binary Boolean functions corresponding to these codeword vectors are,

$$
g(v_3, v_2, v_1) = 0 = \langle (000), (v_3, v_2, v_1) \rangle_1 = l_{000} \text{ for the first row of } \pi(C_{3}^{0,1})
$$

$$
g(v_3, v_2, v_1) = v_1 = \langle (010), (v_3, v_2, v_1) \rangle_1 = l_{001} \text{ for the second row,}
$$

$$
g(v_3, v_2, v_1) = v_3 = \langle (100), (v_3, v_2, v_1) \rangle_1 = l_{100} \text{ for the third row,}
$$

$$
g(v_3, v_2, v_1) = v_3 \oplus v_1 = \langle (110), (v_3, v_2, v_1) \rangle_1 = l_{101} \text{ for the fourth row,}
$$

$$
g(v_3, v_2, v_1) = v_2 = \langle (001), (v_3, v_2, v_1) \rangle_1 = l_{010} \text{ for the fifth row,}
$$

$$
g(v_3, v_2, v_1) = v_2 \oplus v_1 = \langle (011), (v_3, v_2, v_1) \rangle_1 = l_{011} \text{ for the sixth row,}
$$

$$
g(v_3, v_2, v_1) = v_2 \oplus v_3 = \langle (101), (v_3, v_2, v_1) \rangle_1 = l_{110} \text{ for the seventh row, and}
$$

$$
g(v_3, v_2, v_1) = v_3 \oplus v_2 \oplus v_1 = \langle (111), (v_3, v_2, v_1) \rangle_1 = l_{111} \text{ for the last row.}
$$

From the above equations one gets, $\pi(h^u) = \langle u^v, v \rangle_{0,1} = l_{u}$ where $\langle u^v, v \rangle_{0,1}$ represents 0,1-dot product of the vectors $u$ and $v$. Notice that every row is the truth table of a linear function of $v$. The complement functions corresponding to $(h^u + 4)$ are then affine functions of $v$.

**Example 4.6:** Let us now begin with the $Z_8$-linear code of type $8^04^22^0$. This code contains two $Z_4$ symbols and no binary symbols. Now if we write all
possible 2-symbol $Z_4$ vectors, we get (00), (01), (02), (03), (10), (11), (12), (13),
(20),(21),(22),(23), (30),(31),(32),(33). Columns of $G_{4}^{0,2}$ consists of two
$Z_4$ symbols multiplied by 2,

$$G_{4}^{0,2} = \begin{pmatrix}
0 & 0 & 0 & 2 & 2 & 2 & 4 & 4 & 4 & 4 & 6 & 6 & 6 & 6 \\
0 & 2 & 4 & 6 & 0 & 2 & 4 & 6 & 0 & 2 & 4 & 6 & 0 & 2
\end{pmatrix}.$$
The binary code $A_{4}^{0,2}$ consists of codewords which are the rows of $\pi(C_{4}^{0,2})$ and their complements. The binary Boolean function corresponding to these codeword vectors are,

\[ g(v_{4}, v_{3}, v_{2}, v_{1}) = 0 = \langle (0000), (v_{4}, v_{3}, v_{2}, v_{1}) \rangle_{2} = l_{0000} \quad \text{for the first row of} \quad \pi(C_{4}^{0,2}), \]

\[ g(v_{4}, v_{3}, v_{2}, v_{1}) = v_{2} = \langle (0001), (v_{4}, v_{3}, v_{2}, v_{1}) \rangle_{2} = l_{0010} \quad \text{for the second row,} \]
$g(v_4, v_3, v_2, v_1) = v_1 = ((0010), (v_4, v_3, v_2, v_1))_2 = l_{0001}$ for the third row,
$g(v_4, v_3, v_2, v_1) = v_1 \oplus v_2 = ((0011), (v_4, v_3, v_2, v_1))_2 = l_{0011}$ for the fourth row
and other rows also satisfy (4.37). Thus the code $A^{0.2}_4$ is equal to the code $A^2_4$.

Example 4.7: Let us now begin with the $Z_8$-linear code of type $8^14^02^0$. This code contains one $Z_8$ symbol.

$G_{3}^{1,0} = (01234567)$,

$C_{3}^{1,0} = \begin{pmatrix}
00000000 \\
01234567 \\
02460246 \\
03424725 \\
04040404 \\
05274163 \\
06420642 \\
07654321
\end{pmatrix}$, $\pi(C_{3}^{1,0}) = \begin{pmatrix}
00000000 \\
00001111 \\
00110011 \\
00101101 \\
01010101 \\
01011010 \\
01100110 \\
01111000
\end{pmatrix}$. 
Table 4.5: Binary Boolean function corresponding to the codeword vectors $\pi(h_8^u)$

<table>
<thead>
<tr>
<th>$u$</th>
<th>$&lt;u,v&gt;_{1,0}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>000</td>
<td>0</td>
</tr>
<tr>
<td>001</td>
<td>$v_3$</td>
</tr>
<tr>
<td>010</td>
<td>$v_2$</td>
</tr>
<tr>
<td>011</td>
<td>$v_3 \oplus v_2 \oplus v_1v_2$</td>
</tr>
<tr>
<td>100</td>
<td>$v_1$</td>
</tr>
<tr>
<td>101</td>
<td>$v_1 \oplus v_3$</td>
</tr>
<tr>
<td>110</td>
<td>$v_1 \oplus v_2$</td>
</tr>
<tr>
<td>111</td>
<td>$v_1 \oplus v_2 \oplus v_3 \oplus v_1v_2$</td>
</tr>
</tbody>
</table>

All rows of the matrix $\pi(C_{3,0})$ satisfy (4.37). Six of the 1,0-affine functions are affine and two of them are quadratic.

**Example 4.8:** Let us now begin with the $Z_8$-linear code of type $8^14^12^{0}$. This code contains one $Z_4$ symbols and one $Z_8$ symbol.

$$G_{5}^{l_1} = \begin{pmatrix} 0 & 0 & 0 & 1 & 1 & 1 & 1 & 2 & 2 & 2 & 2 & 3 & 3 & 3 & 3 & 4 & 4 & 4 & 4 & 5 & 5 & 5 & 5 & 6 & 6 & 6 & 6 & 7 & 7 & 7 & 7 \\ 0 & 2 & 4 & 6 & 0 & 2 & 4 & 6 & 0 & 2 & 4 & 6 & 0 & 2 & 4 & 6 & 0 & 2 & 4 & 6 & 0 & 2 & 4 & 6 & 0 & 2 & 4 & 6 \end{pmatrix}. $$
The binary code $A_5^{1,1}$ consists of codewords which are the rows of $\pi(C_5^{1,1})$ and their complements. The binary Boolean function corresponding to these codeword vectors are given in Table 4.6.
Table 4.6: Binary Boolean function corresponding to these codeword vectors $\pi(h_8^u)$

<table>
<thead>
<tr>
<th>$u$</th>
<th>$\langle u, v \rangle_{1,1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>00000</td>
<td>0</td>
</tr>
<tr>
<td>00001</td>
<td>$v_2$</td>
</tr>
<tr>
<td>00010</td>
<td>$v_1$</td>
</tr>
<tr>
<td>00011</td>
<td>$v_1 \oplus v_2$</td>
</tr>
<tr>
<td>00100</td>
<td>$v_5$</td>
</tr>
<tr>
<td>00101</td>
<td>$v_2 \oplus v_2 \oplus v_1 v_4$</td>
</tr>
<tr>
<td>00110</td>
<td>$v_1 \oplus v_5$</td>
</tr>
<tr>
<td>00111</td>
<td>$v_1 \oplus v_2 \oplus v_5 \oplus v_1 v_4$</td>
</tr>
<tr>
<td>01000</td>
<td>$v_4$</td>
</tr>
<tr>
<td>01001</td>
<td>$v_2 \oplus v_4 \oplus v_1 v_3$</td>
</tr>
<tr>
<td>01010</td>
<td>$v_1 \oplus v_4$</td>
</tr>
<tr>
<td>01011</td>
<td>$v_1 \oplus v_2 \oplus v_4 \oplus v_1 v_3$</td>
</tr>
<tr>
<td>01100</td>
<td>$v_5 \oplus v_4 \oplus v_4 v_5$</td>
</tr>
<tr>
<td>01101</td>
<td>$v_2 \oplus v_5 \oplus v_4 \oplus v_1 v_4 \oplus v_3 v_4$</td>
</tr>
<tr>
<td>01110</td>
<td>$v_1 \oplus v_5 \oplus v_4 \oplus v_3 v_4$</td>
</tr>
<tr>
<td>01111</td>
<td>$v_1 \oplus v_2 \oplus v_5 \oplus v_4 \oplus v_1 v_3 \oplus v_1 v_4 \oplus v_3 v_4$</td>
</tr>
<tr>
<td>Binary Code</td>
<td>Expression</td>
</tr>
<tr>
<td>-------------</td>
<td>-------------</td>
</tr>
<tr>
<td>10000</td>
<td>( v_3 )</td>
</tr>
<tr>
<td>10001</td>
<td>( v_2 \oplus v_3 )</td>
</tr>
<tr>
<td>10010</td>
<td>( v_1 \oplus v_3 )</td>
</tr>
<tr>
<td>10011</td>
<td>( v_1 \oplus v_2 \oplus v_3 )</td>
</tr>
<tr>
<td>10100</td>
<td>( v_5 \oplus v_3 )</td>
</tr>
<tr>
<td>10101</td>
<td>( v_2 \oplus v_3 \oplus v_5 \oplus v_1 v_4 )</td>
</tr>
<tr>
<td>10110</td>
<td>( v_5 \oplus v_3 \oplus v_1 )</td>
</tr>
<tr>
<td>10111</td>
<td>( v_5 \oplus v_3 \oplus v_2 \oplus v_1 \oplus v_1 v_4 )</td>
</tr>
<tr>
<td>11000</td>
<td>( v_4 \oplus v_3 )</td>
</tr>
<tr>
<td>11001</td>
<td>( v_4 \oplus v_3 \oplus v_2 \oplus v_1 v_3 )</td>
</tr>
<tr>
<td>11010</td>
<td>( v_4 \oplus v_3 \oplus v_1 )</td>
</tr>
<tr>
<td>11011</td>
<td>( v_4 \oplus v_3 \oplus v_2 \oplus v_1 \oplus v_1 v_3 )</td>
</tr>
<tr>
<td>11100</td>
<td>( v_5 \oplus v_4 \oplus v_3 \oplus v_4 v_3 )</td>
</tr>
<tr>
<td>11101</td>
<td>( v_5 \oplus v_4 \oplus v_3 \oplus v_2 \oplus v_1 v_3 \oplus v_1 v_4 \oplus v_3 v_4 )</td>
</tr>
<tr>
<td>11110</td>
<td>( v_5 \oplus v_4 \oplus v_3 \oplus v_1 \oplus v_1 v_3 \oplus v_3 v_4 )</td>
</tr>
<tr>
<td>11111</td>
<td>( v_5 \oplus v_4 \oplus v_3 \oplus v_2 \oplus v_1 \oplus v_1 v_3 \oplus v_1 v_4 )</td>
</tr>
</tbody>
</table>
All rows of the matrix $\pi(C_{5}^{1,1})$ satisfy (5.38). It is observed that five variables are partitioned into one 2-bit for $k=1$ part and 3-bit for $t=1$, i.e.,

$(v_1 \ v_2)(v_3 \ v_4 \ v_5)$ and on first part a $k$-dot product is performed and on the second part a $tk$-dot product is performed (with $k=0$).

**Example 4.9:** Let us now begin with the $Z_8$-linear code of type $8^24^02^0$. This code contains two $Z_8$ symbols.

$G_{6}^{2,0} = \begin{pmatrix}
00000000 & 01111111 & \ldots & 77777777 \\
0123456701234567 & \ldots & 01234567
\end{pmatrix},$

$C_{6}^{2,0} = \begin{pmatrix}
00000000000000 \ldots 00000000 \\
0123456701234567 \ldots 01234567 \\
0246024602460246 \ldots 02460246 \\
03424725 \ldots \\
04040404 \ldots \\
05274163 \ldots \\
\vdots
\end{pmatrix}$

and

$\pi(G_{6}^{2,0}) = \begin{pmatrix}
00000000000000 \ldots 00000000 \\
0000111100001111 \ldots 00001111 \\
00110011 \ldots 00110011 \\
01101101 \ldots \\
01010101 \ldots \\
01011001 \ldots \\
\vdots
\end{pmatrix}$

Table 4.7 shows 6-bit Boolean functions corresponding to each of $\pi(G_{6}^{2,0})$.  
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Table 4.7: Binary Boolean function corresponding to these codeword vectors $\pi(h_8^u)$

<table>
<thead>
<tr>
<th>u</th>
<th>$&lt;u,v&gt;_{2,0}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>000000</td>
<td>0</td>
</tr>
<tr>
<td>000001</td>
<td>$v_3$</td>
</tr>
<tr>
<td>000010</td>
<td>$v_2$</td>
</tr>
<tr>
<td>000011</td>
<td>$v_2 \oplus v_3 \oplus v_1 v_2$</td>
</tr>
<tr>
<td>000100</td>
<td>$v_1$</td>
</tr>
<tr>
<td>000101</td>
<td>$v_1 \oplus v_3$</td>
</tr>
<tr>
<td>000110</td>
<td>$v_1 \oplus v_2$</td>
</tr>
<tr>
<td>000111</td>
<td>$v_1 \oplus v_2 \oplus v_3 \oplus v_1 v_2$</td>
</tr>
<tr>
<td>001000</td>
<td>$v_6$</td>
</tr>
<tr>
<td>001001</td>
<td>$v_3 \oplus v_6 \oplus v_1 v_2 v_4 \oplus v_2 v_5 \oplus v_1 v_4 v_5$</td>
</tr>
<tr>
<td>001010</td>
<td>$v_2 \oplus v_6 \oplus v_1 v_5$</td>
</tr>
<tr>
<td>001011</td>
<td>$v_1 \oplus v_3 \oplus v_6 \oplus v_1 v_2 \oplus v_2 v_5 \oplus v_1 v_5 \oplus v_1 v_2 v_4 \oplus v_1 v_4 v_5$</td>
</tr>
<tr>
<td>001100</td>
<td>$v_1 \oplus v_6$</td>
</tr>
<tr>
<td>001101</td>
<td>$v_1 \oplus v_3 \oplus v_6 \oplus v_2 v_5 \oplus v_3 v_4 \oplus v_1 v_2 v_4 \oplus v_1 v_4 v_5$</td>
</tr>
<tr>
<td>001110</td>
<td>$v_1 \oplus v_2 \oplus v_6 \oplus v_1 v_5$</td>
</tr>
</tbody>
</table>
Table 4.7 (continued)

<table>
<thead>
<tr>
<th></th>
<th>001111</th>
<th>010000</th>
<th>010001</th>
<th>010010</th>
<th>010011</th>
<th>010100</th>
<th>010101</th>
<th>010110</th>
<th>010111</th>
<th>011000</th>
<th>011001</th>
<th>011010</th>
<th>011011</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(v_1 \oplus v_2 \oplus v_3 \oplus v_6 \oplus v_1 v_2 \oplus v_1 v_4 \oplus v_1 v_5 \oplus v_1 v_2 v_4 \oplus v_1 v_4 v_5)</td>
<td>(v_5)</td>
<td>(v_5 \oplus v_3 \oplus v_2 v_4)</td>
<td>(v_5 \oplus v_2 \oplus v_1 v_4)</td>
<td>(v_5 \oplus v_3 \oplus v_2 \oplus v_2 v_4 \oplus v_1 v_2 \oplus v_1 v_4)</td>
<td>(v_5 \oplus v_1)</td>
<td>(v_1 \oplus v_3 \oplus v_5 \oplus v_2 v_4)</td>
<td>(v_1 \oplus v_2 \oplus v_5 \oplus v_1 v_4)</td>
<td>(v_1 \oplus v_2 \oplus v_3 \oplus v_5 \oplus v_1 v_2 \oplus v_2 v_4 \oplus v_1 v_4)</td>
<td>(v_6 \oplus v_5 \oplus v_5 v_4)</td>
<td>(v_3 \oplus v_5 \oplus v_6 \oplus v_1 v_4 \oplus v_2 v_4 \oplus v_1 v_2 v_4 \oplus v_2 v_5 \oplus v_4 v_5 \oplus v_1 v_4 v_5)</td>
<td>(v_2 \oplus v_5 \oplus v_6 \oplus v_1 v_5 \oplus v_2 v_4 \oplus v_1 v_4)</td>
<td>(v_2 \oplus v_3 \oplus v_5 \oplus v_6 \oplus v_1 v_2 \oplus v_1 v_4 \oplus v_2 v_4 \oplus v_1 v_2 v_4 \oplus v_2 v_5 \oplus v_1 v_5 \oplus)</td>
</tr>
</tbody>
</table>
Table 4.7 (continued)

<p>| | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>011100</td>
<td>$v_1 \oplus v_5 \oplus v_6 \oplus v_5v_4$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>011101</td>
<td>$v_1 \oplus v_3 \oplus v_5 \oplus v_6 \oplus v_1v_4 \oplus v_2v_4 \oplus v_1v_2v_4 \oplus v_2v_5 \oplus v_4v_5$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>011110</td>
<td>$v_1 \oplus v_2 \oplus v_5 \oplus v_6 \oplus v_1v_4 \oplus v_1v_5 \oplus v_4v_5$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
| 011111 | $v_1 \oplus v_2 \oplus v_3 \oplus v_5 \oplus v_6 \oplus v_1v_2 \oplus v_1v_4 \oplus v_2v_4 \oplus v_1v_2v_4$  
$\oplus v_2v_5 \oplus v_1v_5 \oplus v_4v_5 \oplus v_1v_4v_5$ |
| 100000 | $v_4$ |
| 100001 | $v_3 \oplus v_4$ |
| 100010 | $v_2 \oplus v_4$ |
| 100100 | $v_1 \oplus v_4$ |
| 101000 | $v_6 \oplus v_4$ |
| 110000 | $v_5 \oplus v_4$ |
CHAPTER 5

k-BENT AND t,k-BENT FUNCTIONS

Bent functions, which are at maximum distance to affine functions, form a well-known topic in cryptology. They are first studied by Dillon [49] and Rothaus [94] in seventies. Rothaus used the word “bent” for the first time in the litterature in 1970. MacWilliams and Sloane [76] observed that bent functions are strongly linked with first order Reed Muller codes. And in 2008, Tokareva defined [104] k-bent functions starting from $Z_4$-linear codes.

In this chapter, we study bent functions, from the conventional Rothaus and Dillan as well as Maiorana McFarland bent functions to the Tokareva’s k-bent functions. We defined $t,k$-Walsh transform and $t,k$-nonlinearity to propose the $t,k$-bent functions. We give Propositons 5.3 to show that the $t,k$-Walsh transform of a Boolean function satisfies the Parseval’s equation. We then relate the $t,k$-nonlinearity to $t,k$-Walsh transform in Propositons 5.4. Next, we suggest a new class of bent functions, the $t,k$-bent functions, which are extensions of k-bent functions, depending on the $t,k$-dot product definition given in Chapter 4. We give Proposition 5.5 to show that the set of $(t+1),k$-bent functions and $t,(k+1)$-bent functions are subsets of the set of $t,k$-bent functions. In sections 5.3 and 5.4, we
show that the newly defined classes of bent, namely Tokareva’s $k$-bent and our $t,k$-bent functions are affine equivalent to the well-known Maiorana McFarland class of bent functions. As a cryptology application, in section 5.5, we propose the method of cubic cryptanalysis for block ciphers. It is a generalization of the well-known method of linear cryptanalysis given in 1993 by M. Matsui [79]. In our method we approximate Boolean functions by $t,k$-affine functions. The newly introduced $t,k$-bent functions are claimed to be strong against cubic cryptanalysis, since they are at maximum distance to $t,k$-affine functions, which contain affine, quadratic and cubic functions.

5.1 Conventional Bent Function Definitions and Properties

For the rest of the chapter, let $f : GF(2)^m \rightarrow GF(2)$ be an $m$-bit binary function. In this section, we will give conventional definitions of bent functions including Rothaus and Maiorana McFarland class bent functions.

**Definition 5.1**: A function $f$ is called bent if all of the components of the Walsh spectrum of $f$ have the same magnitude, up to the absolute value.

**Definition 5.2**: A function $f$ is called bent if it is at maximum possible distance to all affine functions. This implies that bent functions have maximum possible nonlinearity.

From Definition 5.1 and Parseval’s equation it is observed for bent $f$

$$|W_f(w)| = 2^{m/2} \text{ for } w \in GF(2)^m. \quad (5.1)$$

(5.1) requires $m$ to be even. Since bent functions are defined only for even values of $m$, from now on unless otherwise stated explicitly we assume that $m$ is even and $m > 2$. 
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**Theorem 5.1.** [49] If \( f \) is a bent function, with \( m = 2k \); then the degree of \( f \) is at most \( k \), except for the case \( k = 1 \).

Proof of this theorem is given in [49]. This theorem gives us an obvious upper bound for the number of bent functions which is

\[
\max \text{number of } f = 2^{\binom{n}{0} + \binom{n}{1} + \cdots + \binom{n}{n/2}} \quad (5.2)
\]

**Theorem 5.2.** [49] A bent function is invariant

(i) Under a linear or an affine transformation in coordinates, that is \( f \) is bent if and only if the function \( h = f \circ \theta \) is bent where \( \theta(x) = xA \oplus b \), \( A \) is a nonsingular matrix of order \( m \) and \( b \) is any vector in \( GF(2)^m \).

(ii) By adding an affine function, that is \( f \) is bent if and only if \( f \oplus \phi \) is bent for any affine function \( \phi \).

**5.1.1 Rothaus’ Bent Function Classes**

In 1975, Rothaus [49] presented the first two classes of bent functions. He made an exhaustive search on all polynomials in \( GF(2)^6 \). He found two general classes of bent functions.

**Theorem 5.3:** (Rothaus Class I) [49] Let \( m = 2k \) and \( x, y \in GF(2)^k \) and \( f \) be a \( k \)-variable function. Then the \( m \) variable function

\[
Q(x, y) = x_1y_1 \oplus x_2y_2 \oplus \cdots \oplus x_ky_k \oplus f \quad (5.3)
\]

is bent.
Theorem 5.4: (Rothaus Class II) [49] Let $A(x), B(x), C(x)$ be $2k$-variable bent functions such that $A(x) \oplus B(x) \oplus C(x)$ be also bent. Let $y, z \in GF(2)$. Then the function

$$Q(x, y, z) = A(x)B(x) \oplus A(x)C(x) \oplus B(x)C(x) \oplus (A(x) \oplus B(x))y \oplus (A(x) \oplus C(x))z \oplus yz \quad (5.4)$$

is a bent function on $GF(2)^{2k+2}$.

5.1.2 Maiorana McFarland’s Class

Maiorana McFarland’s class of bent functions is a generalization of Rothaus’ Class I.

Theorem 5.5: (Maiorana McFarland Class) [80] Let $k$ be an arbitrary positive integer and $m = 2k$. Then the $m$-variable function $f$ given by,

$$f(x, y) = <y, \pi(x)> \oplus g(x) \quad (5.5)$$

where $x, y \in GF(2)^k$ and $\pi$ is an arbitrary permutation of $GF(2)^k$ and $g$ is an arbitrary $k$-variable function, is bent.

5.1.3 Tokareva’s $k$-bent Functions

Tokareva defined $k$-bent functions [104] from the definition of $k$-affine functions, which were defined in Section 4.3 of this thesis.

Definition 5.3: [104] The $k$-Walsh transform of a Boolean function $f \in GF(2)^m$ is the integer valued function

$$W_f^{(k)}(w) = \sum_{x \in GF(2)^m} (-1)^{<x, w> k} (-1)^{f(x)} \quad (5.6)$$
where $0 \leq k \leq m/2$.

**Definition 5.4:** [104] By $k$-nonlinearity $N_f^{(k)}$ of a function $f$ the distance between $f$ and the class $\psi_k^m$ is meant.

**Proposition 5.1:** [104] It is true that

\[
N_f^{(k)} = 2^{m-1} - \frac{1}{2} \max_w |W_f^{(k)}(w)|
\]  

(5.7)

**Definition 5.5:** [105] For any integers $m$, $k$ such that $0 \leq k \leq m/2$ we call a function $f$, $k$-bent if and only if all $W_f^{(k)}(w) = \pm 2^{m/2}$.

**Proposition 5.2:** [106] For $k$-bent functions $B_k^m$ we have

\[
B_0^m = B_1^m \supseteq B_2^m \supseteq \cdots \supseteq B_{m/2}^m
\]  

(5.8)

Proof is given in [106].

For $m=4$ all 1-bent and 2-bent functions are examined numerically and Table 5.1 is constructed.

<table>
<thead>
<tr>
<th>$k$</th>
<th># of $k$-bent functions</th>
<th>$R_f$</th>
<th>$\deg f$</th>
<th>$N_f^0$</th>
<th>$N_f^1$</th>
<th>$N_f^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>896</td>
<td>16,0...,0</td>
<td>2</td>
<td>6</td>
<td>6</td>
<td>4,6</td>
</tr>
<tr>
<td>2</td>
<td>384</td>
<td>16,0...,0</td>
<td>2</td>
<td>6</td>
<td>6</td>
<td>6</td>
</tr>
</tbody>
</table>

*Table 5.1: Properties of 1 and 2-bent 4-variable functions*
There are 896 1-bent 4-variable functions. 384 of them are 2-bent and 512 are not 2-bent (only 1-bent). Maximum possible nonlinearity value is 6 for \( m=4 \). 2-bent functions have

\[ N_0^1 = N_1^1 = N_2^2 = 6. \] (5.9)

But only 384 of 1-bent functions satisfy (5.9). These functions are shown to be exactly equivalent to the 2-bent functions. 512 of 1-bent functions have

\[ N_0^0 = N_1^1 = 6, N_2^2 = 4 \] (5.10)

All 1-bent and 2-bent functions have autocorrelation spectrum \((16 \ 0 \ 0 \ 0 \ 0 \ 0 \ 0 \ 0 \ 0 \ 0 \ 0 \ 0 \ 0 \ 0 \ 0 \ 0)\) which is the property of bent functions. This is expected.

Note that all 1-bent and 2-bent functions have degree equal to 2. They are quadratic. Since bent functions must be distinct from affine functions and Theorem 5.1 says that \( \deg(f) \leq k = 2 \) for \( m=4 \). This is what we expect.

Example 5.1: Numerical analysis gives all 1 and 2-bent, 4-variable functions. Some examples for the truth tables of these functions are listed below.

\[
\begin{align*}
    f_1 &= [00000110 \underline{D}10110], \\
    f_2 &= [000001100 \underline{D}11010], \\
    f_3 &= [01100001 \underline{D}01001], \quad \text{and} \quad f_4 = [01100001 \underline{D}01010] \text{ are truth tables of 1-bent functions.} \\
    f_5 &= [000000110 \underline{D}11001] \quad \text{and} \quad f_6 = [100000101 \underline{D}11000] \text{ are truth tables of 2-bent functions.}
\end{align*}
\]

Example 5.2: Numerical analysis give some of the 1, 2 and 3-bent 6-variable functions. Some examples for the truth tables of these functions are listed below.
\[ f_1 = \begin{bmatrix} 01100001 \ 0010100110 \ 00110000 \ 00010100 \ 1000011101010 \ 100010000100 \ 100110000000 \ 0010110000110 \ 0010100110000 \ \end{bmatrix} \]
is 1-bent.

\[ f_2 = \begin{bmatrix} 000001000 \ 0010100110 \ 00110000 \ 00010100 \ 100000110110 \ 100010000100 \ 100110000000 \ 0010110000110 \ 0010100110000 \ \end{bmatrix} \]
is 2-bent.

\[ f_3 = \begin{bmatrix} 0000001110 \ 0010100110 \ 0010000001 \ 00010101 \ 100000110110 \ 100010000100 \ 100110000000 \ 0010110000110 \ 0010100110000 \ \end{bmatrix} \]
is 3-bent.

### 5.2 \( t,k \)-bent Functions

We will now define \( t,k \)-bent functions from the definition of \( t,k \)-affine functions which were defined in Section 4.4 of this thesis.

**Definition 5.6:** The \( t,k \)-Walsh transform of a Boolean function \( f(x) \in GF(2) \) with \( x \in GF(2)^m \) is the integer valued function

\[
W_{f}^{(t,k)}(w) = \sum_{x \in GF(2)^m} (-1)^{\langle x,w \rangle_{t,k}} (-1)^{f(x)}
\]  

(5.11)

where, \( 0 \leq t \leq m/3 \) and \( 0 \leq k \leq (m-3t)/2 \). Here \( \langle x,w \rangle_{t,k} \) is the \( t,k \)-dot product defined in section 4.4 of this thesis.

**Proposition 5.3:** The \( t,k \)-Walsh transform of a Boolean function satisfies the Parseval’s equation,

\[
\sum_{w \in GF(2)^m} (W_{f}^{t,k}(w))^2 = 2^{2m}.
\]  

(5.12)

**Proof:** Note that for \( t=k=0 \) (5.11) gives the Walsh transform. For \( t=0 \) (5.11) is equal to the \( k \)-Walsh transform which obeys the Parseval’s rule [104],
\[
\sum_{w \in GF(2)^m} (W_f^k(w))^2 = 2^{2m}.
\] (5.13)

If \( t \neq 0 \) then the matrix \( \pi(C_{m}^{t,k}) \) after replacing any element \( c \) by \((-1)^c\) becomes a Hadamard matrix.

\[
\sum_{w \in GF(2)^m} (W_{f}^{t,k}(w))^2 = \sum_{w \in GF(2)^m} \left( \sum_{x \in GF(2)^m} (-1)^{\langle x, w \rangle_{t,k}} (-1)^{f(x)} \right)^2
\]

\[
= \sum_{w, x, v} (-1)^{\langle x, w \rangle_{t,k} \oplus f(x)} (-1)^{\langle v, w \rangle_{t,k} \oplus f(v)}
\]

\[
= \sum_{x, v} (-1)^{f(x) \oplus f(v)} \sum_{w} (-1)^{\langle x, w \rangle_{t,k} \oplus \langle v, w \rangle_{t,k}}
\]

\[
\sum_{w} (-1)^{\langle x, w \rangle_{t,k} \oplus \langle v, w \rangle_{t,k}} = \begin{cases} 2^m & \text{if } x = v \\ 0 & \text{else} \end{cases}
\] (5.15)

Then,

\[
\sum_{w \in GF(2)^m} (W_{f}^{t,k}(w))^2 = \sum_{x, v} 2^m = 2^{2m}.
\]

**Definition 5.7:** The \( t,k \)-nonlinearity \( N_{f}^{(t,k)} \) of a function \( f \), is the distance between \( f \) and the class \( \psi_{m}^{t,k} \), which contains all \( t,k \)-affine functions.

**Proposition 5.4:** It is true that

\[
N_{f}^{(t,k)} = 2^{m-1} - \frac{1}{2} \max_{w} |W_{f}^{(t,k)}(w)|
\] (5.16)
Proof: Let a binary vector $g_u = \pi(h_u)$, then we have $g_u(v) = u \cdot v > t, k$.

$$N_f^{(t,k)} = \min_{g_u \in \psi_{m}^{t,k}} (\text{dist}(f, g)) = \min(d(f, g_u), d(f, g_u \oplus 1))$$

(5.17)

From the definition of $W_f^{t,k}(w)$ and from (4.30),

$$d(f, g_u) = 2^{m-1} - \frac{1}{2} W_f^{t,k}(w)$$

(5.18)

Using (5.17) and (5.18) we get (5.16).

**Definition 5.8:** For any integers $m, t, k$ such that $0 \leq t \leq m/3$ and $0 \leq k \leq (m-3t)/2$ we call a function $f$ $t,k$-bent if and only if all

$$W_f^{(t,k)}(w) = \pm 2^{m/2}.$$  

(5.19)

Note that the $t,k$-bent functions are at maximum distance to $t,k$-affine functions.

Denote by $B_{m}^{t,k}$ the class of all $t,k$-bent functions in $m$ variables. Then we give Proposition 5.5 to show that the set of $(t+1),k$-bent functions and $t,(k+1)$-bent functions are subsets of the set of $t,k$-bent functions.

**Proposition 5.5:** For $t,k$-bent functions $B_{m}^{t,k}$ we have

(i) $B_{m}^{0,0} = B_{m}^{1,0} \supseteq B_{m}^{1,2} \supseteq \ldots \supseteq B_{m}^{(m/2)}$  

(5.20)

(ii) $B_{m}^{0,k} = B_{m}^{1,k} \supseteq B_{m}^{2,k} \supseteq \ldots \supseteq B_{m}^{(m/3),k}$  

(5.21)

Proof:

(i) (5.20) comes from (5.8).
(ii) The \( m \)-variable function

\[
f(a_1, a_1', \cdots a_{t-1}, a_{t-1}', u', u^*) = \left( \bigoplus_{i=1}^{t} s_i(a_i, a_i') \right) \bigoplus \varphi(u') \bigoplus q(u^*)
\]

(5.22)
is \( t,k \)-bent but it is not \( (t+1),k \) bent. Here \( s_i \) are \( 1,k \)-bent 2-variable functions, \( q(u^*) \) is a \( (m-3t-2) \) variable \( 1,k \)-bent function and \( \varphi(u') \) is a \( t,k \)-bent \( t \)-variable function.

For \( m=6 \) all 1,0-bent and 2,0-bent functions are numerically examined and Table 5.2 is constructed.

**Table 5.2**: Properties of 1,0 and 2,0-bent 6-variable functions, \( k=0 \)

<table>
<thead>
<tr>
<th>( t )</th>
<th>( R_f )</th>
<th>( N_f^0 )</th>
<th>( N_f^1 )</th>
<th>( N_f^2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>64,0,...,0</td>
<td>28</td>
<td>28</td>
<td>24,28</td>
</tr>
<tr>
<td>2</td>
<td>64,0,...,0</td>
<td>28</td>
<td>28</td>
<td>28</td>
</tr>
</tbody>
</table>

All 1,0-bent and 2,0-bent functions have autocorrelation spectrum \((64 \ 0 \ 0 \ 0 \ 0 \ 0 \ 0 \ 0 \ 0 \ 0 \ 0 \ 0 \ 0 \ 0 \ 0)\) which is the property of bent functions. This is expected.

**Example 5.3**: Numerical analysis give some of the 1,0 and 2,0-bent 6-variable functions. Some examples for these functions are listed below.

\[
f_1(x_1, x_2, x_3, x_4, x_5, x_6) = x_1x_2 \bigoplus x_3x_4 \bigoplus x_5x_6,
\]

\[
f_2(x_1, x_2, x_3, x_4, x_5, x_6) = x_1x_4 \bigoplus x_2x_5 \bigoplus x_3x_6
\]

are 2,0-bent functions which are also Maiorana McFarland type bent functions.

\[
f_3(x_1, x_2, x_3, x_4, x_5, x_6) = x_1x_2x_3 \bigoplus x_3x_4 \bigoplus x_5x_6,
\]

\[
f_4(x_1, x_2, x_3, x_4, x_5, x_6) = x_1x_4x_5 \bigoplus x_2x_5 \bigoplus x_3x_6
\]
are 1,0-bent functions.

**Example 5.4:** Numerical analysis give some of the 1, 2 and 3-bent 10-variable functions.

\[ f_1(x_1, x_2, x_3, x_4, x_5, x_6, x_7, x_8, x_9, x_{10}) = x_1x_2 \oplus x_3x_4 \oplus x_5x_6 \oplus x_7x_8 \oplus x_9x_{10} \]

is a 3,0-bent function which is also Maiorana McFarland type bent functions. \( N_{f_1}^{3,0} = 496 \).

\[ f_2(x_1, x_2, x_3, x_4, x_5, x_6, x_7, x_8, x_9, x_{10}) = x_1x_2x_3 \oplus x_3x_4 \oplus x_5x_6 \oplus x_7x_8 \oplus x_9x_{10} \]

is 2,0-bent function. \( N_{f_2}^{2,0} = 496 \) and \( N_{f_2}^{3,0} = 492 \).

### 5.3 Affine Equivalence Analysis of Tokareva’s \( k \)-bent Functions and Maiorana McFarland Class Bent Functions

In this section, we will show that Tokareva’s \( k \)-bent functions are affine equivalent to the well-known Maiorana McFarland class of bent functions in Proposition 5.6.

**Proposition 5.6:** Tokareva’s \( k \)-bent functions are affine equivalent to the Maiorana McFarland class of bent functions. Maiorana McFarland class bent functions \( f(x, y) = \langle y, \pi(x) \rangle \oplus g(x) \) with the permutation \( \pi_{4}(x) \) and \( g(x) = 0 \) and the notation that \( (x_{2i-1}, x_{2i}) \) is the \( i^{th} \) pair, with \( 1 \leq i \leq m/2 \), such that,

1. Permutations of different pairs, or
2. Permutations in a pair

result in Tokareva’s \( (m/2) \)-bent functions.
Proof: We will prove by induction, take \( m=4 \) and \( k=2 \), \( \mathbf{x} = [x_1 \ x_2] \) and \( \mathbf{y} = [x_3 \ x_4] \), then \( f_1(x_1, \cdots, x_4) = [x_3 \ x_4][x_2 \ x_1] = x_2 x_3 \oplus x_1 x_4 \) with \( \pi_4(\mathbf{x}) = (x_1 \ x_2) \) and \( g(\mathbf{x}) = 0 \). Then \( W_f^1 = W_f^2 = 6 \) implies that \( f_1 \) is 2-bent.

Assume for \( m=2k \), that \( f_2(\mathbf{x}, \mathbf{y}) = \langle \mathbf{y}, \pi_4(\mathbf{x}) \rangle \oplus g(\mathbf{x}) \) is \( k \)-bent. Then show that for \( m=2k+2 \), that \( f_3(\mathbf{x}, \mathbf{y}) = \langle \mathbf{y}, \pi_4(\mathbf{x}) \rangle \oplus g(\mathbf{x}) \) is \((k+1)\)-bent.

For \( m=2k \), take \( \mathbf{x} = [x_1 \ x_2 \cdots x_{2k-1}] \) and \( \mathbf{y} = [x_2 \ x_4 \cdots x_{2k}] \), then assume \( f_2(x_1, \cdots, x_m) = [x_2 \ x_4 \cdots x_{2k} \bigoplus x_3 x_1 \cdots x_{2k-1}] = x_2 x_3 \oplus x_4 x_1 \oplus \cdots \oplus x_{2k} x_{k-1} \) is \( k \)-bent with \( W_{f_2}^k = 2^{2k-1} - 2^{k-1} \).

Then for \( m=2k+2 \), take \( \mathbf{x} = [x_1 \ x_3 \cdots x_{2k-1} x_{2k+1}] \) and \( \mathbf{y} = [x_2 \ x_4 \cdots x_{2k} x_{2k+2}] \), then

\[
f_3(x_1, \cdots, x_m) = [x_2 \ x_4 \cdots x_{2k} x_{2k+2} \bigoplus x_3 x_1 \cdots x_{2k-1} x_{2k+1}] = x_3 x_2 \oplus x_4 x_1 \oplus \cdots \oplus x_{2k+2} x_{2k+1}
\]

show that \( W_{f_3}^k = 2^{2k+1} - 2^k \). It is easy to observe that,

\[
f_3(x_1, \cdots, x_{2k+2}) = f_2(x_1, \cdots, x_{2k}) \oplus x_{2k+2} x_{2k+1}.
\]

Then the \((k+1)\)-Walsh transform of \( f_3 \) is,

\[
W_{f_3}^{k+1}(\mathbf{w}) = \sum_{\mathbf{x} \in GF(2)^{2k+2}} (-1)^{\langle \mathbf{x}, \mathbf{w} \rangle_{(k+1)}} (-1)^{f_3(\mathbf{x})}
= \sum_{\mathbf{x} \in GF(2)^{2k+2}} (-1)^{\langle \mathbf{x}, \mathbf{w} \rangle_{(k+1)}} (-1)^{f_2(\mathbf{x}) \oplus x_{2k+2} x_{2k+1}},
\]

which is then equal to

\[
97
\]
\[
W_{f_3}^{k+1}(w) = \sum_{x \in GF(2)^{2k+2}, x_{2k+2} = 0, x_{2k+1} = 0} (-1)^{\langle x, w \rangle_{r,k+1}} (-1) f_2(x) + \sum_{x \in GF(2)^{2k+2}, x_{2k+2} = 0, x_{2k+1} = 0} (-1)^{\langle x, w \rangle_{r,k+1}} (-1) f_2(x) \oplus x_{2k+2} x_{2k+1}.
\]

The first term on the right hand side of the above equation is \(k\)-Walsh transform of \(f_2\).

\[
W_{f_3}^{k+1}(w) = W_{f_2}^{k}(w) + \sum_{x \in GF(2)^{2k+2}, x_{2k+2} = 0, x_{2k+1} = 0} (-1)^{\langle x, w \rangle_{r,k+1}} (-1) f_2(x) + \sum_{x \in GF(2)^{2k+2}, x_{2k+2} = 0, x_{2k+1} = 0} (-1)^{\langle x, w \rangle_{r,k+1}} (-1) f_2(x) \oplus 1.
\]

This is then equal to

\[
W_{f_3}^{k+1}(w) = W_{f_2}^{k}(w) + \sum_{x \in GF(2)^{2k+2}, x_{2k+2} = 0, x_{2k+1} = 0} (-1)^{\langle x, w \rangle_{r,k+1}} (-1) f_2(x) - \sum_{x \in GF(2)^{2k+2}, x_{2k+2} = 0, x_{2k+1} = 0} (-1)^{\langle x, w \rangle_{r,k+1}} (-1) f_2(x).
\]

Since \(f_2\) is \(2k\)-variable \(k\)-bent function, \(W_{f_3}^{k+1}(w) = 2 W_{f_2}^{k}(w) + 2^{2k}\), which then gives

\[
W_{f_3}^{k} = 2^{2k+1} - 2^k
\]

completing the proof.

**Example 5.5:** For \(m=4\),

\[f_1(x_1, x_2, x_3, x_4) = x_1 x_3 \oplus x_2 x_4\]

is a Maiorana McFarland class bent function and also Tokareva’s 2-bent function.
For $m=6$, 
\[ f_1(x_1, x_2, x_3, x_4, x_5, x_6) = x_1 x_2 \oplus x_3 x_4 \oplus x_5 x_6, \] and 
\[ f_1(x_1, x_2, x_3, x_4, x_5, x_6) = x_1 x_2 \oplus x_3 x_4 \oplus x_5 x_6, \] are Maiorana McFarland class bent functions and also Tokareva’s 3-bent functions.

For $m=8$, 
\[ f_1(x_1, x_2, x_3, x_4, x_5, x_6, x_7, x_8) = x_1 x_2 \oplus x_3 x_4 \oplus x_5 x_6 \oplus x_7 x_8, \] and 
\[ f_1(x_1, x_2, x_3, x_4, x_5, x_6, x_7, x_8) = x_4 x_5 \oplus x_3 x_6 \oplus x_1 x_7 \oplus x_2 x_8, \] and 
\[ f_1(x_1, x_2, x_3, x_4, x_5, x_6, x_7, x_8) = x_2 x_5 \oplus x_1 x_6 \oplus x_4 x_7 \oplus x_3 x_8 \] are Maiorana McFarland class bent functions and also Tokareva’s 4-bent functions.

For $m=10$, 
\[ f_1(x_1, x_2, \ldots, x_9, x_{10}) = x_1 x_2 \oplus x_3 x_4 \oplus x_5 x_6 \oplus x_7 x_8 \oplus x_9 x_{10}, \] and 
\[ f_1(x_1, x_2, \ldots, x_8, x_9, x_{10}) = x_2 x_6 \oplus x_1 x_7 \oplus x_3 x_8 \oplus x_4 x_9 \oplus x_5 x_{10}, \] and 
\[ f_1(x_1, x_2, \ldots, x_9, x_{10}) = x_2 x_6 \oplus x_1 x_7 \oplus x_4 x_8 \oplus x_3 x_9 \oplus x_5 x_{10} \] are Maiorana McFarland class bent functions and also Tokareva’s 5-bent functions.

5.4 Affine Equivalence Analysis of our $t,k$-bent Functions and Maiorana McFarland Class Bent Functions

Next, we will show that our $t,k$-bent functions are affine equivalent to the well-known Maiorana McFarland class of bent functions in Proposition 5.7.

**Proposition 5.7:** $t,k$-bent functions are affine equivalent to the Maiorana McFarland class of bent functions.
\[ f(x, y) = <y, \pi(x) > \oplus g(x) \] with the permutation \( \pi_8(x) \) and \( g(x) = 0 \) and the notation that \((x_{3i-2}, x_{3i-1}, x_{3i})\) is the \( i \)th pair, with \( 1 \leq i \leq m/3 \), such that,

(i) Permutations of different pairs, or
(ii) the permutation \((x_{3i-2}, x_{3i-1})\) on the \( i \)th pair

Result in our \((m/3), k\)-bent functions with \( k = m \mod 3 \).

**Proof:** For \( t=0 \) the proof follows from Proposition 5.6. We will prove by induction on \( t \). Assume (5.25) is true for \( t \), then show that it is true for \( t+1 \).

Assume for \( m=3t \), that \( f_4(x, y) = <y, \pi_8(x) > \) is \( t,k \)-bent. Then show that for \( m=3t+3 \), that \( f_5(x, y) = <y, \pi_8(x) > \) is \((t+1),k\)-bent.

For \( m=3t \), and \( k=0 \), take \( x = [x_1 \ x_3 \cdots x_{2k-1}] \) and \( y = [x_2 \ x_4 \cdots x_{2k}] \), then assume \( f_4(x_1, \cdots x_m) = [x_2 \ x_4 \cdots x_3 \ x_3 \ x_1 \cdots x_{3t-1}] = x_3x_2 \oplus x_4x_1 \oplus \cdots \oplus x_{3t}x_{3t-1} \) is \( t,k \)-bent with \( W_{f_4}^{t,k} = 2^{3t-1} - 2^{(3t-2)/2} \).

Then for \( m=3k+6 \), take \( x = [x_1 \ x_3 \cdots x_{3t+1} \ x_{3t+3}x_{3t+5}] \) and \( y = [x_2 \ x_4 \cdots x_{3t+2} \ x_{3t+4} \ x_{3t+6}] \), then for \( \pi(x) = (1, 2) \), which is one permutation which obeys Proposition 5.7,

\[ f_5(x_1, \cdots x_m) = [x_2 \ x_4 \cdots x_{3t+2} \ x_{3t+4} \ x_{3t+6}] \ [x_3 \ x_1 \cdots x_{3t+1} \ x_{3t+3}x_{3t+5}] \]
\[ = x_3x_2 \oplus x_4x_1 \oplus \cdots \oplus x_{3t+1}x_{3t+2} \oplus x_{3t+3}x_{3t+4} \oplus x_{3t+5}x_{3t+6} \]

show that \( W_{f_5}^{k} = 2^{3t+5} - 2^{(3t+4)/2} \). It is easy to observe that,

\[ f_5(x_1, \cdots x_{3t+3}) = f_4(x_1, \cdots x_{3t+2}) \oplus x_{3t+3}x_{3t+4} \oplus x_{3t+5}x_{3t+6} \] \quad (5.24)
Similar steps as in the proof of Proposition 5.6 gives \( W_{f_i}^k = 2^{3r+5} - 2^{(3r+4)/2} \). This
proves Proposition 5.7 only for one permutation, \( \pi(\mathbf{x}) = (1, 2) \). Similar steps for
all possible permutations given by Proposition 5.7, need to be proven. It seems
they require similar steps as the above proof.

**Example 5.6**: For \( m=6 \),

\[
\begin{align*}
  f_1(x_1, x_2, x_3, x_4, x_5, x_6) &= x_1 x_4 \oplus x_2 x_5 \oplus x_3 x_6, \\
  f_1(x_1, x_2, x_3, x_4, x_5, x_6) &= x_2 x_4 \oplus x_1 x_5 \oplus x_3 x_6,
\end{align*}
\]

are Maiorana McFarland class bent functions and also our 2,0-bent function.

For \( m=8 \),

\[
\begin{align*}
  f_1(x_1, x_2, x_3, x_4, x_5, x_6, x_7, x_8) &= x_1 x_5 \oplus x_2 x_6 \oplus x_3 x_7 \oplus x_4 x_8, \\
  f_1(x_1, x_2, x_3, x_4, x_5, x_6, x_7, x_8) &= x_2 x_5 \oplus x_1 x_6 \oplus x_3 x_7 \oplus x_4 x_8
\end{align*}
\]

are Maiorana McFarland class bent functions and also and also our 2,0-bent function,

\[
\begin{align*}
  f_1(x_1, x_2, x_3, x_4, x_5, x_6, x_7, x_8) &= x_1 x_6 \oplus x_1 x_7 \oplus x_3 x_8 \oplus x_4 x_9 \oplus x_5 x_{10}, \\
  f_1(x_1, x_2, x_3, x_4, x_5, x_6, x_7, x_8) &= x_2 x_6 \oplus x_1 x_7 \oplus x_3 x_8 \oplus x_5 x_9 \oplus x_4 x_{10}
\end{align*}
\]

are Maiorana McFarland class bent functions and also Tokareva’s 3,0-bent functions.

**5.5 Cubic Cryptanalysis**

A cryptographic system consists of three basic components, namely the
plaintext, which is the input to the system, the ciphertext, which is the output and
the key. Cryptanalysis try to break the cryptosystem by finding the relation
between these three components. Linear cryptanalysis tries to approximate this
relation by linear equations. It was proposed by M. Matsui [79] in 1993. Similarly
the quadratic cryptanalysis tries to approximate the relation between plaintext, ciphertext and the key by quadratic equations, whose degree is at most 2. It was proposed by Tokareva [108] in 2008. She used $k$-affine and $k$-bent function definitions for extending linear cryptanalysis to quadratic cryptanalysis. She applied her method to S-boxes of well-known ciphers, such as GOST, DES and $s^3$DES and showed that quadratic equations have higher probability than linear equations have to define these cryptosystems.

As a cryptology application of our $t,k$-bent and $t,k$-affine functions, we introduce the method of cubic cryptanalysis for block ciphers. We call this new method as cubic cryptanalysis according to the main idea of it: to use (linear, quadratic and cubic) Boolean functions from $\psi_{t,k}^m$ for approximations. In our method we approximate Boolean functions by $t,k$-affine functions. The newly introduced $t,k$-bent functions are claimed to be strong against cubic cryptanalysis, since they are as far as possible to $t,k$-affine functions, which are composed of affine, quadratic and cubic functions.

We introduce a generalization of the Matsui’s algorithm for the one key bit determination. Our algorithm is based on the equality,

$$< a, \alpha(P) >_{t_1,k_1} \oplus < b, \gamma(C) >_{t_2,k_2} = < c, \sigma(K) >_{t_3,k_3}$$

(5.27)

where $P$ is the plaintext (cryptosystem input), $C$ is the ciphertext (cryptosystem output) and $K$ is the key. Integers satisfy $0 \leq t_1, t_2 \leq m/3$, $0 \leq t_3 \leq m_{key}/3$, $0 \leq k_1 \leq (m - 3t_1)/2$, $0 \leq k_2 \leq (m - 3t_2)/2$ and $0 \leq k_3 \leq (m_{key} - 3t_3)/3$. Here
$m$ is the even length of plaintext and ciphertext, $m_{key}$ is even length of the key.

$$F : Z^m_2 \times Z^{m_{key}}_2 \rightarrow Z^m_2$$ is a one-to-one transform if we fix the second argument.

$$C = F(P, K) \quad (5.28)$$

$$F_i : Z^m_2 \times Z^{m'_{key}}_2 \rightarrow Z^m_2$$ is a transform for the $i^{th}$ round of ciphering, it is one-to-one if we fix the second argument. Here $m'_{key}$ is the subkey for the $i^{th}$ round.

Assume that (5.23) holds with probability $p = 1/2 + \varepsilon$ where $0 \leq |\varepsilon| \leq 1/2$. \varepsilon is called the bias of (5.23). Notice that if the parameters $t_i = 0, k_i = 1$ then the dependence of the corresponding block $P, C$, or $K$ is linear. And if the parameters $t_i = 0, k_i = 2$ or $t_i = 1$ then the dependence of the corresponding block $P, C$, or $K$ is quadratic. For all other cases the dependence is cubic.

Let us fix a key $K$. Consider the set of known pairs of plaintext and ciphertext.

$$\{ P_s, C_s \}_{s = 1 \ldots N}$$

(5.29)

The algorithm (as in the linear case) is based on the principle of maximum likelihood. Steps of the algorithm are given below,

(i) Define $N_0 = \left\{ t_3 < a, \alpha(P_s) > t_1, k_1 \oplus b, \gamma(C_s) > t_2, k_2 = 0 \right\}$.

(ii) Guess $c, \sigma(K) > t_3, k_3 =\begin{cases} 0 & \text{if} \quad (N_0 - N/2) \times \varepsilon > 0, \\ 1 & \text{else} \end{cases}$

(iii) Try to find $K$ using the correlation obtained.
Further analysis of cubic cryptanalysis is left for future study. Cubic cryptanalysis must be studied on S-boxes of well-known cryptosystems. Linear, quadratic and cubic cryptanalysis of these cryptosystems must be compared in the future research.

An $m$-bit input/$m$-bit output cryptosystem can be considered as an $m \times m$ S-box. Our claim is that, for a fixed key, we should use $(m/3),0$-bent functions as the $m$-variable component functions of $F$ in order to have the guaranteed high resistance to the cubic cryptanalysis. We left the studies of the properties of strong Boolean functions against cubic cryptanalysis and affine equivalence analysis of these functions to the newly introduced $t,k$-bent functions for future research.
CHAPTER 6

CONCLUSION

In this dissertation, we have concentrated on basic Boolean function properties such as affine equivalence classes, covering sequences and bentness. We have also studied the $\mathbb{Z}_4$ and $\mathbb{Z}_8$-linear codes and using these codes, we have introduced a new class of bent Boolean functions, which we show to be affine equivalent to the well-known Maiorana McFarland class of bent functions. As a cryptological application, we have defined the method of cubic cryptanalysis for block ciphers and introduced $t,k$-bent functions, which we consider to be strong against cubic cryptanalysis.

6.1 Results
Firstly, in Chapter 3, we show that some covering sequences of a Boolean function can be obtained using the Walsh transform nulls. We prove that each null frequency of the Walsh transform defines one covering sequence; and if the Boolean function is balanced, each null is associated with two covering sequences. We present a lower bound for the number of covering sequences and confirm that the set of covering sequences that we find from Walsh transform nulls are distinct from those given by Carlet and Mesnager [39]. Relations between a Walsh transform null frequency and the associated covering sequence are as given in (3.14) and (3.15). We have shown that:
i) For an arbitrary \( m \)-variable Boolean function \( f \), each nonzero Walsh transform null frequency \( w \in GF(2)^m \) defines a covering sequence \( \lambda \in \{1, -1\} \) with elements \( \lambda_a = (-1)^<w, a> \), and for each covering sequence \( \lambda \) which can be represented as \( \lambda_a = (-1)^<w, a> \), there exists a nonzero Walsh transform null \( w \).

ii) For a balanced \( m \)-variable Boolean function \( f \), each nonzero Walsh transform null frequency \( w \in GF(2)^m \) defines a covering sequence \( \lambda \in GF(2)^{2^m} \) with elements \( \lambda_a = <w, a> \), and for each covering sequence \( \lambda \) which can be represented as \( \lambda_a = <w, a> \), there exists a nonzero Walsh transform null \( w \).

Hence one can obtain some of the covering sequences, at least as much as the number of Walsh transform nulls, using the Walsh transform null frequencies. It is proven that all the covering sequences calculated from Walsh transform null frequencies through equation (3.15) are linearly independent and none of them can be an indicator of a subspace. Starting from this point, we come to the conclusion that, the set of covering sequences that can be calculated from Proposition 3.2 of Carlet and Mesnager [39] and our Theorem 3.3 are distinct. We have also obtained a relation between covering sequences of affine equivalent Boolean functions and proven that if a function \( f \) does not have any covering sequence, any other function affinely equivalent to \( f \) does not have a covering sequence either. Moreover, we also show that numbers of covering sequences of affine equivalent Boolean functions do not have to be equal.

Secondly, in Chapter 4, we examine Tokareva’s studies [104-108] on \( Z_4 \)-linear codes. We discuss and give the origins of \( k \)-affine functions and \( k \)-dot product definitions of Tokareva in Section 4.2. In Proposition 4.2, we show that the Krotov
matrices $A^{k,(m-2k)}$, which are used to construct $\mathbb{Z}_4$-linear Hadamard like codes, have the lexicographically ordered codewords of the $\mathbb{Z}_4$-linear $(2^m, m)$ code $C$, as columns.

We define the quadratic terms in the algebraic normal forms of $k$-affine functions in Proposition 4.5. Then Section 4.4 contains our contributions on the extension of Tokareva’s definitions to a larger ring, $\mathbb{Z}_8$. For this objective, we derive a new class of functions, which we call $t,k$-affine, using linear codes over the ring $\mathbb{Z}_8$. We then state propositions 4.7 to 4.11, where Proposition 4.7 gives the properties of the $\mathbb{C}_{m}^{tk}$ matrix, Proposition 4.8 shows that for $t=0$, $k$-affine and $t,k$-affine functions are exactly the same, which then implies Proposition 4.9 saying that $k$-dot product and $t,k$-dot product values are equivalent for $t=0$. Proposition 4.10 gives the properties and Proposition 4.11 gives the explicit formula of the $t,k$-dot product. The set of $t,k$-affine functions contain affine functions, and some of the quadratic and cubic functions. Examples of these functions are given at the end of Chapter 4 starting from $\mathbb{Z}_8$-linear codes.

Finally in Chapter 5, we study bent functions, which are at maximum distance to affine functions (Rothaus and Dillon), particularly Maiorana McFarland bent construction. We review Tokareva’s $k$-bent functions [104-108] and extend her work by defining the $t,k$-Walsh transform and $t,k$-nonlinearity. We give Propositon 5.3 to show that the $t,k$-Walsh transform of a Boolean function satisfies the Parseval’s equation; and then relate the $t,k$-nonlinearity to $t,k$-Walsh transform in Propositon 5.4. Next, we suggest the new class of bent functions, namely the $t,k$-bent functions, which depend upon the $t,k$-dot product definition given in Chapter 4. We state Proposition 5.5 to show that the set of $(t+1),k$-bent functions and
$t,(k+1)$-bent functions are subsets of the set of $t,k$-bent functions. In sections 5.3 and 5.4, we show that these new classes, namely Tokareva’s $k$-bent and our $t,k$-bent functions, are affine equivalent to the well-known Maiorana McFarland class of bent functions. As a cryptological application, we define the method of cubic cryptanalysis for block ciphers in section 5.5, following Matsui’s work on linear cryptanalysis. We conjecture that for a fixed key, one should try to use $(m/3),k$-bent functions as the $m$-variable component functions of the S-boxes in order to have higher resistance to cubic cryptanalysis.

6.2 Summary of Results and Directions for Future Research

Main results of this thesis can be summarized as follows. We have

1) proven that, each null frequency of the Walsh transform defines at least one covering sequence; however, the number of covering sequences is more than the number of Walsh transform nulls in general;

2) shown that the set of covering sequences which can be calculated from Proposition 3.2 of Carlet and Tarannikov and from our Theorem 3.3 are distinct;

3) obtained a relation between covering sequences of affine equivalent functions and proven that if a function does not have any covering sequence, then its affine equivalent function does not have any either, on the other hand, numbers of covering sequences of affine equivalent Boolean functions do not have to be equal;

4) defined a new class of functions, which we call $t,k$-affine, using linear codes over the ring $\mathbb{Z}_8$; and given the explicit formula of the $t,k$-dot product and its properties;

5) defined the $t,k$-Walsh transform of a Boolean function and shown that it satisfies the Parseval’s equation;
6) given the definition of \( t,k \)-nonlinearity and related it to \( t,k \)-Walsh transform;

7) suggested a new class of bent functions, the \( t,k \)-bent functions, which are extensions of \( k \)-bent functions and shown that they are affine equivalent to Maiorana McFarland class of bent functions.

Future studies can include the extension of such work to larger rings (or fields) and the search for codes, whose binary images are nonlinear and having better properties than the presently known ones. Suggested cubic cryptanalysis method can be applied to the known cryptosystems, compared with linear and quadratic cryptanalyses in terms of probability biases, and the correctness of our conjecture that “\((m/3),k \) bent functions are strong against cubic cryptanalysis” can be explored more extensively.
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