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ABSTRACT

VIDEO SEGMENTATION BASED ON AUDIO FEATURE
EXTRACTION

Atar, Neriman
M.Sc., Department of Electrical and Electronics Engineering

Supervisor: Prof. Dr. Gézde Bozdag1 Akar

February 2009, 98 pages

In this study, an automatic video segmentation and classification system based on
audio features has been presented. Video sequences are classified such as videos
with “speech”, “music”, “crowd” and “silence”. The segments that do not belong to
these regions are left as “unclassified”. For the silence segment detection, a simple
threshold comparison method has been done on the short time energy feature of the
embedded audio sequence. For the “speech”, “music” and “crowd” segment
detection a multiclass classification scheme has been applied. For this purpose, three
audio feature set have been formed, one of them is purely MPEG-7 audio features,
other is the audio features that is used in [31] the last one is the combination of these
two feature sets. For choosing the best feature a histogram comparison method has
been used. Audio segmentation system was trained and tested with these feature sets.
The evaluation results show that the Feature Set 3 that is the combination of other
two feature sets gives better performance for the audio classification system. The
output of the classification system is an XML file which contains MPEG-7 audio

segment descriptors for the video sequence.

An application scenario is given by combining the audio segmentation results with

visual analysis results for getting audio-visual video segments.
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Keywords: Video Segmentation, Audio Segmentation, MPEG-7 audio-visual

segmentation, Video indexing.



0z

SES OZNITELIK CIKARIMINA DAYALI VIDEO
BOLUTLENMESI

Atar, Neriman
Yiiksek Lisans, Elektrik-Elektronik Miithendisligi Boliimii
Tez Yoneticisi: Prof. Dr. Gozde Bozdag1 Akar

Subat 2009, 98 sayfa

Bu calismada, ses 6znitelik ¢ikarimina dayali otomatik bir video boliitleme sistemi
sunulmustur. Video dizileri “miizik”, “konusma”, “sessizlik” ve ‘“kalabalik” gibi
belirli siniflart igeren boliimlere ayrilmistir. Bu siniflara ait olmayan boliimler ise
“siniflandirilamayan” olarak nitelendirimistir. “sessizlik sinifinin belirlenmesi icin
kisa-zamanl enerji Ozniteligi kullanilarak, esik deger karsilastirma uygulamasi
yapilmistir. “miizik”, “konusma” ve “kalabalik” siiflarminin belirlenmesi igin ise
coklu-simif ayirma yontemi kullanilmistir. Bu amacla, ses bilgisine ait bazi
karakteriksel —Oznitelikler ¢ikarlmistir. Cikarilan  Oznitelikler iic  gruptan
olusmaktadir: MPEG-7 islevsel veri catisinda tanimli olan alt seviyeli ses
oznitelikleri, [31]" de kullanilan 6znitelikler ve bu iki 6znitelik grubunun bilesimi
olan Oznitelikler. Siniflandirma i¢in en uygun 6zniteligi se¢gmek i¢in, dzniteliklerin
dagilimlar1 incelenmistir. Ses siniflandirma islemi her ii¢ Oznitelik grubu igin
O0grenme- siniflandirma ve test agamalarina tabi tutulmustur. Test ve degerlendirme
sonuglari, ligiincli gruptaki Ozniteliklerin en iyi sonucu verdigini gostermektedir.
Sistemin ciktisi, siniflandirilmis video pargalarina ait ses kistmlarini igeren MPEG-7

tanimlayicilarinin oldugu bir XML dosyasidir.

vi



Caligmanin son kisminda, elde edilen ses siniflandirma sisteminin, gorsel islemlerle
birlestirilerek isitsel-gorsel video kisimlarinin elde edildigi bir uygulama senaryosu

verilmistir.

Anahtar Kelimeler: Video Boliitleme, Ses Boliitleme, MPEG-7 Gorsel-Isitsel

béliitleme, Video Indeksleme.
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CHAPTER 1

1 INTRODUCTION

Recently, there is a rapid increase in the amount of digital video in multimedia
applications due to improvement in the technology. Digital videos are widely used in
the areas such as TV domains, geographic information systems, monitoring systems,
education domains, mobile phones. For these types of applications large video
databases are created and stored. The ability to browse the stored video data or to
retrieve the content of interest is becomes a fundamental requirement of any video
archiving system. For example, a large amount of audiovisual material has been
archived in television and film databases. If these data can be properly segmented
and indexed, it will be easier to retrieve the desired video segments for the editing of
a video clip. As the volume of the database becomes huge, manual segmentation and
indexing became very hard to apply. Automatic segmentation and indexing through
computer will be very useful. Thus, segmentation of a video into its constituent short

pieces is fundamental functionality for video retrieval and management tasks.

The purpose of multimedia indexing is to accelerate the access to large multimedia
data bases. In Figure 1, representation of a general multimedia indexing and retrieval
system is given. The main components of systems are: a feature extraction/
segmentation module to extract the features and segmentation of incoming data and,
a multimedia indexing system to form the extracted features and segments to a
known structure for later use, a storage module to store the features of the incoming
data and a search engine for browsing, searching and filtering process between the
database and user. However if each organization use a different mechanism for the
multimedia indexing, it will be difficult to access the data from out of the
organization. So, a standardization process is required for automatic indexing of

multimedia data. MPEG-7 helps in describing multimedia content in such a way that



multimedia information can be easily archived, accessed, located, navigated,
searched and managed [7]. A detailed explanation of MPEG-7 standard is given in
chapter 3.

Multimedia Feature Indexing

Data ——>{ Extraction/

Segmentation

Manuel/ Automatic

———— | Search
Engine Storage

Module

User / Computer
System

Figure 1. A multimedia indexing and retrieval system

The higher-level temporal structure is the predominant feature in the video
sequences. Video is often described as having a four layer hierarchical structure, as
shown in Figure 2. A shot can be considered as the basic unit of a video sequence. It
can be defined as a sequence of frames captured by one camera in a single
continuous action in time and space [21]. The shots are separated by shot boundaries.
A scene is a semantic unit that formed by one or more adjoining shots where the
shots each have similar content but are taken from different camera positions. Scene
changes therefore demarcate changes in semantic context. Segmenting a video into
its constituent scenes permits it to be accessed in terms of meaningful units.
Temporal segmentation is the process of decomposing video streams into

meaningful segments such as shots, scenes.
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SCENE

SCENE

SHOT

SHOT

SHOT

SHOT

SHOT

FRAMES
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For the temporal segmentation, algorithms are mostly focused on visual processing
techniques such as color histogram differences, motion vectors, shape detection

methods [12][19][21][22]. The researches on the audio information shows that audio

Figure 2. A Video Structure

can also be used for video segmentation [24] [25] [26] [27].

In the multimedia indexing and retrieval a lot of system has been developed.
However, no system or technology has yet become widely pervasive. By the
improvement in the audio-visual analysis techniques, better results are getting place.
Most of the developed multimedia indexing and retrieval systems used visual

features for indexing. Recently, the audio features are used in combination with the

visual features in multimedia indexing and retrieval systems.




Most of the developed multimedia indexing and retrieval systems have used
temporal video segmentation based on visual information and audio-visual
information for the indexing purpose. Some of them are VideoSTAR [3] , MUVIS
[4], BilVMS [1], BilVideo (2], IMKA [4],[10]. A detailed survey on the on

multimedia indexing and retrieving systems can be found in [47]

1.1  Scope of the Thesis

By being aware of the audio information importance for the video segmentation
process, we propose a method for segmentation of a video by using only audio
features in this thesis. The initial problem is segmentation of the audio into
acoustically similar regions such as “silence”, “speech”, “music”, and “crowd” .For
the silence segment detection a simple threshold comparison method on the short
time energy of the signal is proposed. In the process for segmentation “speech”,
“music”, “crowd”, “unclassified” regions, a pattern classification scheme has been
adopted [31]. This pattern classification scheme is composed of two sections: a
feature extraction and selection stage, training and a classification stage. For the
feature selection and training process three audio classes that are manually labeled as
“speech”, “music” and “crowd” have been formed. A series of audio features such as
MPEG-7 low-level audio features, MFCC, Chroma, Spectral Roll-off, Zero Crossing
Rate, Spectrogram features, have been extracted. A histogram comparison method
[31] has been done on these feature sets for choosing the best feature for the
segmentation process. Then, three feature sets is chosen: one of them is purely
formed from MPEG-7 low-level audio features, other is the combination of some
MPEG-7 low-level audio features with the features that are not belong to MPEG-7
audio framework and the last one is the audio features that are used in [31]. After
feature selection process, a training and classification method based on One-versus-
All classification scheme [17] in combination with the Bayesian Networks [40] and

KNN classifier has been used [31]. Training and Classification stages are applied for

both cases of feature sets. The feature set that gives better results for the audio



classification is used as the final feature set. The audio segmentation results are

written in a XML file as the MPEG-7 audio segment descriptors.

An application scenario of this audio classification system is given as the
combination of audio analysis with the visual segmentation results. For the visual
segmentation, an automatic shot detection process is done by using IBM MPEG-7
Annotation Tool: VideoAnnEx [43] . The output of the IBM MPEG-7 Annotation
Tool is an XML file which includes the shot boundary information of the video

sequence with MPEG-7 metadata.

After getting the output of the Audio Segmentation and Video Shot Detection
process, the results of two systems are combined to get more meaningful video
segments. For the combination of the output of these systems two cases are
considered: Audio Priority and Video Priority. The output of the audio-visual
segmentation application is an XML file that contains MPEG-7 audio-visual
segment descriptors for the annotated video sequence. The scheme of the

implemented system for the application scenario is given in Figure 3



Audio Visual
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Audio Annotation Tool IBM Video Annotation Tool
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Figure 3. The Scheme of the video segmentation prototype based on Audio-Visual

Processing



1.2 Outline of the Thesis

In Chapter 2, related works and broad overview for the audio segmentation, video

segmentation and audio visual segmentation applications are presented.

In Chapter 3 MPEG-7, the Multimedia Content Description Interface is described.

The Audio Framework of the MPEG-7 standard is summarized.

In Audio Analysis part, Chapter 4, the audio features that considered in this study are
presented. After explaining the audio analysis, in Chapter 5 Audio Classification
parts are described. The method for audio feature selection, implemented statistical
classification techniques and the results of the audio segmentation system are

described.

After audio analysis and audio segmentation parts, an application scenario for the
combining audio segmentation results with a visual analysis is presented in Chapter
6. For the visual analysis IBM Annotation Tool is used for automatic shot detection

process.

In Chapter 7 the conclusion and future works are presented.



CHAPTER 2

2 RELATED WORKS ON VIDEO SEGMENTATION

In this chapter the latest studies in the literature related with video segmentation
applications based on visual processing algorithms, audio processing algorithms and

combination of audio-visual processing algorithms are described.

2.1 Visual Processing Methods in Video Segmentation

As we mentioned before, a video sequence temporally segmented in to scenes, shots
and frames. These temporally segments are used for multimedia indexing purpose. In
the following paragraphs the studies for the shot detection and scene detection

algorithms depend on only visual processing are presented.

2.1.1 Shot Detection

As we mention before, a shot is a group of frames that are taken from one camera in
a single action. The frames of the shots are related each other, if a discontinuity
occurs between the frames, a shot boundary is detected. There are many algorithms
that perform the shot boundary detection. They are based on certain features
extracted from video frames. These features can be different perspectives of the
video content, such as color, objects, and motion, or be video stream attributes such
as compression information. The basic shot detection algorithms in the literature can

be listed as:



Pixel Differences: A frame of a digital video consists of a grid of pixels all with
their own color, and the sequence of these colors determines how the given frame
will appear [19]. The idea behind this is that gradual changes between corresponding
pixels do not get counted as changing, so that only when a shot boundary is

encountered if a substantial number of changes occurs.

Color Histogram: The main idea of this algorithm is that two frames having an
unchanging background and unchanging objects which means they are in the same
shot will show little difference in their respective histograms. A shot boundary is
assumed, if the bin-wise difference between the two histograms of the two frames is

above a threshold [12].

Motion Detection: Motion is another characteristic of video that can be measured,
although this can be useful for removing potential shot boundary cases rather than
identifying them. This is because when panning and zooming are occurred most
other video features change, making it difficult to distinguish whether a shot

boundary has occurred.

Edge Detection: A video can be thought of as being composed of a series of objects,
each of these objects having edges. This edge information can be captured for a
sequence of frames, and used to determine whether edges remain in the shot from

one frame to the next, or whether they disappear and are replaced by different edges.

Zhang et al. [19] compared pixel differences, statistical differences and several
different histogram methods and found that the histogram methods were a good
trade-off between accuracy and speed. In order to reduce the camera motion and
noise effects, they applied additional step by using a 3x3 averaging filter before the
comparison pixel comparison. Each pixel in a frame is replaced with the mean value
of its nearest neighbors. They used a threshold that changes with the input sequence

and good results were obtained, although the method was somewhat slow.

Liu et al. [20] used the motion vectors extracted as part of the region-based pixel
difference computation to decide whether there is a large amount of camera or object

motion in a shot.



Bhattacharjee et al. [21] used running histogram methods to detect the shot
boundaries in the raw video streams and macro blocks for shot detection in MPEG-2
streams. In the raw video streams, they detected both straight cuts and dissolves of
two frames at a time, by comparing their histograms. In the MPEG-2 streams each
frame is splitted into blocks called macro blocks, each of which is coded in one of
three modes: infra mode where each block is represented by its DCT coefficient;
predicted mode where each block is represented by a motion vector and a set of DCT
coefficient for the prediction-error and block repetition mode where each block is
just copied from the same position in the previous frame [21]. The type of a block
used gives information about how much new image data is introduced in a frame and
how many blocks are predicted from another frame, both of which are useful in

determining shot boundaries.

In [18], Mai et al. compared color histograms, chromatic scaling and their own
algorithm based on edge detection. They aligned consecutive frames to reduce the
effects of camera motion and compared the number and position of edges in the edge
detected images. The percentage of edges that enter and exit between the two frames
was computed. Shot boundaries were detected by looking for large edge change
percentages. Dissolves and fades were identified by looking at the relative values of
the entering and exiting edge percentages. They determined that their method was
more accurate at detecting cuts than histograms and much less sensitive to motion

than chromatic scaling.

Yuan et al [45] conducts a formal study of the shot detection problem in pattern
recognition manner. They examined the three techniques in the perspective of
pattern recognition: the representation of visual content, the construction of

continuity signal and the classification of continuity values.

2.1.2 Scene Detection

A scene is a part of video that is formed by shots that are semantically related. Scene

detection is a harder process than shot detection because it’s semantic relation.
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A method for detection of a specific type of scenes in which two people are talking
to each other is proposed by Forlines [22]. In this work, scene detection is not
maintained for indexing or summarization; they maintain scene detection technique
for playback the video in TV. They applied a two step approach for scene detection.
In the first step, they find chains of related shots within the video. In the second step,
they combine these chains into scenes. For comparing the similarities in the shots
and making chains they again used color histograms as they used for shot detection,
only using a more relaxed threshold. They compare the first frame in a current shot
with the last five frames of each of the previous five shots If a shot begins with a
frame that is visually similar to the last five frames of a previous shot, then the shots
are likely to be of the same person or object. A chain of shots is created whenever

two or more shots are found to be visually similar.

In the second step they combine the shots that have grouped into chains in step one
by using time relation between them. But not all the shots are included in the chains.
These shots called orphans. An orphan is appended in the scene that covers the

orphan.

Yeung et al [24] introduced not only a pioneering piece of scene segmentation work,
but also a means to visualize a video’s structure. They propose that visual similarity
of shots alone may not be sufficient to differentiate the context and contents of
individual shots as each shot is itself a distinct unit of time in the featured video

presentation.

A general framework of clustering of video shots based on both visual similarities
and temporal localities of the shots which it is called time-constrained clustering is

proposed.

2.2 Audio Based Video Segmentation

The audio information within a video sequence gives information for partition of
video in to meaningful segments. In this section the video segmentation algorithms

that use only the audio information are presented.
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J. Son, et al.[25], used speech recognition for segmenting a video sequence. Since
the audio signal in the sound track is synchronized with image sequences in the
video program, a speech signal in the sound track can be used to segment video into
meaningful segments. This method requires a good speech recognition performance.
To avoid difficulties in the recognition problem, they propose using speech
recognition with closed caption. Closed caption is spoken portion of television show
or video program that appears as text at bottom of screen when processed by a

decoder installed in set.

A multi-class classification algorithm proposed by Giannakopoulos et al. [31] for
audio segments recorded from movies, focusing on the detection of violent content.
In order to classify the audio segments into six classes (three of them violent),
Bayesian Networks have been used in combination with the One Versus All
classification architecture. In this study I have used nearly same classification
scheme but using different audio features and getting different classes. They do not
combine the audio segmentation results with any visual processing technique for

getting a video segmentation process as I do.

2.3  Audio-Visual Video Segmentation

By combining the audio information and visual information of a video sequence

better results can be obtained for getting meaningful segments of video sequence.

Boreczky et al. [26], combined audio information with visual information for
detecting the shot boundaries. For the visual features the histogram and motion
vectors are used. In the audio processing parts they do not classify the audio in the
parts (speech, silence etc.) or speech recognition. For reflecting the difference in
audio types such as speech, silence etc. they calculate an audio distance measure.
The audio distance measure is similar to the likelihood ratio measure. They compute
audio distances based on sliding two-second intervals. A segmentation technique
allows features to be combined within the HMM framework is used instead of a

standard threshold segmentation types.
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A specific type of scene detection method, by combining audio-visual analysis of a
video sequence is presented by Alatan in [14]. The dialogue scene detection method
in a TV sitcom or film is proposed by using the state transitions of a Hidden Markov
Model (HMM). A face recognition process is done for detection a video segment
that includes or not includes a human face for the visual analysis part. In the audio
analysis part, audio information segmented acoustically similar regions as “speech”,
“music”, “silence”. In the audio analysis part signal energy, periodicity and zero
crossing rate features are used. By combining the face detection results with the

audio segmentation results a dialogue scene detection is proposed.

A video segmentation scheme is proposed by Jiang et al [27], in which audio and
color information is integrated in video scene extraction. An audio segmentation
scheme is developed to segment audio tracks into speech, music, environmental
sound and silence segments. In the audio classification part firstly a classification is
performed for speech, non-speech discrimination. KNN (K-Nearest Neighbor)
classifier based on zero crossing rate and short time energy contour is used as a pre-
classifier for speech and non-speech discrimination. Then, a GM-VQ (Gaussian
Model-Vector Quantization) method based on line spectrum pair (L.SP) divergence
shape analysis is used to refine the classification result and make the final decision.
Second, non-speech segments are further classified into music and environment
sound based on the audio periodicity and other features. A two stage combination of
visual and audio process has been adopted. At the first stage, shots of a video
sequence are clustered based on audio analysis. Audio breaks are first detected in
one-second interval. When a shot break and an audio break are detected
simultaneously within the one-second interval, the boundary of the sequence of shots

is marked as a potential scene boundary.

In [28], Pye et al. propose a method that combines audio segmentation with visual
segmentation, for segmentation of digital audio/video recordings Firstly, an audio
segmentation algorithm that partitions a soundtrack into manageably sized segments
for speech recognition is proposed. For the audio segmentation part they use

Gaussian Mixture Model for training and classifying the acoustically homogenous
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segments such as speech, male speech, music and noise. For detecting the
speaker/channel change or music onset, they estimate the local changes in acoustic
characteristic frame by frame through the soundtrack after the Gaussian Mixture
Model. Secondly, they present an algorithm for detecting camera shot-break
locations in the video. The output of these two algorithms is combined to produce a
semantically meaningful segmentation of audio/video content, appropriate for
information retrieval. They report the success of the algorithms in the context of

television news retrieval.

Lu, et al. [30] present a scene detection technique that measures the continuity of
visual, aural, and textual (closed captioning) elements in a video, and labels a shot

boundary as a scene boundary when these continuities drop.
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CHAPTER 3

3 MPEG-7 MULTIMEDIA CONTENT DESCRIPTION
INTERFACE

As previously mentioned, there is a large collection of digital video in multimedia
applications and it is getting larger day by day due to improvement in the technology
storage devices and compression techniques. Since all of these video databases come
from different sources, a system to manage it gets importance. In this chapter, an
international standard, named as MPEG-7 will be described. MPEG-7 parts are
constructed by means of MPEG-7 Description Definition Language. This language
uses a schema based on Extensible Markup Language (XML). So the XML, its

importance and its parts will also be presented in this chapter.

3.1 Introduction to MPEG-7

MPEG-7 is an ISO/IEC standard developed by the Moving Picture Coding Experts
Group (MPEG). The MPEG is in charge of the development of international
standards for compression, decompression, processing, and coded representation of
moving pictures, audio, and a combination of the two [11]. MPEG-1, MPEG-2 and
MPEG-4 are also developed by MPEG group in order to standard the video and
audio compression. MPEG-1 is developed for the storage and retrieval of moving
pictures and audio on storage media such as mp3 and video CD players, DVD
players, recorders. MPEG-2 standardize the digital TV sets, it’s the timely response
for the satellite broadcasting and cable television industries in their transition from
analog to digital formats [11]. The MPEG-4 standard uses advanced compression
algorithm. It codes content as objects and enables those objects to be manipulated

individually or collectively on an audiovisual scene [11][7].
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The MPEG-7 standard aims to satisfy the need by standardizing a framework for
compact, efficient, and interoperable descriptions of audio-visual content [11]. Itis a
standard for describing the features of multimedia content in order to facilitate
various multimedia searching and filtering applications [8]. But the scope of MPEG-
7 does not include the automatic extraction of audio-visual descriptions/features or
specifying the search engine that can make use of the description, it only

standardizes the descriptions of the features.

lescription
generation Description

I%mpe of MPEG-7 |

Figure 4. The Scope of MPEG-7 ([11])

3.2 Technical Overview of MPEG-7

MPEG-7 does not standardize the extraction of audio-visual features; it defines a
multimedia library of methods and tools by standardizing the descriptions of the

extracted audio-visual features.

Audiovisual data content that has MPEG-7 descriptions associated with it may
include: still pictures, graphics, 3D models, audio, speech, video, and composition
information about how these elements are combined in a multimedia presentation

[11].

For this purpose the main standardization effort is divided in to four step: descriptors
(Ds), description schemes (DSs), description definition language (DDL), and coded

descriptions.
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The Descriptors (Ds) is a representation of a feature that defines the syntax and
semantics of the feature representation [11]. For example for a motion feature in a

video, Camera Motion is a descriptor.

The Description schemes (DSs) specifies the structure and semantics of the
relationships between its components, which may be both descriptors and description
schemes [11]. For example Audio-Visual Segment is a DS which gives information

about audio and visual information for the specified segment.

The Description Definition Language (DDL) is a language that specifies syntactic
rules to express and combine Description Schemes and Descriptors description

schemes [11].

Coded Description is a description that’s been encoded to fulfill relevant
requirements such as compression efficiency, error resilience, and random access.
MPEG-7 Coded Description may be textual or binary, as there might be cases where
a binary efficient representation of the description is not needed, and a textual

representation would suffice [11].
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Figure 5. MPEG-7 main elements ([11])
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In Figure 5, relationships between different elements are shown.
The MPEG-7 Standard consists of the following parts [11] :

e MPEG-7 Systems: The tools needed for transmission and encoding of

MPEG-7 descriptions

o MPEG-7 Description Definition Language: The language for defining the
syntax of the MPEG-7 Description Tools and for defining new Description
Schemes based on XML-Schema

e MPEG-7 Visual: The Description Tools dealing with (only) Visual

descriptions.

o MPEG-7 Audio: The Description Tools dealing with (only) Audio

descriptions.

o MPEG-7 Multimedia Description Schemes: The Description Tools dealing

with generic features and multimedia descriptions.

o  MPEG-7 Reference Software: A software implementation of relevant parts

of the MPEG-7 Standard with normative status.

e MPEG-7 Conformance Testing: Guidelines and procedures for testing

conformance of MPEG-7 implementations

® MPEG-7 Extraction and use of descriptions: Informative material (in the
form of a Technical Report) about the extraction and use of some of the

Description Tools.

o  MPEG-7 Profiles and levels: Provides guidelines and standard profiles.

o MPEG-7 Schema Definition: Specifies the schema using the Description

Definition Language
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In this study, we mostly deal with MPEG-7 Audio descriptors, MPEG-7 Description
Definition Language and MPEG-7 Multimedia Description Schemes (for modeling
the Audio-Visual Segments). The dealt parts of MPEG-7 with in this study are

described in detail in the next subsections.

3.3  Description Definition Language

The Description Definition Language (DDL) allows defining and extending
descriptors and description schemes [11]. It also allows for the extension and
modification of existing description schemes. MPEG-7 adopted XML (Extensible
Markup Language) Schema Language as the MPEG-7 DDL. However because XML
Schema language has been designed to use on the Web, not for audiovisual content,
certain extensions have been necessary in order to satisfy all of the MPEG-7 DDL

requirements.

3.3.1 XML Schema Overview

XML is a mark-up language for documents containing structured information [37].
XML is similar to HTML, but it contains user definable tags. XML Schemas include
elements and their content, attributes and their values, cardinalities and data types.
The definition of valid document structure is expressed in grammar known as DTD
(Document Type Definition) [7]. XML Schemas provide a superset of the
capabilities of DTDs.

XML documents are completely text-based. XML documents give users the ability
of expressing very complex structural or hierarchical information in a single text

based document.

3.3.2 MPEG-7 Audio Descriptors

MPEG-7 Audio provides structures for describing audio content of the multimedia
data. An audio descriptor is an audio feature. The MPEG-7 audio framework
includes a set of low-level Descriptors, for audio features that cut across many
applications (e.g., spectral, parametric, and temporal features of a signal), and high-

level Description Tools that are more specific to a set of applications [11].
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In this study some low-level audio features of the MPEG-7 Audio Framework is
used by the combination of the audio features that are not belong to the MPEG-7
Audio Framework such as MFCC are used. Since the high-level audio descriptors
are not used, a detailed explanation of MPEG-7 low-level audio descriptors is given
in the following sections whereas there is a rough explanation of the MPEG-7 high
level descriptors. A detailed information about the high-level audio descriptors can

be found in [11].

3.3.2.1 Low Level Audio Descriptors

There are seventeen temporal and spectral descriptors that may be used in a variety
of applications in MPEG-7 Audio Framework. These descriptors are the low-level

audio descriptors; they can be roughly divided into the six groups [11] :
® Basic
® Basic Spectra |
e Signal Parameters
e Timbral Temporal
e Timbral Spectral
e Spectral Basis

The Low-Level Audio Descriptors of MPEG-7 Audio Framework are shown in
Figure 6.
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Audio Framework

Silence D
Timbral Spectral
Timbral Temporal HarmonicSpectralCentroid D
LogAttackTime D HarmonicS pectral Deviation D
TemporalCentroid D HarmonicS pectral Spread D

HarmomeSpectral Varation D
SpectralCentroid I

Basic Spectral
AudioSpectrumEnvelope D

AndioSpectrumCentroid D Spectral Basis
AudioS pectrumSpread D AudioSpectrum Basis D
AudioS pectrumFlatness D AndioSpectrum Projection I
Basic Signal parameters
AundioWaveform [ AundioHarmonicity D
AudioPower D AndioFundamental Frequency D

Figure 6.0verview of Audio Framework including low-level Descriptors ([11])

Basic_: There are two descriptors in this class: AudioWaveform Descriptor and
AudioPower Descriptor. The AudioWaveform Descriptor describes the maximum
and minimum audio waveform envelope typically for display purposes. The

AudioPower Descriptor describes the temporally-smoothed instantaneous power.

Basic Spectral: There are four descriptors in this group. They are derived from a

single time-frequency analysis of an audio signal. AudioSpectrumEnvelope
Descriptor which takes place in this group is a vector that describes the short-term

power spectrum of an audio signal.

The AudioSpectrumCentroid Descriptor describes the center of gravity of the log-
frequency power spectrum. This Descriptor is a description of the shape of the power
spectrum, indicating whether the spectral content of a signal is dominated by high or
low frequencies. The AudioSpectrumSpread Descriptor complements the previous
Descriptor by describing the second moment of the log-frequency power spectrum,
indicating whether the power spectrum is centered near the spectral centroid, or
spread out over the spectrum. This may help distinguish between pure-tone and

noise-like sounds.
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The AudioSpectrumFlatness Descriptor describes the flatness properties of the
spectrum of an audio signal for each of a number of frequency bands. When this
vector indicates a high deviation from a flat spectral shape for a given band, it may

signal the presence of tonal components.

Signal Parameters: This group contains two descriptors: AudioHarmonicity

Descriptor and AudioFundamentalFrequency Descriptor. The AudioHarmonicity
Descriptor represents the harmonicity of a signal, allowing distinction between
sounds with a harmonic spectrum, sounds with an inharmonic spectrum and sounds
with a non-harmonic spectrum. AudioFundamentalFrequency descriptor describes

the fundamental frequency of an audio signal.

Spectral Basis: The Spectral Basis Descriptor consist of two Descriptors represent

low-dimensional projections of a high-dimensional spectral space to aid compactness
and recognition. The AudioSpectrumBasis Descriptor is a series of basis functions
that are derived from the singular value decomposition of a normalized power
spectrum. The AudioSpectrumProjection Descriptor is used together with the
AudioSpectrumBasis Descriptor, and represents low-dimensional features of a

spectrum after projection upon a reduced rank basis.

Together, the descriptors may be used to view and to represent compactly the

independent subspaces of a spectrogram.

Timbral Temporal: Timbral Temporal Descriptors describe temporal characteristics

of segments of sounds, and are especially useful for the description of musical
timbre. There are two Timbral Temporal Descriptors: The LogAttackTime
Descriptor and The TemporalCentroid Descriptor. The LogAttackTime Descriptor
characterizes the "attack" of a sound, the time it takes for the signal to rise from
silence to the maximum amplitude. This feature signifies the difference between a
sudden and a smooth sound. The TemporalCentroid Descriptor also characterizes the

signal envelope, representing where in time the energy of a signal is focused.

Timbral Spectral: The five Timbral Spectral Descriptors are spectral features in a

linear-frequency space especially applicable to the perception of musical timbre. The
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SpectralCentroid Descriptor is the power-weighted average of the frequency of the

bins in the linear power spectrum.

The four remaining timbral spectral Descriptors operate on the harmonic regularly-
spaced components of signals. For this reason, the descriptors are computed in
linear-frequency space. The HarmonicSpectralCentroid Descriptor is the amplitude-
weighted mean of the harmonic peaks of the spectrum. It has a similar semantic to
the other centroid Descriptors, but applies only to the harmonic (non-noise) parts of
the musical tone. The HarmonicSpectralDeviation Descriptor indicates the spectral
deviation of log-amplitude components from a global spectral envelope. The
HarmonicSpectralSpread Descriptor describes the amplitude-weighted standard
deviation of the harmonic peaks of the spectrum, normalized by the instantaneous
HarmonicSpectralCentroid. The HarmonicSpectralVariation Descriptor is the
normalized correlation between the amplitude of the harmonic peaks between two

subsequent time-slices of the signal.

Silence Segment : The silence segment simply attaches the simple semantic of

"silence" to an Audio Segment. Although it is extremely simple, it is a very effective

descriptor. It may be used to aid further segmentation of the audio stream.
In this study following low level audio descriptors are used:

¢ Basic Spectral: AudioSpectrumEnvelope Descriptor,

AudioSpectrumFlatnessD Descriptor and AudioSpectrumSpread Descriptor

e Signal Parameters: AudioFundamentalFrequency Descriptor

e Spectral Basis: AudioSpectrumBasis Descriptor and

AudioSpectrumProjection Descriptor

o AudioSpectrumBasis Descriptor, AudioFundamentalFrequeny Descriptor,
The detailed explanation of MPEG-7 low-level audio features (descriptors) is

given in Chapter 4.
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A detailed calculation process for these features is given in Chapter 4: Audio

Analysis.

3.3.2.2 High-Level Audio Description Tools

MPEG-7 audio framework includes smaller set of audio features as compared to
visual features. MPEG-7 Audio includes a set of specialized high-level tools that
exchange some degree of generality for descriptive richness for this reason. The five
sets of audio Description Tools that roughly correspond to application areas are
integrated in the standard: audio signature, musical instrument timbre, melody
description, general sound recognition and indexing, and spoken content. These
high-level descriptors are obtained from the low-level audio descriptors. A detailed

information about the high-level audio descriptors can be found in [11].

3.3.3 Audio-Visual Segment Modeling by Using MPEG-7 Segment
Description Schemes

In this study a video segmentation process has been proposed. The output of the

system is an XML file includes information about the audio visual segment

descriptions.

The MPEG-7 segment entity tools describe spatiotemporal segments of generic types
of multimedia content such as images, videos, audio sequences and audiovisual

sequences [9].

The XML file, MPEG-7 description definition file begins with a root element that
signifies whether the description is complete or partial. A complete description
provides a complete, standalone description of AV (audio-visual) content for an
application. On the other hand, a description unit carries only partial or incremental
information that possibly adds to an existing description. In the case of a complete

description, an MPEG-7 top-level element follows the root element.
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T