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ABSTRACT

ERROR RESILIENT CODING USING FLEXIBLE
MACROBLOCK ORDERING IN WIRED AND
WIRELESS COMMUNICATIONS

Demirtas, Ali Murat
M.Sc., Department of Electrical and Electronics Engineering

Supervisor: Prof. Dr. Akar, G6zde Bozdagdi

September 2008, 104 pages

Error Resilient Coding tools are the methods to avoid or reduce the amount of
corruption in video by altering the encoding algorithm. One of them is
Flexible Macroblock Ordering (FMO) which provides us with ordering
macroblocks of the frames flexibly. Six of them have definite ordering pattern
and the last one, called explicit type, can get any order.

In this thesis two explicit type algorithms, one of which is new, are explained
and the performance of different FMO types in wired and wireless
communication are evaluated. The first algorithm separates the important
blocks into separate packets, so it equalizes the importance of packets. The
proposed method allocates the important macroblocks according to a
checkerboard pattern and employs unequal error protection to protect them
more. The simulations are performed for wired and wireless communication
and Forward Error Correction is used in the second stage of the simulations.
Lastly the results of the new algorithms are compared with the performance
of the other FMO types. According to the simulations the Proposed algorithm
performs better than others when the error rate is very high and FEC is

employed.
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ESNEK MAKROBLOK SIRALAMA KULLANARAK
TELLI VE TELSIZ KANALLARDA HATAYA ESNEK
KODLAMA

Ali Murat Demirtas
Yiksek Lisans, Elektrik ve Elektronik Miihendisligi Bolim{

Tez Danismani: Prof. Dr. Gézde Bozdagi Akar
Eylil 2008, 104 sayfa

Kaynak kodlayicida kullanilmakta olan Hataya Dayanikli Kodlama metotlari,
kodlayici algoritmasini degistirerek videodaki bozulmayi azaltmak ya da
engellemek igin kullanilirlar. Bu metotlardan biri olan Esnek Makroblok
Siralama (EMS) cerceveler icindeki ~makrobloklarin esnek bigimde
siralanmasini saglar. Bunlardan alti tanesi belirli siralama sekline sahiptir ve
belirtik tip adi verilen sonuncu tip herhangi bir siralama sekli alabilir. Bu
calismada biri yeni olan iki belirtik tip algoritmasi anlatilacak ve dedisik EMS
tiplerinin telli ve telsiz iletimdeki performanslari dederlendirilecektir. Ilk
algoritmada 6nemli bloklar farkh paketlere ayrilmakta, paketlerin
dnemliliklerini esitlenmektedir. Onerilen yéntem, énemli makrobloklari dama
tahtasi érintisiinde ayirmakta ve onlan esit olmayan hata koruma kullanarak
daha c¢ok korumaktadir. Benzetimler, telli ve telsiz iletim igin
gerceklestiriimektedir. Benzetimlerin ikinci asamasinda ileri hata dizeltme
kullanilmaktadir. Son olarak yeni algoritmalarin sonuclar diger EMS tipleri ile
karsilastinlmaktadir. Similasyon sonuclarina gére , dnerilen metot ileri hata
dizeltme ile kullanildidinda, hata oraninin ylksek oldugu ortamlarda diger

EMS tiplerinden daha iyi performans gostermektedir.
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CHAPTER 1

INTRODUCTION

1.1 General Overview

In our era, the use of multimedia in our daily life increases day by day. Many
TV channels begin to broadcast their programs on the Internet. Besides that,
video conferences reduce the time for transportation, which can be used for
another aim, and videophone infrastructure is ready for most of the
developed and developing countries. Moreover the popularity of YouTube and
the studies of companies for 3G in mobile phones are significant evidences
that show the tendency of people to visual communication. A simple

communication architecture can be seen in Figure 1.1[2].

Other Other
Dita %ata
Video Mult:tpln.a xing, D&mlﬂtip].ﬁ.' xing, Video
Source .| Packetizing o Hetwork .| Depacketizing A source
I *| & Channel g BRI * & Channel I i
g Encoding Decoding BUOGME
Origitial Reconstracted
Video Yideo

Figure 1.1: Typical Video Communication System [2]

There are several factors which accelerate the increase of multimedia usage.
The improvement in the video codecs is one of the most important of them.
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ITU (International Telecommunication Union) and ISO (International
Organization for Standardization) are the two main bodies that develop video
coding standards. Recently, they joined their efforts under the group of JVT
(Joint Video Team) and created the H.264 AVC codec which is the most
popular in the recent years [1].

H.264 codec can compress the video data two times better than the former
codecs. Besides that, it has a special section to adapt the coded video to the
transmission protocol which makes it a network friendly codec. However, the
communication channels that are used to transmit the video data are error
prone. Moreover, encoder utilizes all the redundancy in the video to compress
it more. Hence, occurrence of an error causes crucial corruption in the
reconstructed video.

In order to decrease the effect of error, several methods have been found.
They are classified in three groups as follows. Methods applied at the
encoder, methods applied at the decoder and methods where both encoder
and decoder are used. Error Correction Coding is employed at the encoder,
Error Concealment is applied at the decoder, and both encoder and decoder
have to be used in order to apply ARQ. In addition to these methods, there
are also Error Resilient methods of the coding standard. These methods are
also member of one of the mentioned groups. All of these methods can be
applied separately or together. However, they are not generally used
concurrently because the channel has some strict limitations like delay and
rate. Error Correction Coding is applied in the channel coding stage which is
after the video coding [3]. The aim of this method is detecting or correcting
errors that are found in the received video. The detection or correction can be
achieved by the extra information which is calculated according to a known
procedure and added to the transmitted video. The goal of Error Concealment
[3] is decreasing the effect of damaged blocks by using the other blocks.
These blocks are mostly the neighboring blocks of the corrupted blocks or the
blocks of the previous or next frame which are at the same position with the
corrupted blocks. ARQ is basically sending the packet again if it is lost or it is
not received accurately. Although this method is the most successful method
for rescuing the frames it can not be used in the real time communication
because of its strict time constraints [2]. Lastly, there are error resilient
coding tools. Main aim of these tools is to make the video data more robust
to the errors in the communication channel by altering the encoding

2



procedure. There are several Error Resilient Coding methods. The methods of
H.264 [4] are Intra Placement, Picture Segmentation, Reference Picture
Selection, Data Partitioning, Redundant Slices, Parameter Sets, and Flexible
Macroblock Ordering (FMO). Among these tools, FMO is one of the novel
features of H.264/AVC codec standard.

Allocation of macroblocks to slices is performed using raster scanning pattern
in regular encoding procedure. Hence, error concealment cannot be used
efficiently if a packet is lost. FMO is developed to provide flexible allocation of

macroblocks in order to provide more robust streams.

1.2 Scope of the Thesis

In the thesis, the performance of different types Flexible Macroblock Ordering
[4] which is one of the Error Resilience tools in the H.264 is analyzed. When
the macroblocks are distributed to the packets they are generally distributed
in the raster scan order. Since raster scan separate neighboring blocks into
the same packets, there will be a problem if an error occurs. On the other
hand flexible macroblock provides more error robust allocation. Therefore the
coded video data becomes more immune to the errors in the communication
channel.

This solution has 7 different variations. The first 6 types are Interleave,
Dispersed, Foreground with Leftover, Box-Out, Raster Scan and Wipe. They
have definite macroblock allocation patterns. The last one is called Explicit
type which is the most flexible kind among all of them. In this thesis, two
explicit type algorithms are implemented. A new method is exploited during
the implementation of the second algorithm. The main goal of this thesis is to
compare the performance of these two algorithms with the first 6 definite
patterns of the FMO in the wireless channel and wired networks platforms.
Error correction coding is used in the second part of the simulation

The results are evaluated according to the PSNR values of the decoded
videos. Besides that, their affects on the performance of the encoder and

decoder are also examined.



1.3 Outline of the Dissertation

This thesis consists of 7 chapters. In the first four chapters a hierarchical
structure is followed from H.264 AVC to FMO. The remaining chapters
mention the simulation environment, results of the simulations and
conclusion

In Chapter 2 H.264 standard is briefly explained. Firstly, its history is
mentioned. Then two important parts of the standard which are Video Coding
Layer (VCL) and Network Abstraction Layer (NAL) are described.

Chapter 3 summarizes the concept of Error Resilience Coding. The error
resilience tools of the H.264 which are Intra Placement, Picture
Segmentation, Reference Picture Selection, Data Partitioning, Redundant
Slices, and Parameter Sets are briefly explained in this chapter.

In Chapter 4 Flexible Macroblock Ordering is described in detail. Different
FMO types are explained. Then an FMO algorithm which is implemented in the
thesis is described. Lastly, the proposed method is described

In Chapter 5 information is given about simulations. Firstly, the standards
which are used for video communication are briefly explained. Then the
characteristics of the wired and wireless communication platforms are
mentioned and the models used for the simulation environment are
described.

In Chapter 6 the properties of the coded video are stated. Then the results of
the experiments are analyzed from different aspects. PSNR value is used for
evaluated the objective quality. In addition to that, the amount of extra
payload which the explicit algorithms cause is examined, and the success of
algorithms according to the environments is explained utilizing the results.
Finally, in Chapter 7 the results are summarized and future works are

mentioned.



CHAPTER 2

H.264 VIDEO CODING STANDARD

2.1 Comparison of H.264 with Other Standards

H.264/AVC or MPEG 4 Part 10 [5] is a coding standard which was designed by
JVT (Joint Video Team). The development of the standard was initiated by
VCEG and it was firstly called as H.26L. MPEG and VCEG formed the JVT in
2001. VCEG called the standard as H.264 AVC and MPEG referred it as MPEG
4 Part 10. It was published in 2003. H.264 achieved 2 significant goals. First
of all, it has a better compression rate than the previous codecs. According to
the results of experiments, it is stated that it compresses the video at least 2
times better than other video codecs. This consequence can be accomplished
by modifying the functional blocks of the codec. For instance prediction
methods, transform methods and the entropy coding methods were
improved. Secondly, this coding standard is especially developed for
communication purposes. It had some features which made the coded video
more robust to the errors in the communication medium. Flexible Macroblock
Ordering is one of these features. Besides, it also had a layer for adapting it
to the transmission protocol. This layer was called NAL (Network Abstraction
Layer). These two properties made it very useful to use it in various
applications. Some of them are streaming over different environments,

storing videos, performing videophone and streaming multimedia.

2.2 General Features

Like all other video coding standards, H.264 [6] uses 3 statistical
redundancies. The first one is spatial correlation which depends on the
similarity among the neighboring macroblocks. The second one is temporal
correlation which comes form the fact that the consecutive frames are alike.
The third redundancy is the repetition of certain symbols in the bit stream.

Compression can be achieved by getting use of these redundancies which will
5



be explained in the following subsections.

H.264 also provides an interface for communication. The former codec
standard’s aim is only compressing video. After this process, the next stage
determines how to adapt the incoming data to the appropriate protocol. On
the other hand, H.264 has a layer which adjusts the compressed video data
to the appropriate communication protocol. The first layer which exploits
different redundancy types to compress video is called Video Coding Layer
(VCL). The second layer which provides an interface between source encoding
and network is called Network Abstraction Layer. There are 4 H.264 profiles

which are Baseline, Main, Extended and High.

2.2.1 VCL (Video Coding Layer)

VCL is the part of the H.264 standard where the compression is done. VCL
performs the encoding process using a set of functional blocks. They are [6]
Intra Prediction, Inter Prediction, Motion Estimation, Motion Compensation,
Transform Coding, Quantization, Entropy Coding, Inverse Transform Coding,
Dequantization and Deblocking Filter. Figure 2.4 illustrates these functional
blocks. These blocks do not encode the picture as a whole. The building
blocks of the frame and functional units of VCL are explained briefly in the

following subsections.

2.2.1.1 Building Blocks of Frame

The frames are composed of 16*16 blocks which are called macroblocks and
slices are group of macroblocks which are encoded and decoded
independently from the macroblocks of the same frame [7]. However slices
do not have a fixed size. They can be as small as one macroblock or they can
be as big as one frame. There are 5 types of slices. They are Intra (I),
Predictive (P), Bipredictive (B), Switching Intra (SI) and Switching Predictive
(SP) slices. One of the important features of slices is that motion estimation
and prediction can not be applied at the slice boundaries. Although this
property decreases the compression efficiency, it increases the robustness by
eliminating the dependency of slices to each other. In spite of increasing
robustness, using too many slices for a frame also decreases efficiency

because each slice has its own header which increases the payload. Each



frame can have no more than 7 slices. Figure 2.1 illustrates a frame which is

composed of 3 slices.

Slice O

A,

Slica 1 <

Slice 2 4

Figure 2.1: A QCIF frame with 3 slice

As mentioned before, slices composed of macroblocks, but the size of
macroblocks can change according to color component. Because of the color
perception characteristic of the human eye number of luminance pixels is
more than chrominance pixels. Luminance macroblocks contain 16*16 pixels
chrominance macroblocks consist of 8*8 blocks. Since there are 4 luminance
blocks for each chrominance block the sampling format becomes 4:2:0. The

structure of the components can be seen in Figure 2.2.

2.2.1.2 Main Functional Blocks of Video Coding Layer

Since the mission of VCL is very similar to the former video coding standards

it also has similar functional blocks. The main difference between VCL and the
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Figure 2.2: Sampling Format 4:2:0 [7]

former standards is that functional blocks of VCL are more complex than
others. More detailed information can be found in [6]. In Figure 2.4, the
structure of VCL can be seen. These several functional blocks can be called as
follows: Intra Prediction, Inter Prediction, Transformation, Quantization and

Entropy Coding, Inverse Transform, Dequantization and Deblocking Filter.
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Figure 2.3: Structure of VCL [6]



2.2.1.2.1 Intra Frame Prediction

This functional block basically uses the spatial correlation among neighboring
macroblocks to form intra slices. Since pixel values of the neighboring
macroblocks have similar intensity values, instead of sending all the pixel
values of them to the transformation stage, reference adjacent macroblocks
which are located left or above of the others, are chosen and the remaining
ones are predicted from these reference macroblocks [6]. Frames whose
macroblocks are predicted using intra prediction can be used to resynchronize
the video if drift occurs. Furthermore, intra prediction stops error propagation
since intra predicted macroblocks only need the macroblocks which are
located in the same frame. Although Intra prediction has such good features
and it provides a better PSNR value then inter prediction, it is not frequently
used during real time communication because size of intra predicted
macroblocks is bigger than the size of inter predicted macroblocks. Hence
intra prediction may not support the bandwidth constraints. Moreover the
coded frame has to be fragmented before transmission which is an undesired
case and the error probability of losing the packets, which contain these
macroblocks, increase. As a result, these macroblocks have to be sent in a
periodical manner.

There are 4 intra prediction methods which can be used during encoding. Two
of them can be applied to luma components, one of them is used to predict
chroma macroblocks and I_PCM is used to skip prediction and transform
coding stages. Two Luminance prediction modes are 16x16 intra prediction
and 4x4 intra prediction [6]. Intra 16x16 and intra 4x4 mode predictions are
performed using the neighboring macroblocks and blocks respectively. 9
modes can be applied while predicting 4x4 macroblocks. Five of them are
Horizontal, Vertical, Mean, Diagonal Down /Left and Diagonal Down/Right
which can be seen in Figure 2.4. There are four prediction methods for 16x16
blocks which are Horizontal, Vertical, Mean (DC) and Planar. If the spatial
correlation is high, 16x16 macroblocks can be used; otherwise, the area

contains important detail, and 4x4 intra prediction mode should be used. [6]
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Figure 2.4: Five Intra_4x4 prediction modes [6]

The pixel values of the predicted macroblock are calculated using a weighted
combination of neighboring macroblock pixels. Chroma intra prediction is
employed using a similar method to Intra_16x16 prediction of luminance

component.

2.2.1.2.2 Inter Frame Prediction

Like spatial correlation among neighbor macroblocks of the frames, there is
also a correlation among the consecutive frames of the videos. Inter frame
prediction is used to exploit this redundancy. It consists of three steps. The
first step is motion estimation. In this step, the movement of objects is
found. The second step is motion compensation. The difference between the
actual frame and the estimated one is calculated at this step. The last step is
inter prediction of motion vector blocks. Motion vectors are predicted from
adjacent motion vectors. Predictive (P) and Bipredictive (B) macroblock types
are created using motion compensated prediction.

Motion estimation is the most complex part of the encoder. The duration of
motion estimation changes according to the applied algorithm. Like most of
the codec standards, H.264 AVC also uses block based motion estimation [6].

Although this method may not find the best motion vectors, it is one of the

10



fastest algorithms which can be used for motion estimation. Despite using the
same motion estimation method, H.264’s resolution for detecting motion is
better than former standards. Luminance and chrominance components can
be estimated up to quarter pixel accuracy [6]. In order to make the motion
prediction using half pixel accuracy, 6 tap FIR filter is used to double the
resolution. Quarter pixel components are obtained by bilinear interpolation of
the half pixel components. Half pixel and quarter pixel values of chroma
components are obtained using linear interpolation. In addition to the
enhanced accuracy, H.264 can also use multiple reference frames [6]. 4
frames can be used as reference frames. This feature can provide better
compression efficiency especially on periodically changing scenes and it also
increases error resilience by distributing reference dependency among
different frames. However, it also has some disadvantages. In order to
decode the actual frame, 4 reference frames have to be used which can
increase the required memory. Besides that, finding the best motion vectors
among the combination of frames increase the complexity of the encoder
substantially.

Motion estimation can be carried out using blocks which have different size.
The size is firstly determined according to the type of block. The block can be
a partition of a macroblock which has 16x16 pixels or it can be a partition of
submacroblock which consists of 8x8 pixels [7]. 4 different types of block size
can be used for prediction which are 16x16, 16x8, 8x16, 8x8). If 8x8 block
size is selected, there are also 4 different types of block size can be used for
submacroblock partitioning which are 8x8, 8x4, 4x8, 4x4. They are illustrated
in Figure 2.5. Hence the number of motion vectors which can be sent for one

macroblock can change from 1 to 16.

11



laxld 168 gxld Eiyodi]

LI 0 0 01
Types 1 0t 2

88 a3 438 Fzd

Types 1 213

Figure 2.5: Segmentation of macroblocks for motion compensation [6]

This property increases the efficiency of the encoder substantially because
the size of the block which is used for estimation can be changed according to
the motion characteristic of this block. If the motion complexity of the block
is low then macroblock partitioning can be used to encode faster. On the
other hand, if the motion complexity of the area is high, one of the
submacroblock partitions can be used to increase the accuracy of estimation.
In addition to the temporal correlation, spatial correlation of motion vectors is
also used during inter prediction. Instead of sending the actual motion vector
values, predicted values are sent.

In order to perform inter prediction the neighboring blocks are used. The
motion vectors are calculated differentially from the other motion vectors.
Two methods are used for calculating the estimated motion vectors. They are
directional segmentation and median prediction. Directional segmentation is
used for 8x16 or 16x8 blocks [7]. If the macroblock consists of two 16x8
submacroblocks, the motion vector of submacroblock, which is placed on the
top, is predicted using the macroblock above. Motion vector of the other
submacroblock is predicted using the macroblock on the left. On the other
hand, if the macroblock consists of submacroblocks, which contain 8x16
pixels, then the motion vector of submacroblock on the left is predicted using
the macroblock on the left and the partition on the right is predicted using
the neighboring macroblock on the right. Median prediction is performed
using all the available motion vectors of neighboring macroblocks. Median of

these motion vectors is used for prediction.

12



2.2.1.2.3 Transform Coding

This process is executed after intra or inter prediction stages. After prediction
is performed, the output is sent to the transform coding block. This output is
nothing but the residual after subtracting the predicted block form the
reference block. Since the predicted block is similar to the reference block,
there is a high correlation among the pixels of residual block. Hence, this
information can be represented using fewer bits if it is transformed into
another domain.

2-D Discrete Cosine Transform (DCT) was used to be applied for this aim.
This process is performed using 8x8 blocks. In H.264, Integer Transform [6]
is used instead of 2D DCT. Indeed, Integer transform is nothing but a
simplified version of 2D DCT. The 4x4 transform matrix of Inverse Transform

can be seen in Figure 2.6

11 1 1
2 1 a2
H=1, 43 9 1|

1 -2 2 -1

Figure 2.6: Integer Transform Coding Matrix [6]

Integer Transform uses simple arithmetic operations which are additions and
shifts. Furthermore 16 bit is enough to perform all the operations. These two
features make integer transform an easily applied and a fast method to carry
out transformation. Moreover, in inverse integer transform, mismatch does
not occur because operations like division and multiplication which cause
rounding error are not used during transformation. Besides that, integer
transform is applied to 4x4 blocks instead of 8x8 blocks which decreases
noise around edges The DC coefficients of the chrominance components are
also transformed using 2x2 Hadamard Transform [6] in addition to Integer

Transform.
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2.2.1.2.4 Quantization

In order to increase the compression efficiency, quantization is applied to the
transformed coefficients. Unlike the other functional blocks, this process
causes lossy compression because the coefficients are adjusted according to
some predefined levels and distortion occurs as a result of this adjustment.
H.264 standard employs Scalar quantization [6]. Since low frequency
components are more important than high frequency components they are
quantized with more levels. As the frequency of the components increase the
step size of the quantization increases. The value of transformed coefficients
is getting closer to zero as the frequency increases. Hence these values
become zero after a predefined threshold. There are 52 quantization levels in
H.264 from 0 to 51. 1 step increase in quantization value means %12
increase in quantization step size [6]. After quantization, the coefficients are
reordered according to zigzag scan pattern in order to increase the efficiency
of entropy coding. Only the 2x2 DC chroma components are ordered using

raster scanning.

2.2.1.2.5 Entropy Coding

This functional block is the last stage of VCL. The aim of this block is to
exploit the statistical redundancy of the transformed and quantized
coefficients. Since this coding is lossless, the input stream can be
reconstructed without any distortion. Two methods [6] which are Context
Adaptive Variable Length Coding (CAVLC) and Context Adaptive Binary
Adaptive Coding (CABAC) can be used in H.264 to carry out this procedure.

CAVLC is mainly based on VLC. VLC represents frequently repeated codeword
with shorter codeword and less frequent symbols with longer codewords. VLC
uses codeword tables in order to match the incoming symbol. Hence the
number of bits in the stream reduces. Using CAVLC provides switching
between different tables according to the previously transmitted elements.

On the other hand, CABAC [7] is an arithmetic coding as its nhame implies.
However this arithmetic coding uses finite elements to decrease the
complexity. These finite elements form the binary alphabet. CABAC consists
of three steps. The first step is binarization which converts symbols that are
not binary to binary. There are several methods to carry out binarization.

Second part is determining the context model according to bit positions of

14



symbols. This context model is used to select the appropriate binary
arithmetic coding parameters. The last step is updating the symbol

probability parameters adaptively according to the incoming symbols.

2.2.2 Network Abstraction Layer (NAL)

Network Abstraction Layer is the second layer of H.264 standard. There is not
a similar layer in the former codec standards. The main aim of this layer is
adjusting the output of VCL to different communication or storage protocols.
Some of the possible layers which are supported by NAL are RTP/IP, ISO MP4
and H.32x. The basic unit which carries the coded video data is called NAL
unit (NALU) [4]. NAL units consist of two parts. The first part is header which
is 1 byte long. Figure 2.7 demonstrates the structure of a NALU header. The
second part is payload and its size changes according to the type of the
information. First 5 bits of NAL header carries the type (T) of information
carried in the payload. First 12 types are currently known. The next 2 bits are
called nal reference idc [4], and they show the importance of the payload. If
the value is zero then this NALU does not contain important payload like
reference blocks. However, if the number is bigger than 0 then this NALU
includes significant data. The last bit is called forbidden (F) bit and it
illustrates the validity of the unit. NALU’s can be transmitted either in bit

stream format or in packet format [4].

ol1]2]3]4]5]6]7
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Figure 2.7: Header of a NAL Unit [4]

NAL units which are transported in byte stream format are separated form
other NAL units using a unique three byte pattern which is called start code
prefix. The start code prefix bytes are 00 00 01. Since this pattern should
only be seen at the start of the units, the byte sequences, which have the

same pattern, has to be altered using emulation prevention bytes. On the
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other hand, when the NAL units are transmitted using packet oriented format,
there is no need to use start code prefix. Most of the packet oriented
transmission protocols have a layered structure which adds header

information that separate NALUs from each other.
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CHAPTER 3

ERROR RESILIENT VIDEO CODING IN H.264

3.1 Overview

Error Resilient Video Coding can be employed in three ways [2]. It can be
used in the encoder to create more robust stream before transmission. It can
be also employed in the decoder to decrease the effects of errors. Lastly it
can be used in the combination of source coder and decoder to select the

reference frames.

3.1.1 Encoder Error Resilient Methods

H.264 can employ 6 error resilience tool in the encoder. They are Intra
Placement, Picture Segmentation, Data Partitioning, Parameter Sets,
Redundant Slices and Flexible Macroblock Ordering. The last three methods
are only found in H.264 coding standard [4]. Reference Picture Selection is a
member of both Encoder Error Resilient Methods and Encoder-Decoder Error
Resilient Methods. Hence, it is explained in subsection 3.1.3. Moreover,
Parameter Sets are not actually used as an error resilience tool by
themselves. However, they can be required while using other error resilience
tools. For instance, macroblock allocation map is used for decoding the
frames which are encoded using FMO. This information is sent in Picture
Parameter Set (PPS) which carry the coding parameters of a frame [4].

Remaining methods are explained in the following subsections.

3.1.1.1 Intra Placement

Since temporal prediction is applied during inter coding there is a dependency

among macroblocks of consecutive frames. Thus, if an error occurred during

the transmission of reference macroblock, the predicted macroblock is not
17



accurately decoded. Sending intra coded frames in regular intervals prevents
drifting because macroblocks of intraframe is only dependent to itself.
Therefore the errors seen in the previous frames do not have a negative
effect on intra coded frame. The number of optimum intra coded frame can
be determined according to the characteristics of medium which can be found
using physical interface and communication protocol features. Detailed

information about deciding the number of frames adaptively is found in [8].

3.1.1.2 Picture Segmentation

Since the size of the encoded frame is bigger than MTU in some cases, it has
to be distributed into more than one packet. However if one of the packets is
lost the remaining packets become useless. H.264 uses slices [4] in order to
solve this problem. As mentioned in Chapter 2, slices are self-dependent
frame partitions. Hence, they can be decoded without using other slices.

Macroblocks are allocated into the slices in raster scan order.

3.1.1.3 Data Partitioning

Data Partitioning [4] is a method for separating the macroblocks of slices into
different units which are called partitions. Although slices are very beneficial
groups for creating independently decodable parts, they can be protected
more efficiently if data partitioning is employed. These partitions are formed
using the macroblocks which have common semantic features. Three types of
partitions are created using this approach. They are called Type A Partition,
Type B Partition and Type C Partition. Type A Partition carries the header
information which contains MB types, quantization parameters and motion
vectors. This is the most crucial partition because the other partitions are
useless if this partition is not received correctly or lost. The Intra coefficients
and Intra CBP’s are transmitted in Type B partition which is also called Intra
Partition. The information carried in this partition is crucial because it can
provide resynchronization. Type C partition carries the inter coefficients and
inter CBP’s. If these partitions are ordered according to their importance Type
A is the most important one because Type B and C can not be decoded
without the information in Type A. Type B is more important then Type C

because it can stop error propagation. Since different partitions have different
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priorities UEP can be used to obtain better results at the decoder. Data

Partitioning is performed in the source coder.

3.1.1.4 Redundant Slices (RSs)

Redundant Slice [4] is another representation of a coded slice which is also
transmitted to the receiver. Although both of the coded slices are created
using the same partition of the frame, they are different from each other
since they are encoded using different parameters. If the decoder receives
both of the slices, it ignores the redundant slice and uses the actual one. On
the other hand, if only the packet which carries the redundant slice is

received then this slice is used for decoding.

3.1.1.5 Flexible Macroblock Ordering (FMO)

During a regular encoding procedure, macroblocks are allocated using a
raster scan pattern. FMO is a method which is developed for flexible
macroblock allocation. Hence, appropriate allocation pattern is selected
according to error characteristics of channel.

There are 7 different FMO types which are Interleave, Dispersed, Foreground
with Leftover, Box-Out, Raster Scan, Wipe and Explicit types [4]. Detailed

information about FMO is given in the next chapter.

3.1.2 Decoder Error Resilient Methods

These methods are also known as decoder error concealment methods. They
are used for predicting corrupted sections of the frames by exploiting the
information in the other sections of the same frame or the other frames.

There are two popular methods for applying error concealment in the
decoder. They are Weighted Pixel Value Averaging and Boundary Matching

Based Motion Vector Recovery [9].

3.1.2.1 Weighted Pixel Value Averaging

This method is employed for intra pictures. The pixels of lost macroblocks are
estimated by extrapolating the boundary pixel values of the adjacent
macroblocks. The weights are inversely proportional to the distance between
the pixel of the lost macroblock and the boundary pixels of adjacent

macroblocks. Detailed information can be found in [10].
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3.1.2.2 Boundary Matching Based Motion Vector Recovery

This approach is used for inter macroblocks [4]. It consists of two steps.
Firstly the length of correctly received motion vectors is compared with a
threshold value. This comparison is done in order to decide whether using
current frame or reference frame for prediction. If the length is smaller the
macroblocks of the reference frame which are at the same positions are
employed. Otherwise, motion compensated error concealment is performed
using a column wise approach from outside to the center of the image.
Concealment is performed for each 8x8 block. The adjacent blocks and the
block which is at the same position of the reference frame can be used as
candidate frames to conceal the lost block. The boundary matching errors of
the candidate blocks are compared. The candidate, which has the smallest
error, is used in the place of lost block. Detailed information can be found in
[10].

3.1.3 Encoder and Decoder Interactive Error Resilient Methods

In this approach the source coder and decoder work together to decrease the
effect of errors. There is a feedback channel between decoder and encoder
which is used for sending messages from decoder to encoder to state which
packets are lost. Then encoder decides what to do according to this
information. Reference Picture Selection, which is an error resilience tool of

H.264, is a member of this group.

3.1.3.1 Reference Picture Selection

Reference Picture Selection can be used in both systems which include
feedback or not [4]. If there is feedback channel it decides the reference
frame which is used for predicting the current frame according to the

feedback information. Hence error propagation can be prevented.
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CHAPTER 4

FLEXIBLE MACROBLOCK ORDERING

4.1 Introduction

Like parameter sets and redundant slices, FMO is a novel tool of H.264 [4]. It
is developed in order to increase the robustness of encoded video data in
highly error prone environments by allocating macroblocks in a different
manner than the normal allocation. During a regular encoding procedure
macroblocks are allocated to the slices in raster scan order which can be seen

in Figure 4.1.
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Figure 4.1: Slice structure without using FMO [6]

This allocation increases the coding efficiency because most of the
neighboring macroblocks are carried in the same slice. Therefore, intra
picture prediction can be performed efficiently. However, when one of the

slices is lost, the macroblocks, which belong to that slice, cannot be
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estimated successfully because adjacent macroblocks are also lost. FMO is a
tool that provides flexible allocation of macroblocks to slices. It is firstly
proposed by Wenger and Horowitz in the 3rd meeting of JVT in 2002 [11].
Moreover similar methods were also tried using former codec standards. For
instance, it is used as Scattered Slices method in H.26L. More details can be
found in [12]. It is developed for baseline profile which supports basic real
time video communication applications.

FMO decreases the coding efficiency because prediction can not be performed
on the slice boundaries. On the other hand, it does not affect the motion
compensation and deblocking filter procedures. The first two patterns, which
were used as FMO pattern, are Scattered Slices and Line Interleaving. Their
test results are explained more elaborately in [13] and [14]. Although FMO
increases necessary bandwidth because of coding efficiency and MBAmap
information, it also decreases bitrate by omitting slice data from macroblocks.
Since FMO separates the macroblocks to the slices in a different order than
the previously used pattern, this ordering has to be known both by encoder
and decoder. Therefore it is kept in a structure which is called macroblock to
slice allocation map (MBAmap) [11]. MBAmap is carried to the decoder in
PPS. Each macroblock of the MBAmap is a member of a slice group. The
macroblocks are represented using slice group ID (SGid) in the MBAmap.
Because there can be no more than 8 slices (0-7), 3 bit is enough to
represent a SGid. The decoding procedure for a slice, which is encoded using
FMO, is as follows. Firstly the SGid of the first macroblock of the slice is
determined. Then the macroblocks of the slice are decoded according to order
of their indexes. Using FMO can cause coding inefficiency and delay but their
amount can be adjusted by applying an appropriate MBAmap. One of the
important differences between regular scanning and FMO is determining the
end of the frame. The end of the frame is easily found if raster scanning is
applied because the macroblock which has the highest index number is
decoded lastly. On the other hand the last macroblock do not have to be the
highest index number of the frame for some FMO types. The end of the frame
can be determined by finding the macroblock which has the highest index of

the last slice group.
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4.2 Types of Flexible Macroblock Ordering

There are 7 types of Flexible Macroblock Ordering. They are [7] Interleave,
Dispersed, Foreground with Leftover, Box-Out, Raster Scan Wipe and Explicit
Types. The first 6 methods have a definite MBAmap pattern; however the
explicit type does not have a constant pattern. Moreover, Box-Out, Raster

Scan and Wipe Types are developed for Isolated Regions.

4.2.1 Interleave Type

This method was firstly developed in 1998 at British Columbia University. It is
also known as Macroblock Line Interleaving [13]. This method allocates the
macroblocks according to the following procedure. Firstly number of slices
and their runlengths are determined. Then allocation is started from the first
macroblock which is located at top right of the frame. Assigning slice group
ID (SGid) follows a raster scan pattern. When the number of macroblocks is
equal to the runlength of the slice, the following macroblocks are assigned to
next slice. The allocation procedure goes on until all the macroblocks are
distributed to slices. Since sum of the runlengths can be smaller than total
macroblock number of the frame, a slice group can be used to represent
more than one region. The MBAmap structure of Interleave Type for 3 slices

is illustrated in Figure 4.2. Runlength of each slice is 11.
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Figure 4.2: Interleave FMO Type (3 Slices Groups)[7]
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Since each line is transmitted in different packets, if one of the packets is lost
then the macroblocks of the corresponding line can be estimated using the
lines which are located below and above. Furthermore intra prediction can
also be performed for slice which is coded using this type because the
macroblocks are allocated such that they can be predicted either using the
adjacent macroblocks.

The SGid’s of macroblocks are found according to the following equation

M[j]=k where SR, < mo{ind,ni_anJs SR (4.1)

n=0 n=0

In this equation, M denotes the 2D MBAmap structure, i and j denote the row

and column numbers MBAmap respectively and N represents the number of

slice groups. R,, R,....,R ., represent the runlength number of each slice

group.

4.2.2 Dispersed Type

This type is firstly tried in H.26L as Scattered Slices [12]. However it is not
added in H.26L standard. Since this method gave successful results in these
trials it is prepared to use in H.264 standard. The main aim is distributing
macroblocks to the slices such that no 2 adjacent macroblocks are placed in
the same slice. The checkerboard pattern is a special kind of Dispersed FMO
where number of slice is 2. Figure 4.3 demonstrates the structure of MBAmap
of Dispersed Type when slice number is 4. Among different FMO types
Dispersed Type is the most appropriate one for error resilience since all the
macroblocks can be used if one of the slices is lost. On the other hand
because slice boundaries are macroblock boundaries in picture prediction can

not be used which decreases the coding efficiency substantially.
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Figure 4.3: Dispersed FMO Type (4 Slice Groups) [7]

Equation (4.2) is used for creating Dispersed MBAmap pattern
M]i][j] = mod(j +(i * N/2)),N) (4.2)

In the formula, M denotes the 2D MBAmap structure, i and | denote the

row and column numbers MBAmap respectively and N represents the

number of slice groups.

4.2.3 Foreground with Leftover Type

This type is used for allocating macroblocks such that some regions of the
frame that are determined according to a ROI algorithm and the remaining
part of the frame are put into a different slice [13]. This method can be used
to perform Unequal Error Protection (UEP) like in the Scalable Video Coding
(SVC) case. Figure 4.4 illustrates a typical pattern of Foreground with
Leftover Type. If this method is evaluated from the coding efficiency point of
view, it can be observed that it is better than both Interleave and dispersed
types since in-picture prediction can be performed using more than 2

neighborhood macroblocks.
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Figure 4.4: Foreground with Leftover FMO Type (4 Slice Groups) [7]

On the other hand this method is not a very efficient error resilience tool
because the macroblocks of a slice are mostly adjacent blocks.

Allocation of macroblocks is performed according to the following formula

p, MB[][j]JUA, and Osps<k
k+1

Mili]=

In the equation above, There are K regions wherek<6. A, A,.. A,

(4.3)

represent the interested rectangular regions which do not overlap. These
regions are determined by their top left and bottom right coordinates.

MB [i][ j] denotes the macroblock that is located i*" row and j* column of
MBAmap. M denotes the 2D MBAmap structure, i and | denote the row and

column numbers MBAmap respectively.

4.2.4 Box-Out Type

Box-Out Type is one of the algorithms which are based on shape evolution
[16]. Unlike the other types where first macroblock of the first slice is the one
which has the lowest index number, it is the one that is located at the center
of the frame. Then a spirally scanning pattern is used to choose the next
macroblock. The scanning can be performed in the clockwise or counter
clockwise direction. After coding a predefined number of macroblocks which
determine the size of the packet, the next slice is formed following the same
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pattern. This process goes on until the last macroblock of the frame. The
following figure illustrates the pattern of Box-Out type when the number of

slice groups is 2.

Figure 4.5: Box-Out FMO Type (2 Slice Groups) [7]

This type can also be used for UEP because the macroblocks which are close
to the center are generally more important than the others. Although in-
picture prediction is limited because of the pattern structure, this type is
more appropriate for applying error concealment than Foreground with
Leftover type. When the number of encoded macroblocks increase from
center to the outside the circumference of the scanning pattern increases.
Hence slices start to have more adjacent macroblocks from other slices.

In order to find the pattern structure firstly the macroblock order has to be

calculated. The pattern is determined according to the following equations.

MB_[i]i -1 ( ind < (2r +1)° +2r -1
MB_[i +1[j], ( +2r <ind < (2r +1)° +4r -1
MB_[i][j +1], (2r +1)° +4r <ind < (2r +1)* +6r -1
MB. i -1 j], ( +6r <ind < (2r +1)° +8r

N
=
+
=
)
IN

MB,[ifli]= (4.4)
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M[i]li] = indyggy * N/T (4.5)

In these equations the first macroblock is located at the center which can be
denoted by MB[IC][JC]. MB_[i][j]] and MB[il[j] represent the current
and the next macroblocks respectively. r denotes the pixel distance of
circumference from the center. Each square spiral starts with
MB[Ic—r][Jc+r—1]. T denotes the total number of macroblocks.
M denotes the 2D MBAmap structure, i and | denote the row and column
numbers of MBAmap respectively and N represents the number of slice

groups. Lastly, ind represents the order of macroblock. Figure 4.6 illustrates

Box-Out pattern structure
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Figure 4.6: Box-Out Coding Sequence

4.2.5 Raster Scan Type

Actually this is the default type of scanning if no FMO is applied. This is the

second shape evolution method where pattern progress is carried out in the
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horizontal direction. [16]. Scanning starts from the macroblock which is
placed at the top left of the frame. The second macroblock of the slice is
located at the second column of the first row. Allocating macroblocks goes on
until the end of the row. Then the first macroblock of the next line is
encoded. This process continues until the end of the slice which is determined
by maximum number of bytes or maximum number of macroblocks that a
slice can have. The MBAmap for 2 slice is illustrated in Figure 4.7 Raster
Scanning can also be performed in the reverse direction where scanning
starts from the macroblock which is located at the bottom right of the frame.
This method has a very good coding efficiency since in-picture prediction can
be applied easily. On the other hand it is not a very appropriate error
resilience tool neighboring macroblocks are mostly in the same slice.
Therefore if one of the slices is lost during transmission, it is hard to predict

the lost macroblocks spatially.

Figure 4.7: Raster Scan FMO Type (2 Slice Groups) [7]

The allocation is carried out using equation (4.6)
MOl = (i +(0 - *w))* N/T (4.6)

In equation (4.6), M denotes the 2D MBAmap structure, i and | denote the
row and column numbers MBAmap respectively and N represents the the

number of slice groups. W denotes the number of macroblocks in a row.
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4.2.6 Wipe Type

The fifth FMO type is Wipe Type which is also a space evolution type. This
type is very similar to the Raster Scan Type. The main difference is scanning
direction. Raster scanning performs row by row scanning. On the other hand
wipe type performs column by column scanning [16]. Figure 4.8 illustrates
the MBAmap pattern of Wipe Right FMO which consists of 2 slice groups.
Because of these differences videos encoded using these types have different
bitrate values for same quantization parameter. There is also a Wipe Left

pattern where the first macroblock is located at the bottom right position.

=]

Figure 4.8: Wipe FMO Type (2 slices)

Error resilience and coding efficiency feature of Raster Scan are also valid for

Wipe type. The MBAmap pattern can be found using the following equation

M[illi] =i +((j -0 * H))*N/T (4.7)
In this equation, M denotes the 2D MBAmap structure, i and | denote the

row and column numbers MBAmap respectively and N represents the

number of slice groups. H represents the number of macroblocks in a

column.
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4.2.7 Explicit Type

Explicit type can be seen as the most flexible one among others. As
mentioned before, unlike other FMO types there is not a known pattern for
explicit type. Hence, the MBAmap of this type has to be known before
starting encoding. Moreover MBAmap of Explicit Type can change dynamically
according to the algorithm which determines the allocation of macroblocks.
Since there is not a standard, most of the studies about FMO are carried out
using explicit type. The aim of these studies is to find the most appropriate
approach for determining the MBAmap. Some of these studies are explained

briefly in the following chapter.

4.3 Related Work on Explicit FMO

They are divided into three groups. The first group tries to find methods
which detect important macroblocks and apply unequal error protection to
transmit these important macroblocks more reliably. These works can be
seen as Layered Coding algorithms. The second group uses FMO for
increasing the efficiency of practical applications. The last group deals with
developing new patterns for FMO.

The study which is performed by Benierbah and Khamadja [15] explains a
technique Block Ordering Scalability. The importance of the blocks is
determined according to the motion characteristics of them. The macroblocks
which have high motion complexity are more important than others. These
blocks are collected in a region which is called New Coded Picture (NCP). The
other region, which contains the remaining macroblocks, is called discarded
region (DR). Indeed, NCP is coded as base layer of SVC and DRs compose the
enhancement layer. Another approach is developed by Im and Pearmain [16]
in 2006. The authors suggest a rate distortion based method to obtain the
maximum resilience while keeping bitrate smaller than a predefined level.
This aim is accomplished by determining the macroblocks which increase the
objective quality most. According to [16] the macroblocks are determined by
their sole effects to the total PSNR and their contribution to the error
concealment. Furthermore, since most of the consecutive frames are similar
PPS is not always sent for every frame. The third approach [17] is a rate
distortion based approach like the previous one. However, the algorithm

chooses whether using FMO or not during encoding procedure instead of
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determining the importance of macroblocks. FMO has significant advantages
like providing more robust streams. On the other hand, it also has a very
serious disadvantage which is increasing bitrate. Wu and Boyce suggest a
method to code a frame either using FMO or not based distortion and rate
constraints. Although this method gives better PSNR results than regular
encoding and transmission scenario encoding complexity increases
substantially because this process has to be performed for all the frames of a
GOP. Moreover buffer requirements at the decoder side may cause a memory
problem.

The fourth method is another rate distortion approach which is proposed by
Dhondt et al [18]. This algorithm like second algorithm is based on choosing
crucial macroblocks. However in this case these critical macroblocks are
determined according to the importance of their pixel values. Moreover
importance is not only dependent to current frame but also succeeding
frames. The importance of a pixel is calculated by multiplying the distortion
caused by the pixel with how many times it is repeated. The distortion is
calculated by subtracting the concealed value of the pixel from the actual
value. Therefore the type of error concealment is also an important
parameter. Since this procedure is repeated for each pixel in the frame and
the number of repetitions is found by searching all the frames in the GOP,
this algorithm increases the encoder complexity substantially. Furthermore
the amount of delay also goes up. The fifth study [19] is carried out by
Thomos et al. This work consists of two parts which are implemented
iteratively. The first part is grouping macroblocks adaptively. The second part
is applying FEC based on a rate constraint. The aim is to create the optimum
source and channel coded stream using FMO. Baccichet et al [20] proposed a
method to adaptively detect the important regions. Then the frame is coded
twice. The first one is encoded such that the important region is quantized
with a better parameter and the remaining part is quantized with a coarser
parameter. The second coding procedure is carried out using an offset
quantization parameter. The aim is to adjust the rate of redundant and
primary descriptions such that the distortion is minimized. The next study
[21] is performed using Discrete Wavelet Transform to obtain the slices.
Since wavelet transform is used to create slices, they are not equally
important. Although this method does not give the best objective quality, its
psychovisual features are impressive. The eight study of this group is done by
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Wang, Li, Schimiza, lkenaga and Goto [22]. The goal of this work is
developing a method to handle two disadvantages of FMO which are bitrate
overhead and misuse of UEP. According to the authors these two
disadvantages can be eliminated by grouping macroblocks based on
prediction mode and size information. The grouping is performed as follows:
All the intra macroblocks and small sized inter blocks are collected in
important slice group and the remaining macroblo