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Co-Supervisor, Electrical and Electronics Eng. Dept., METU

Examining Committee Members:

Prof. Dr. Müslim BOZYİĞİT
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ABSTRACT

HYBRID CDN P2P ARCHITECTURE FOR

MULTIMEDIA STREAMING

ÖZTOPRAK, Kasım

Ph.D., Department of Computer Engineering

Supervisor: Prof. Dr. Volkan ATALAY

Co-Supervisor: Assoc. Prof. Dr. Gözde Bozdağı AKAR

February 2008, 116 pages

In this thesis, the problems caused by peer behavior in peer-to-peer (P2P)

video streaming is investigated. First, peer behaviors are modeled using two

dimensional continuous time markov chains to investigate the reliability of P2P

video streaming systems. Then a metric is proposed to evaluate the dynamic

behavior and evolution of P2P overlay network. Next, a hybrid geographical

location-time and interest based clustering algorithm is proposed to improve

the success ratio and reduce the delivery time of required content. Finally,

Hybrid Fault Tolerant Video Streaming System (HFTS) over P2P networks has
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been designed and offered conforming the required Quality of Service (QoS) and

Fault Tolerance. The results indicate that the required QoS can be achieved in

streaming video applications using the proposed hybrid approach.

Keywords: peer-to-peer video streaming, clustering, fault tolerance, chan-

nel capacity, peer-to-peer metrics
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ÖZ

ÇOĞULORTAM İLETİŞİM İÇİN MELEZ CDN

P2P YAPISI

ÖZTOPRAK, Kasım

Doktora, Bilgisayar Mühendisliği Bölümü

Tez Danışmanı: Prof. Dr. Volkan ATALAY

Ortak Tez Danışmanı: Doç Dr. Gözde Bozdağı AKAR

Şubat 2008, 116 sayfa

Bu tezde eşler arası video akışı uygulamalarında eş davranışından kaynaklanan

sorunlar incelenmiştir. Ilk önce, video akışı uygulamalarının güvenilirliğini in-

celemek amacı ile eş davranışları iki boyutlu sürekli markov zinciri kullanılarak

modellenmiştir. Daha sonra eşler arası oluşan ağın değişen davranışlarını ve

gelişimini ölçebilmek için bir ölçü birimi önerilmiştir. Sonra, sistemde yapılan

aramaların başarım oranını artırmak ve istenen verilerin dağıtım süresini azalt-

mak amacı ile coğrafi lokasyon-zaman ve ilgi temelli melez bir kümeleme algorit-

ması önerilmiştir. Son olarak, istenilen servis kalitesini ve sürekliliği karşılayabilen,
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eşler arası ağ üzerinde çalışan Melez Hata Bağımsız Video Akışı sistemi tasar-

lanmış ve önerilmiştir. Yapılan çalışmaların sonuçları video akışı uygulamalarında

istenilen servis kalitesinin önerilen melez yaklaşım ile sağlanabildiğini götermektedir.

Anahtar Kelimeler: kişiden kişiye video iletimi, kümeleme, süreklilik,

kanal kapasitesi, kişiden kişiye iletisim ölçü birimi
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ÖZ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vi

ACKNOWLEDGEMENTS . . . . . . . . . . . . . . . . . . . . . . . . viii

TABLE OF CONTENTS . . . . . . . . . . . . . . . . . . . . . . . . . x

LIST OF FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . xiii

LIST OF TABLES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xvi

CHAPTERS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

1 INTRODUCTION . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 Thesis contribution . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.2.1 Reliability Modeling . . . . . . . . . . . . . . . . . . . . . 4

1.2.2 Measuring the Capacity of an Overlay Network . . . . . . 4

1.2.3 Two-Way/Hybrid Clustering Architecture . . . . . . . . . 5

1.2.4 Hybrid Fault Tolerant Video Streaming . . . . . . . . . . 6

1.2.5 Example application area for Multilevel Clustering and

HFTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

1.3 Thesis Organization . . . . . . . . . . . . . . . . . . . . . . . . . 7

2 BACKGROUND . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

2.2 Characteristics of P2P Systems . . . . . . . . . . . . . . . . . . . 10

ix



2.3 Structure of P2P Systems . . . . . . . . . . . . . . . . . . . . . . 11

2.3.1 Structured P2P Systems . . . . . . . . . . . . . . . . . . . 12

2.3.2 Unstructured P2P Systems . . . . . . . . . . . . . . . . . 13

2.4 Clustering Methods . . . . . . . . . . . . . . . . . . . . . . . . . . 14

2.5 Streaming Architectures . . . . . . . . . . . . . . . . . . . . . . . 17

2.5.1 Content Distribution Networks . . . . . . . . . . . . . . . 17

2.5.2 Peer-to-Peer Video Streaming Systems . . . . . . . . . . . 18

2.5.3 Hybrid CDN-P2P Streaming System . . . . . . . . . . . . 22

2.6 Video Coding for a P2P System . . . . . . . . . . . . . . . . . . . 24

3 RELIABILITY MODELING AND ANALYSIS OF P2P NET-

WORKS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

3.2 Phase-type Distribution . . . . . . . . . . . . . . . . . . . . . . . 29

3.3 Reliability Models . . . . . . . . . . . . . . . . . . . . . . . . . . 30

3.3.1 Reliability Model A . . . . . . . . . . . . . . . . . . . . . 30

3.3.2 Reliability Model B . . . . . . . . . . . . . . . . . . . . . 33

3.4 Numerical Experimentation . . . . . . . . . . . . . . . . . . . . . 36

3.4.1 Model A . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

3.4.2 Model B . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

3.4.3 Model B with λ/µ = 2 and λ/µ = 4 . . . . . . . . . . . . 42

3.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

4 PROTOCOL AND CONNECTIVITY BASED OVERLAY

LEVEL CAPACITY CALCULATION OF P2P NETWORKS 48

4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

4.2 P2P metrics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

4.3 Discrete Noiseless Channel Model of P2P System . . . . . . . . . 51

4.4 The proposed metric . . . . . . . . . . . . . . . . . . . . . . . . . 53

4.4.1 The description of the proposed metric . . . . . . . . . . . 53

4.4.2 Evaluation of the metric . . . . . . . . . . . . . . . . . . . 55

4.5 Experimental Setup, Results and Discussions . . . . . . . . . . . 56

4.5.1 The setup . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

x



4.5.2 Results and Discussions . . . . . . . . . . . . . . . . . . . 58

4.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

5 TWO-WAY/HYBRID CLUSTERING ARCHITECTURE AND

HYBRID FAULT TOLERANT VIDEO STREAMING SYS-

TEM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

5.2 Hybrid P2P System Architecture . . . . . . . . . . . . . . . . . . 63

5.2.1 Hybrid fault tolerant streaming system . . . . . . . . . . . 64

5.2.2 The use of Clustering on HFTS . . . . . . . . . . . . . . . 68

5.2.3 Two-Way/Hybrid Interest and Time based Clustering . . 69

5.3 Numerical Evaluation and Experimental Results . . . . . . . . . 72

5.3.1 The overhead incurred by HFTS and Two-Way/Hybrid

Clustering . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

5.3.2 Simulation Settings . . . . . . . . . . . . . . . . . . . . . . 73

5.3.3 Simulation Results . . . . . . . . . . . . . . . . . . . . . . 75

5.4 Conclusions of the Chapter . . . . . . . . . . . . . . . . . . . . . 87

6 APPLICATIONS OF P2P SYSTEMS . . . . . . . . . . . . . . . 89

6.1 Learning Styles . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

6.2 Clustering Based on Learning Styles . . . . . . . . . . . . . . . . 92

6.2.1 Experimental Results . . . . . . . . . . . . . . . . . . . . 93

6.3 Modeling Different Clustering Architecture . . . . . . . . . . . . 99

6.3.1 Numerical Evaluation . . . . . . . . . . . . . . . . . . . . 99

6.4 Conclusions of the Chapter . . . . . . . . . . . . . . . . . . . . . 101

7 CONCLUSIONS . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103

7.1 Overview of the Main Contributions . . . . . . . . . . . . . . . . 103

7.2 Future Studies . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105

REFERENCES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106

VITA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116

xi



LIST OF FIGURES

3.1 2-state model of a peer. . . . . . . . . . . . . . . . . . . . . . . . 28

3.2 Markov chain used for Model A. . . . . . . . . . . . . . . . . . . 30

3.3 2-dimensional Markov chain for Model B. . . . . . . . . . . . . . 34

3.4 Success probabilities with respect to time in Model A for 1/λ =

1/µ = 4, 64 and 128 minutes respectively . . . . . . . . . . . . . . 37

3.5 Required total number of peers for fault tolerance with respect

to time (in minutes) for Model A. (1/λ = 1/µ = 64, 128 minutes) 38

3.6 Success probabilities for Model B with respect to time. (1/λ =

1/µ = 4, 64 and 128 minutes) and L = 2 and 4 . . . . . . . . . . 40

3.7 Required total number of peers for fault tolerance in Model B for

highly dynamic (1/λ = 1/µ = 4 minutes) and relatively static

(1/λ = 1/µ = 128 minutes) networks . . . . . . . . . . . . . . . . 41

3.8 The success probability S′(t) as a function of the number of con-

nections L. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

3.9 Success probabilities with respect to time.λ/µ = 2, λ/µ = 4 and

L = 4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

4.1 An example Gnutella based P2P network setup describing a Shan-

non language . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

4.2 Size change for the pure Gnutella system and different clustering

mechanisms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

5.1 Combining the seeds from different sources into a single video

stream . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

5.2 CDN contribution to guarantee reliability of a video stream . . . 66

xii



5.3 A typical Hybrid clustered overlay network combining two differ-

ent cluster method into a single clustering mechanism. . . . . . . 70

5.4 Hit time and average hit times for random gnutella architecture . 76

5.5 Hit time and average hit times for geographical location-time

based clustered architecture . . . . . . . . . . . . . . . . . . . . . 76

5.6 Hit time and average hit times for interest based clustered archi-

tecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

5.7 Hit time and average hit times for two-way/hybrid clustered ar-

chitecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

5.8 The histogram of sample delay distribution for random gnutella

architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

5.9 The histogram of sample delay distribution for geographical location-

time based clustered architecture . . . . . . . . . . . . . . . . . . 80

5.10 The histogram of sample delay distribution for interest based

clustered architecture . . . . . . . . . . . . . . . . . . . . . . . . 80

5.11 The histogram of sample delay distribution for two-way hybrid

clustered architecture . . . . . . . . . . . . . . . . . . . . . . . . 81

5.12 The frame success ratio for geographical location-time based clus-

tered architecture with the buffer size of 1,2 and 3 seconds . . . . 82

5.13 The frame success ratio for interest based clustered architecture

with the buffer size of 1,2 and 3 seconds . . . . . . . . . . . . . . 83

5.14 The frame success ratio for two-way/hybrid clustered architecture

with the buffer size of 1,2 and 3 seconds . . . . . . . . . . . . . . 84

5.15 The histogram of sample delay distribution for geographical location-

time based clustered architecture with CDN forwarding enabled . 85

5.16 The histogram of sample delay distribution for interest based

clustered architecture with CDN forwarding enabled . . . . . . . 86

5.17 The histogram of sample delay distribution for two-way hybrid

clustered architecture with CDN forwarding enabled . . . . . . . 87

6.1 The logical organization of a typical Three-way clustered overlay

network. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

xiii



6.2 Hit time and average hit times for three-way/hybrid clustered

architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

6.3 The histogram of sample delay distribution for three-way /hybrid

clustered architecture . . . . . . . . . . . . . . . . . . . . . . . . 96

6.4 The frame success ratio for three-way/hybrid clustered architec-

ture with buffer size of 1,2 and 3 seconds . . . . . . . . . . . . . . 97

6.5 The histogram of sample delay distribution for three-way/hybrid

clustered architecture with CDN forwarding enabled . . . . . . . 98

6.6 Success probability for a video clip with varying length when

1/λ = 1/µ = 4 minutes . . . . . . . . . . . . . . . . . . . . . . . . 100

6.7 Success probability for a video clip with varying length when

1/λ = 1/µ = 16 minutes . . . . . . . . . . . . . . . . . . . . . . . 101

6.8 Success probability for a video clip with varying length when

1/λ = 1/µ = 64 minutes . . . . . . . . . . . . . . . . . . . . . . . 101

xiv



LIST OF TABLES

3.1 MTTF Values for Model A in Minutes when 1/λ = 1/µ = 64

minutes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

3.2 The pair (K2(t),K1(t)) for t = 90 min. for varying N and L. . . 44

3.3 MTTF Values for Model B in Minutes. . . . . . . . . . . . . . . . 45

3.4 MTTF Values for Model B in Minutes when the ratio for λ/µ = 2 46

3.5 MTTF Values for Model B in Minutes when the ratio for λ/µ = 4. 47

4.1 Average information flow capacities calculated for the pure Gnutella

system, for the Gnutella system with different clustering mecha-

nisms and for the fully connected mesh system in different time

periods. The measurements are taken at 100th, 400th,700th and

1000th seconds respectively. . . . . . . . . . . . . . . . . . . . . . 59

4.2 Turnover values (arrival/departure) calculated for the pure Gnutella

system and for the Gnutella system with different clustering mech-

anisms in different time periods. The measurements are taken

cumulatively in every 240 seconds respectively. . . . . . . . . . . 60

5.1 Basic summary for the simulation phase I. The number of queries

initiated, number of useful hits, average hit time and success ratio

for different architectures are summarized. . . . . . . . . . . . . . 75

5.2 Basic summary for the simulation phase II, indicating the number

of requests handled by CDN servers and its percentage to all

requests . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

6.1 Basic summary for the simulation for Three-way/hybrid cluster-

ing in e-learning applications . . . . . . . . . . . . . . . . . . . . 94

xv



6.2 The number of requests handled by CDN servers and its percent-

age to all the requests for two-way and three-way/hybrid cluster-

ing architectures . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

6.3 MTTF Values for Model B in Minutes for different clustering ar-

chitectures with different characteristics (Random gnutella, inter-

est and time based clustering, two-way/hybrid and three-way/hybrid

clustering architectures are evaluated) . . . . . . . . . . . . . . . 102

xvi



CHAPTER 1

INTRODUCTION

This chapter introduces the research problems addressed in this thesis, and

summarizes our main contributions.

1.1 Introduction

As the telecommunication technology evolved over time, applications requir-

ing higher bandwidth such as audio/video streaming became more and more

popular. The popularity and high interest in such applications bring several

problems with them. One of the most critical problems of such applications to

be solved is the number of potential users to be served. In the early days of

audio/video delivery over Internet, the content providers directly deployed the

distribution systems in their environments and invested in applications, servers

and connections to comply with the expectations of the potential customers

around the world. The high interest of the customers around the world causes

performance, scalability, and high cost problems for such systems. The solution

to the scalability and expensive price problems is using the services provided

by the professional third-party companies to reduce the prices and improve the

performance of delivery.

The systems established to deliver digital media conforming to the require-

ments of high bandwidth and faster delivery is called Content Distribution Net-

work (CDN). The key point of such systems is introducing local traffic exchange

for: (1) faster delivery of digital medium by using high speed local links, (2) less

traffic overhead by keeping the content very close to the clients, (3) supporting

higher quality by bringing less variable delay, and low loss rate. In the CDN

systems the original copy of the media is kept either in the center of the content

1



owner or the central server farm of the CDN system. A CDN system could have

number of servers ranging from a few to thousands of servers distributed around

the world. The CDN systems employ several applications to monitor the traffic

across the internet and to direct the clients to the appropriate servers especially

using the information where they are connecting from.

Direct deployment of video services would be useful for the number of con-

current connections filling up to 155 Mbps or 622 Mbps speeds since an organi-

zation or a company can set up an Internet connection with such speeds. The

management efforts and costs of such system might cause significant problem to

the content owner. On the other hand, when the number of connections increase

it would be very costly to implement direct connection in house by the content

owner. CDN approach, however, might be acceptable to handle higher band-

width requirements. Although, the CDN approach is perfect for service quality

and the scalability issues, the cost factor prevents the content owners from de-

livering their audio/video streams through CDN system since they charge for

the amount of traffic transmitted. Additionally, as the number of users obtain-

ing services from the CDN system increases, CDN systems cannot answer the

requests properly even for poor quality multimedia streams [34].

The evolution in the telecommunication sector during the last decade enabled

the users to connect to the Internet through inexpensive broadband communi-

cation medium. This results in explosion in the use of peer-to-peer applications.

Peer-to-peer systems provide the most scalable computing infrastructure by ag-

gregating the resources from already available peers. It also improves the fault

tolerance by removing the dependency to central servers and distributing the

load to end systems.

Even though it is gaining high interest in the research and commercial world

there are still problems to be solved in P2P systems. These problems could

be listed as: (1) The existing P2P frameworks concentrate on the scalability

issues and the reduction of the packet delivery or lookup time by enabling

location or geographical time based clustering architectures. The reliability

or the durability of this service has not been investigated in detail yet, and

some form of duplication is assumed to provide the durability of the service.

(2) The studies on the reliability of the P2P systems do not investigate the

2



reliability of the P2P systems analytically. Although it provides several ideas

on reliability, they do not investigate the requirements of the P2P system. (3)

The Quality of the Service (QoS) is only considered to have the packets delivered

as early as possible. (4) The current clustering techniques are only evaluated

by the search lookup time and there is no detailed research on the capacity

of the architecture. The clustering approaches are only concentrating on a

single scope, e.g., either interest or geographical location-time. (5) There is

no universal metric to evaluate the dynamic evolution and information flow

capability of the P2P system.

1.2 Thesis contribution

In this thesis, we developed solutions for the research problems mentioned above.

The key ideas of the framework that we offer can be summarized as follows: (1)

The reliability of the system is analytically investigated by using a Markov

chain–based reliability model for a P2P network having N redundant copies of

a requested content using exponential node failure and recovery processes. The

model is also enhanced to include backup connections to improve the perfor-

mance and reliability of the peer-to-peer video streaming systems. (2) A novel

hybrid topology and interest based clustering to organize the overlay network

in order to reduce startup latency and service interruption probability has been

offered. (3) The scalability power of P2P networks have been adapted into

streaming systems in order to provide scalable and fault tolerant P2P-CDN

video streaming systems. The proposed system increases the availability of the

streams with the best quality while keeping the load of the CDN servers un-

der certain limits. The offered model guarantees the fault tolerance and the

required Quality of the Services (QoS). (4) To measure the capacity of the P2P

architectures more effectively a metric based on Shannon’s L-channel capacity

calculation idea has been offered. Then, this metric has been compared with

the current metrics such as turnover and size change trying to evaluate the per-

formance of the networks. (5) The offered framework for fault tolerant high

quality video streaming system is extended to be used in an e-learning system

as an application area.
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The following sections briefly describe the contributions of the thesis.

1.2.1 Reliability Modeling

Adapting the video streaming applications into P2P framework raised the need

for reliability of the streams. In the literature, a method for analytically model-

ing the P2P streaming systems using fluid methods is proposed in [48]. However,

we model the P2P video streaming system in discrete domain.

In [88], a P2P system with increased resilience to peer dynamicity is ana-

lyzed. First, a P2P network having N redundant copies of a requested content

using exponential node failure and recovery processes is modeled to simulate the

nature of a P2P video streaming system. Then by using the designed model,

the mean time-to-failure (mttf) for given P2P network parameters such as total

number of redundant copies, required number of redundant copies for successful

transmission, failure and recovery rates for a peer is derived. Next, the proba-

bility of a transmission aborting within a given period of time due to insufficient

number of online peers having the content is formulated, and the total number

of the peers required in order to sustain an initiated transmission is analyzed.

Finally, the Markov model is modified in order to account for the failures of the

peers that the client is connected to and the back-up connections.

The analytical study gives an idea about the required number of peers with

certain characteristics to guarantee the fault tolerance in video streaming for a

specified duration.

1.2.2 Measuring the Capacity of an Overlay Network

The current metrics to measure the performance of the P2P networks are based

on the query hit time and query success ratio. Although, these metrics are

related with the physical channel characteristics between the peers, the organi-

zation of the overlay network, and the behavior of the peers, it does not give

an idea on the maximum capacity of the overlay network that can be used.

The first major concern of the thesis is to put a new metric to measure the

maximum channel capacity for an overlay network to quantitatively compare

different overlay networks.
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To measure the capacity of the P2P architectures more effectively a metric

for P2P networks based on Shannon’s L-channel capacity calculation idea has

been offered [64,66]. The metric calculates the maximum rate of information (in

bits per second) that can be transmitted over a P2P network (a.k.a. combinato-

rial capacity) caused by protocol and overlay-level connectivity. The suggested

method offers to model the P2P systems as a discrete noiseless channel on which

the protocol, together with dynamically changing overlay-level instant connec-

tivity topology, defines a Shannon Language. The new metric is used to measure

the capacity of the different clustering architectures quantitatively.

To evaluate the reliability of the offered metric, it is first applied to the

Gnutella 0.6 protocol for which message traffic explosion and search efficiency

is a known problem. Many methods to improve the search efficiency have been

proposed. Then the new metric is applied to geographical-time, interest based,

and two-way hybrid clustered version of the Gnutella network. The obtained

results are compared with the results from other two known metrics’ namely,

number of query hits and unit query-hit response time and potential correlations

among them are examined. The similar metrics measuring the dynamic behavior

of the overlay networks during the execution called turnover and size-change

has also been calculated for overlay networks and the results are compared with

the offered metric.

1.2.3 Two-Way/Hybrid Clustering Architecture

In the P2P world there are two major clustering techniques currently named as

geographical location-time based and interest based clustering. The geographi-

cal location-time based clustering model typically clusters the overlay network

with respect to the reachability of the peers. In the second approach, the peers

are grouped with respect to their interests. All the clusters are formed by using

the interest information provided by all peers. A novel interest aware clustering

to reduce startup latency and service interruption probability has been offered

in this study. The proposed clustering algorithm will also help to organize the

overlay network in such a way that it will also benefit from the topology [64].

The new method –Two way/Hybrid Clustering– uses a dispersion method
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to organize the peers according to both their interests and locality information.

The interests of the peers have been considered at the beginning to form the

interest clusters while starting to investigate the behaviors of the peers to adap-

tively organize them into more dynamic overlay networks. In parallel, the peers

are clustered in geographical location and access time based manner based on

where they are connecting from. This index is also dynamically updated to

enlarge the scope of the local network into somewhat bigger local networks by

evaluating the RTT values of the neighbor peers in close networks.

In order to evaluate the performance of different clustering architectures,

in addition to the average hit time and hit ratio for the searched content, the

offered metric has been used.

1.2.4 Hybrid Fault Tolerant Video Streaming

Although, the analytical study shows that with certain number of peers with

certain characteristics to guarantee the fault tolerance in video streaming for

a specified duration, in reality it does not work properly. Since the models

assume threshold for success to a certain level such as %99, the success rate

shall be extended to %100 by employing some intelligent algorithms. In order to

guarantee the required Quality of Services, we propose hybrid video streaming

scheme, which integrates peer to peer video delivery systems into dedicated

CDNs together with fault tolerant schemes. The offered method solves the

scalability issues of the CDN systems and the unreliability of P2P systems. The

key idea in [65] is that the reality still does not match with the analytical studies

offered by [48,50,88] based on required QoS.

Although, the reliability models promise the fault tolerance, the simulation

studies show that the required quality of service (QoS) cannot be obtained from

pure P2P systems. Thus, the proposed system uses the CDN servers to introduce

fault tolerance by using them as a backup system to locate the required segments

of the files while searching for other peers to switch from CDN server in order

to keep the load of the CDN servers below specified threshold levels. This way,

the CDN servers are used to provide the initial seeds and as the high available

failover node to reconstruct the lost connections with the fastest mechanism.
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The challenging design of the method uses the contribution of the CDNs

not only for initial seeding stage to feed the system with the initial streams but

also during the entire operation time. However, we only get a few segments

of a failed node which is not available prior to the playout phase in order to

guarantee the QoS. The cost caused by adapting the method is very limited

since the CDN servers are directly replaced by a new servant (a peer using the

resources from the network and sharing the information with other peers within

the network) after completing the search.

The method also benefits from the Two-way/hybrid clustering technique

by bringing efficient data retrieval with less overhead traffic and fast resource

locating and efficient resource usage. The clustering brings fast location and

relocation of the content and minimizes the traffic exchange throughout the

networks.

1.2.5 Example application area for Multilevel Clustering

and HFTS

In this part of the study, the offered two-way/hybrid clustering method is im-

proved to include dual interest cluster index, in addition to the time based

cluster index. The learning models are used as the second dimension in the in-

terest level cluster in Three-way/hybrid clustering architecture. By employing

the Three-way/hybrid clustering in learning models, the online distance educa-

tion systems can be optimized for better performance with HFTS algorithm.

Then, we concentrate on extending the modeling of P2P systems with dif-

ferent clustering approaches. The reliability requirements of different clustering

architectures, and the effect of organization on the reliability requirements of a

P2P system are investigated. It also gives a mechanism to evaluate the different

architectures analytically.

1.3 Thesis Organization

Chapter 2 provides a brief introduction to P2P systems. The basic characteris-

tics of the P2P computing paradigm and the available P2P structures are dis-
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cussed. The difference between the structured and unstructured P2P paradigm

is evaluated. The current metrics to measure the performance of P2P systems

and the current clustering approaches in P2P are also presented. It then also

provides information on rich media distribution and video streaming. The basics

of the video streaming over Internet are explained. Finally, the requirements to

enable P2P video streaming are also presented.

Chapter 3 presents the modeling of the P2P systems analytically. It starts

from scratch to derive the formulae to simulate the nature of a P2P video

streaming system to model them. The mean time-to-failure (mttf) for given

P2P network parameters such as total number of redundant copies, required

number of redundant copies for successful transmission, failure and recovery

rates for a peer is derived.

Chapter 4 presents the new metric to measure the channel capacity for over-

lay networks. The chapter starts out with the presentation of the quantitative

metrics to measure the performance of P2P systems. It then introduces the new

metric based on Shannon’s L-channel capacity calculation idea to monitor the

capacity change in an overlay network dynamically throughout the simulations.

Chapter 5 begins with a review of the current clustering approaches: (1)

the interest and (2) geographical location-time based clustering algorithms in

the literature. The design of new clustering technique is presented which uses

the dispersion algorithm to disseminate the data into system in order to locate

the best suitable supplier for a requested data when looked up. Then the Hy-

brid Fault Tolerant Video Streaming System (HFTS) is introduced to provide

a reliable video streaming with required QoS.

Chapter 6 extends the studies to application area. Then, the newly designed

Fault Tolerant, highly scalable platform for P2P video streaming is applied into

educational model by inventing a Three-way/hybrid clustering architecture to

be used in e-Learning platforms. Finally, the reliability model offered in chapter

4 is applied to all the known clustering algorithms to analyze their performances

quantitatively.

Finally, Chapter 7 concludes the thesis and discusses possible directions for

extending this research.
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CHAPTER 2

BACKGROUND

This chapter provides basic literature review on peer-to-peer (P2P) systems.

The basic definitions, main features and the characteristics of P2P systems are

described. Then, the classification of P2P systems and clustering the substrates

are explained. After giving information on P2P system structures, peer-to-

peer video streaming is introduced. Peer motivation for contribution, failover

scenarios, redundancy and suitable video coding for P2P systems are explained

briefly.

2.1 Introduction

The evolution in the telecommunication area during the last decade enabled the

users to connect to the Internet through inexpensive broadband communica-

tion medium. This results in explosion in the use of peer-to-peer applications.

Peer-to-peer systems provide the most scalable computing infrastructure by ag-

gregating the resources from already available peers. It also improves the fault

tolerance by removing the dependency to central servers and distributing the

load to end systems. According to [19], Napster [8] is the first P2P application

attracted millions of users around the world. The strength of Napster comes

from providing a medium to utilize the idle resources of the connected peers

around the world by providing a file sharing mechanism worldwide. In order

to locate files in the shared space, a central directory keeping the index of all

files are used. The storage was decentralized and functioning P2P style, while

locating a file was centralized.

The P2P systems provides glue to stick together all the peers to form an

enormous amount of storage, communication medium, and cpu-cycle power.
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The role of P2P system is to coordinate and manage the peers for cooperation

to form a distributed storage medium, a huge amount of file library for different

interests including applications and audio/video, tremendous computing power

by sharing their cpu-cycles, and communication links to provide video on de-

mand, real time broadcast and video conferencing systems. The P2P systems

would benefit from a centralized server (or group of servers) to provide a co-

ordination mechanism and keep an index of all the contents as in the case of

napster or there is no centralized authority to coordinate, control and maintain

the entire system including the peers as in gnutella system.

The wide use of P2P applications consumes almost all the communication

resources provided by the telecommunication operators for Internet exchange.

2.2 Characteristics of P2P Systems

P2P systems are special kinds of distributed systems where the peers are located

in different locations using the Internet as the communication medium among

them. The coordination of the components of a P2P system is provided by

message passing. The P2P systems can be used to provide networked storage

area for keeping the files, putting enormous number of computers to benefit

from their cpu cycles and to bring redundancy by having the systems in different

geographical locations for the aim of Fault Tolerance. In any P2P system there

exists an appropriate protocol to coordinate, control and maintain the entire

system depending on the nature of the system.

The characteristics of a P2P system can be summarized in three main cate-

gories:

• A peer can join the system from anywhere, anytime regardless of the

geographical location and time. There is no governing body to control

and manage the join and leave time of a peer. Since the number of peers

and the location of them are dynamically changing over time in an overlay

network, the topology of the network and connections among peers are

highly dynamic.

• A peer can decide to share its resources or not. The resources it has and
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contributes may not be known in advance. Additionally, the measurement

study carried in [71] shows that peers do not have enough capabilities to

act as a server without aggregation because of their high failure ratio and

limited capacity. The aggregation of the servers increases total capacity

of the resources to be served and increases the reliability of the served

content by improving the existence probability of the service.

• The peers are joining to the system to benefit from the resources of the

other peers. They can join to, or leave from the system any time, initiate,

answer or forward a query according to its own objectives. As noted

by [79] the objective of a peer may conflict with the performance of the

entire P2P system.

Additionally, there are several other issues that might be considered in a

P2P system including: handling heterogeneity to accept contribution with any

rate, openness to enable the evolution of the system for new applications, secu-

rity in order to have the system safely, scalability to handle millions of peers,

failure handling to provide the service durability, concurrency to allow multiple

processes run at the same time, and transparency to enable everyone to benefit

from any resource from any peer.

2.3 Structure of P2P Systems

The research for P2P systems in the literature can be categorized into two

groups. The first area is building the P2P overlay network, and the second part

is using the built-up P2P system in the most effective manner by utilizing the

most effective algorithms to search or replicate the resources. The most impor-

tant part in building a P2P system is the substrate. It has all the mechanism

for managing the peers for joining, leaving and handling the failures. The files

are managed by means of locating and storing them.

The P2P system architectures can be divided into two main categories ac-

cording to the overlay construction, peer organization and management: struc-

tured and unstructured P2P systems. In structured P2P systems, the peers are

organized to follow specific algorithms to locate and connect to a peer. On the
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other hand, in unstructured P2P systems, the peers have a certain degree of

freedom compared with the ones in the structured networks, and they do not

need to follow strict rules while forming the overlay networks.

The following subsections briefly describe these two types of P2P overlay

networks with examples.

2.3.1 Structured P2P Systems

Since the peers are organized to follow specific algorithms to connect to the

system, the structured P2P substrates has a mechanism to map the location of

the peer or a file. The mechanism used by structured P2P system is called Dis-

tributed Hash Tables (DHTs) which build substrates with desirable scalability

properties. All substrates using DHT use k-ary search which guarantees locat-

ing a file if it exists in the system in O(logk(N)) steps, where N is the number

of files or peers in the system.

Chord [81], CAN [68], Pastry [69], and Tapestry [91] are famous DHTs

introducing proprietary structures and algorithms for themselves for lookup,

where to connect new arrival of a peer, and handling the leaves and failures. In

the structured P2P systems the nodes are connected to each other in a certain

predefined topology, e.g. to form tree, ring, hypercube, torus, d-dimensional

cartesian space, mesh, and butterfly networks.

[31] and [73] examine several DHT organizations. [31] defines the flexibility

as the freedom a peer has in choosing its neighbors and address the effect of

peer failures, end-to-end path latency, and the locality of message exchange on

the performance of structured P2P systems. [73] expresses the self organization

as the most attractive property of the structured P2P systems.

Although the DHTs are very powerful to locate an existing content, it does

not have a wide deployment application area such as Gnutella and Kazaa [34].

[34] summarizes the reasons of this in three items. (1) The queries shall be

exact-match to locate the content, (2) peers are very transient with the time

requirements of at least O(log(N)) steps in every join/leave to restructure the

system, and (3) in file-sharing applications, most of the queries are for the most

popular files which removes the necessity for a DHT implementation.
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2.3.2 Unstructured P2P Systems

In contrast to structured P2P networks, a peer can connect to any peer in the

network and a file can be stored on any peer in the overlay network. A peer joins

to the system by knowing an already participating peer and then uses a flooding

algorithm to obtain knowledge about other participants. A peer has a freedom

to connect to any peer without constructing a predefined geometric topology

while forming the overlay network. The flexibility in the topology generation of

the substrate enhances the resilience of the system by tolerating the transient

behavior of peers. The absence of predefined geometric topology while forming

the substrate also eliminates the need to restructure the overlay network in the

arrival and departure of the peers.

The search mechanism used in structured P2P networks supports flexible

queries to lookup for partial words. In the location of a peer or a file, a partici-

pant performs a query by asking some/all of his neighbors about a given query

by the flooding algorithm. The process is iteratively applied by the neighbors

until reaching the maximum number of iteration number to reduce the over-

head. A search may fail to locate an existing file since the scope of the search

is limited to a specified number of steps. The main drawbacks of unstructured

P2P systems are: (1) the expensive search cost caused by flooding, (2) lack of

guarantee on locating a requested item that exists in the system.

Gnutella [6], Napster [8], and Kazaa [7] are very popular examples on un-

structured P2P substrates.

There are other studies classifying the P2P substrates into generations. [73]

divides the substrates into three generations. The first generation is using cen-

tralized directory to index the contents of all subscribers as used in Napster [8].

The data exchange is performed in P2P methods while search is performed in

centralized lookup service. The problem with this approach is the bottleneck in

server bandwidth and performance requirements.

The second generation removes the requirements of the centralized directory

service, and all services are performed in P2P approach. Gnutella [6] and Kazaa

[7] are the most popular examples of this generation where the problem of this

approach is longer queries since a peer queries its neighbors and they forward
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the queries to its own neighbors. Hybrid solutions to the P2P systems offered

by several studies [35,74] can also be classified under second generation.

Finally, [73] classifies the DHTs as the third generation of P2P systems. In

his studies, the DHTs are investigated according to analysis and design perspec-

tives. Since this generation fits the structured P2P approach above, it has the

same advantages and disadvantages already mentioned.

2.4 Clustering Methods

The increasing demand in peer to peer networking motivated us to find new

ways to improve performance and usage capabilities for user in peer to peer

systems. The most critical performance bottleneck of a peer to peer system is

the time spent for searching the content that is looked for. The key to improving

the speed and efficiency of the information retrieval mechanism is to minimize

the communication costs, that is, the number of messages sent between the

peers, and to minimize the number of peers that are queried for each search

request. Doing so reduces the aggregate load generated by each query across

the network.

In [18, 23, 27, 34, 54, 61, 80, 85, 89, 90], clustering is used to bring: (1) a dis-

tributed control mechanism to enable the users to have a scalable and fault-

tolerant system. (2) efficient data retrieval with less overhead traffic and a

quick response for newly published resources. (3) a robust architecture and ser-

vice which does not fail due to the failure of a small number of critical elements.

(4) efficient resource usage. There are two main approaches in clustering. The

first one is to use the location of the peers or the round trip time (RTT) between

the peers in order to construct the clusters which localizes the traffic exchange.

Although, it does not improve the hit ratio for any search, it reduces the cross

traffic across different clusters or between remote peers. The second approach

uses interests of the peers to assign them into clusters in which the peers are

grouped according to their interest categories. The main advantage of inter-

est based clustering is the reduction of average search depth which reduces the

time for a search and reduces the flooding traffic. It also increases the hit ratio,

since the peers are organized with respect to their interests and potential future
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requests. In both approaches, the peers are either grouped according to their

interest categories or monitored in time to analyze their behaviors to construct

clusters adaptively.

In the literature, there are different approaches to form interest and geo-

graphical location-time based clusterings. [90] uses dynamic landmark technol-

ogy to construct the locality aware clustering which reduces the average distance

of the constructed overlay network almost 9 times compared with traditional

random structures. [54] constructs a hierarchy of clusters constructed by using

the time metrics to reach the other peers. They try to use the RTT value of

two peers as a metric to estimate the bandwidth between two peers.

[34] uses two levels of aggregation to divide peers into clusters. In the first

level, peers attached to the same network are grouped into the same network-

level cluster, which they call network cluster for short. The second level aggre-

gates all networks within the same AS into a larger cluster, called AS cluster.

Each cluster has a super peer, which performs special functions based on the

cluster level. The routing tables of the routers running internet are used to

divide the peers into clusters to build a topology similar to the topology of

Internet. In addition to the two levels, a method is employed using bootstrap

peers to be contacted by joining peers in order to direct the joining peers to the

appropriate cluster. [54] uses similar approach dividing peers into clusters. In-

stead of using the network topology and routing table of the Internet routers, a

message exchanging mechanism between peers to get information on the avail-

able bandwidth between peers is used. RTT is used as the main metric to

disperse the peers into clusters.

[27] offers to use some special servers to keep the virtual topology of inter-

net and try to estimate the coordinates of the peers by using the help of those

topology servers called Tracers. [40] tries to estimate relative coordinates of the

peers in internet by using RTT values from a node to the well known landmarks

to estimate the inter-node distances. [61] offers to use coordinates based archi-

tecture to calculate the internet network distance of the peers which is called

Global Network Positioning (GNP) to calculate absolute coordinates. [61] eval-

uates their method by comparing the results with two existing methods offered

by [27, 40]. The results show that the methods offered by [61] and [27] outper-
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forms the method offered by [40].

[85] offers layers of hierarchy while using interests (ICN) which is based on

cache management. The higher level classes are connected by following a de

Brujin graph. The lower level nodes are clustered by using their interests. By

enabling the routing through higher level classes when necessary reduces the

overhead traffic. ICN is self-organizing, fully distributed, scalable, and logically

hierarchical. In ICN, the upper level is bound by de Bruijn graph. Nodes in

the lower level self-cluster based on interest. [85] offers methods for constructing

the hierarchy, rules for search, join and leave, and finally for cache management.

In [80], interest based locality is used. The idea behind the study is: if a peer

has a particular piece of content that one is interested in, then it’s likely that

it will have other pieces of content that one is also interested in. The method

improves the performance of a search while it reduces the flooding traffic.

[18] proposes a peer to peer protocol in order to form self organizing topolo-

gies. The idea forming the overlay network is to connect to the peers who have

already provided good files in the past, and potential new peers probably pro-

viding the required files. They also consider the trustworthiness of the overlay

network by keeping local trust scores for the neighbor peers by examining the

past behavior and contribution of the neighbors.

[89] worked out on topology aware P2P on demand video streaming. Their

approach is designing a distributed content discovery protocol with organizing

the peers into topology aware overlay networks. The approach they have is

to benefit from caching the content very close to the edge of the network. It

reduces the traversed path of the packets over the internet.

Most of the articles related to the clustering is concentrated on reducing

the search time for an item, and improve the success rate of the search to

be performed in order to reduce the need for external resources (i.e. CDN

servers) rather than ordinary peers to guarantee finding the needed content in

time. Besides, studies on video streaming show that one of the most important

concepts is to localize the traffic in order to reduce the traffic exchange between

the networks.
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2.5 Streaming Architectures

The next subsections explains the studies on the literature about how a stream-

ing system can be established. How a server based video streaming system works

and the bottlenecks of the system and the potential solutions of such problem

-P2P systems- has been examined. The P2P contribution is investigated as how

to force the peers to contribute to the P2P system and how to solve the problem

of resource locating in the absence of feeding peers.

2.5.1 Content Distribution Networks

The evolution in the telecommunication sector during the last decade enabled

the service providers to develop applications requiring higher bandwidth such

as audio/video streaming. The popularity and high interest in such applica-

tions bring several problems with them. In order to solve the performance and

scalability problems caused by serving to the enormous number of potential

users, third party systems are built to bring the delivery system close to the end

systems. The systems established to deliver digital media conforming to the re-

quirements of high bandwidth and faster delivery is called Content Distribution

Network (CDN). The CDN systems follow similar structures followed by the

client/server paradigm by utilizing the servers distributed at point of presence

(POP) locations of the service providers. Akamai [1] and Digital Island [2] are

the most famous CDN companies providing content delivery services including

media streaming.

The key point of such systems is introducing local traffic exchange for [34]:

(1) faster delivery of digital medium by using high speed local links, (2) less

traffic overhead by keeping the content very close to the clients, (3) supporting

higher quality by bringing less variable delay, and low loss rate. In the CDN

systems the original copy of the media is kept either in the center of the content

owner or the central server farm of the CDN system. In a CDN system, servers

are deployed at the edge of the Internet, and clients request media streaming

service from their closest CDN server. In a CDN architecture, a media data is

first pushed to multiple CDN servers, each of which serves clients in its desig-

nated domain [20]. The CDN, system uses DNS redirection techniques to direct
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a client to the closest server to minimize the traffic path between the client and

the CDN node that provides the service [11]. The main focus on CDN systems

is to reduce the delays experienced by a user within the boundaries of human

perception threshold.

The CDN systems employ several applications to monitor the traffic across

the internet and to direct the clients to the appropriate servers especially using

the information where they are connecting from.

For limited number of users, CDNs are perfect for delivering any kind of

content, however, as the number of users becomes uncontrollable, the bandwidth

capacity and computing power of CDNs cannot answer the requests properly

even for poor quality multimedia streams [20, 34]. The main drawback of the

CDN system is the scalability to reach to the millions of internet users. The

biggest CDN operator Akamai has thousands of servers dispersed around the

world. Akamai, with its tens of thousands of servers spread in an intelligent

topology, still can’t serve more than 300,000 concurrent streams, which is never

going to impress the TV network used to audiences in the millions.

High costs to implement CDN servers and the limited scalability opportu-

nities because of the huge amount of traffic requirements, implementing video

services by using only CDN servers is not a feasible solution.

2.5.2 Peer-to-Peer Video Streaming Systems

Video-on-demand (VoD) has been one of the most popular applications of the In-

ternet today especially with the creation of the video sharing website YouTube

in 2005 by which users can upload, view, and share video clips [4]. Current

YouTube video clips are relatively short; around 98% of the clips’ lengths are

within 10 minutes. Moreover, bit rates of YouTube clips are moderate; most

video clips have a bit rate at around 330 Kbps with two other peaks at around

285 Kbps and 200 Kbps [16]. However, a demand for higher bit rate (potentially

DVD quality) and longer videos (such as full length movies) is expected to arise

in the near future [55]. For such applications, conventional infrastructure-based

VoD systems fall short in meeting the scalability requirements that would arise.

These scalability requirements stem from bandwidth and server hardware costs
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that are in direct proportion with the increasing demand. An alternative is to

use Peer-to-Peer (P2P) architectures that were successfully used for file shar-

ing, for VoD systems. The key to the success of P2P VoD architectures is the

fact that when there are more users, there is not only more demand but also

more capacity since each participating peer would also devote some of its own

resources to the system making the system scale to meet the demands of future

VoD systems. On the other hand, as indicated in the studies carried by [87],

the characteristics of the networks show that the systems are heterogeneous

and dynamic, and only 5% of the peers can act as servers [71]. This is because

of poor availability, peer dynamicity, long startup time, and unwillingness of

the peers to share their contents with the others. In addition, as summarized

in [59] an effective P2P video streaming system should have appropriate video

coding scheme, assignment of streaming rates and data segments to the send-

ing peers to manage the peer heterogeneity and dynamicity, efficient overlay

network construction, selection of best sending peers among the possible can-

didates, monitoring the characteristics of the underlying network to adapt into

changing conditions dynamically, and incentives for participating peers. In order

to compensate for the problems caused by the characteristics of P2P systems,

we have to employ some intelligent algorithms. Those algorithms should be

based on allocating enough number of seeding peers with enough computation

power, bandwidth and source capacity.

P2P computing claims to address the problem of organizing large scale com-

putational societies [50] with the objective as pooling and coordinating large

amount of resources. Although the power of the P2P computing comes from

sharing the resources among all internet users, it is very difficult to find volun-

teers to share their content with others, as this requires sharing of CPU and

bandwidth. Especially, most of the P2P systems forces the users to share their

resources amongst the others. [74] offers a method to force the subscribers to

contribute to the system as a content provider to provide the content they have

obtained from the system. Their approach is to guarantee enough number of

seeds on the net in any interval. They either force the subscribers to provide

some limited amount of seeds or to serve to unlimited customers within limited

time. [44] offers to select the nodes with the larger available bandwidth (LBF)
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to get the maximum bandwidth available, and also offers to select the ones with

minimum amount of bandwidth in order to have maximized number of feeding

sources in order to reduce the effect of the failure in the contribution ratio.

Lastly, to guarantee the duration of the feeds, they offer a method to select

the servants from the nodes that are using some network resources. This idea

is based on that no one would leave the system without getting the required

service. They also offer a method to download the future parts of the content

being streamed starting from the end to be kept in local storage to reduce the

time to get the stream.

One of the proposed P2P architectures for video streaming relies on application-

level multicast in which the peers assist the video server in forming the multicast

tree and distributing the streaming media over the tree [51]. In this architecture,

bandwidth costs are shared among the peers which reduces the burden on the

server and also on the network in terms of bandwidth. Several systems for me-

dia streaming are proposed using the framework for application-level multicast

such as the end system multicast (ESM) [17] and PeerStreaming [51]. However,

since the leaf nodes of the multicast tree are not involved in carrying the data

for others, this creates a fairness problem among peers. This observation has

led to the construction of separate multicast trees so that a leaf node in one

tree becomes an interior node in the other, and the content is sub-streamized

and the sub-streams are distributed using separate trees with disjoint interior

nodes, improving the fairness of the overall system [15].

In an alternative P2P architecture, the peers might be used as streaming

servers directly. In such systems, in contrast with the application-layer multi-

cast approach, a peer may serve a video even when it is not receiving the video

from other peers, or when receiving a different video [78]. In a P2P streaming

system, participating peers usually have different upload and download capac-

ities, i.e., access capacity is asymmetric. For example, the upload capacity is

128-512 Kbps and download capacity is 512-2048 Kbps for a typical Asymmetric

Digital Subscriber Line (ADSL) connection for residential Internet users. The

asymmetric nature of the access bandwidth makes it problematical for high

bandwidth video applications to be served by a single peer. In such scenarios,

the video is encoded into multiple sub-streams each of which is served by a
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separate peer. This method not only reduces the required upload capacity for

each pair but also balances the load among the peers. Throughout this thesis,

we call such P2P systems multi-stream, which will be the focus of the current

study. In multi-stream P2P VoD systems, upon a video request, the system

attempts to set up a session during which multiple sub-streams from a number

of peers would be sent towards the requesting user. A session would not be set

up (the request would not be admitted) if the system cannot find the required

number of peers having a copy of the requested video.

There are several studies considering peers heterogeneity into their designs,

and addressing the problem of carefully selecting supplying peers based on the

network conditions and peers characteristics. The video streaming framework

offered by [62,63] provides a mechanism to combine multiple sender contribution

with varying speed to a single receiver. The receiver assigns the packets/rate to

each sender by the rate allocation algorithm in order to maximize the utiliza-

tion and minimize the total packet loss. In [36, 38, 42] PROMISE, Gnustream

and Collectcast are offered as the prototype applications to be used for P2P

video streaming. They overcome the problems caused by the underlying P2P

network dynamics, its heterogeneity, and peer dynamicity. They have the fol-

lowing functionalities: (1) selecting the best sending peers to recover from failure

or degradation and dynamic switching of sending peers by periodically probing

the peers, (2) monitoring the characteristics of the underlying network for peer

failure or degradation detection and streaming quality maintenance, (3) assign-

ing streaming rates and data segments to the sending peers by aggregating the

bandwidth, (4) adaptively controlling the buffer to reduce the fluctuations in

the streaming sessions.

Another key issue peculiar to P2P streaming systems is that the behavior of

the peers are unpredictable, i.e., peer nodes churn. In these systems, peers are

free to join the system randomly, get their requested content and then leave the

system, which results in peer churn (or dynamicity). The churn rate is defined

as the number of peers leaving the system in a given period and high churn

rates in P2P VoD systems lead to poor availability and high service interruption

probability. The reference [21] proposes two metrics to measure the dynamicity

of the network called persistence and size change. The former measures the
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number of peers remaining the same between two consecutive snapshots of the

network. The larger the persistence, the lower the dynamicity. The latter

measures the fluctuations in the network size. The simulations show that the

persistence is related with stability and by utilizing more stable nodes, one can

have the P2P system more scalable.

[39, 48, 50, 70, 88] bring high level of accessibility of required resources dis-

tributed among the peers in P2P systems. [48,50,88] analytically determine the

performance of the P2P systems by modeling a P2P network having N redun-

dant copies of a requested content using exponential node failure and recovery

processes. Finally, by using the equations obtained, the number of required

redundant copies for a content or similarly number of nodes in a P2P system in

order to guarantee the Fault Tolerance for a given amount of time is calculated.

A stochastic fluid model is developed in [48] to study the characteristics and

limitations of P2P streaming systems including the peers’ realtime demand for

content, peer churn, heterogeneous capacity of the peers, limited infrastructure

capacity, and peer buffering and playback delay. The numerical evaluations of

the model show that the performance of large systems is better than the perfor-

mance of small systems since they are more resilient to bandwidth fluctuations

caused by peer churn. A decentralized mesh-based layered video streaming over-

lay network architecture is proposed in [32] aiming robustness and resilience to

high churn rate of peers. The architecture provides redundancy not only in the

network paths, but also in the multi-layered video content.

2.5.3 Hybrid CDN-P2P Streaming System

The pure P2P streaming system would starve from the lack of available resources

since one of the most important issues in P2P streaming system is to locate the

seeding peers. In [92], a hybrid overlay network is constructed to benefit from

the best features of tree topology and random dissemination mechanism, thus

making effective use of the available bandwidth in the network. [74, 77] offer a

method to combine CDNs and P2P systems to provide a hybrid solution to video

streaming with unstructured P2P systems by using a CDN or a single supplying

peer to be used together or alternatively which limits the major gain from using
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both systems together to bring the fault tolerance. The approach of [74] is based

on using a CDN or a single supplying peer to be used together or alternatively

which limits the major gain from using both systems together to bring the fault

tolerance. Most of the studies on hybrid P2P streaming proposes and analyzes

a media streaming system that integrates content distribution network (CDN)

and P2P system. The idea is that CDN servers are used to initiate or ’jump-

start” the system by streaming to a few requesting peers. As time goes on, peers

will acquire sufficient capacity to serve other requesting peers, and hence free

the CDN server. [20] tries to guarantee enough number of seeds on the network

in any interval by using the CDN servers as actual streaming server during

the initial stage and as an index server to keep the information of the peers.

However, using such index server becomes the bottleneck of the system because

of the scalability problems. They also force the subscribers to contribute to the

system as a provider of the content they have obtained from the system.

Although the Hybrid CDN-P2P approach solves most of the problems to

start the streaming sessions, after some period of time there would be no need

for CDN server contribution within the system. However, as it can be seen from

the study of [20, 74] the contribution of the CDN servers would be needed to

guarantee the existence of all sources within the system forever. In [65], the

CDN servers are kept actively in the system during all the streaming session to

be used as the high available failover node to reconstruct the lost connections

with the fastest mechanism. In the study, the proposed video streaming system

has a design including CDN servers, contributing peers, combining multi-rate

resource contribution in order to maximize the number of peers to be used as

a serving node. A challenging method is offered to collect the different samples

of a file from different contributing nodes (either CDN or P2P node) and fault

tolerant system design to have perfect view of the file being streamed.

In addition to the network architecture, the coding technique of the content

to be streamed is very effective on the performance of the streaming applications.

Next section gives an idea on how to code the video to have better performance

on streaming applications.
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2.6 Video Coding for a P2P System

In multi-stream P2P VOD systems, packets may not be delivered to the desti-

nation due to churn or packet losses stemming from congestion in the network.

To prevent service interruption in multi-stream P2P VoD systems, one needs a

robust mechanism to deal with peer churn and network congestion. For exam-

ple, when a supplier peer leaves the system and the sub-stream from this peer is

therefore no more fed towards the destination, the mechanism needs to ensure

minimal quality degradation until a replacement peer can be found. For this

purpose, different multiple sub-stream encoding techniques are described in the

literature [55]. In Forward Error Correction (FEC)-based methods, the media

stream is broken into data units and a Reed-Solomon (RS) coding is applied

to L consecutive data units to generate K redundant parity data units [51,55].

The reception of L data units out of the M = L + K data units will then

be enough to recover the original stream in a system in which a sub-stream is

formed from each of the M data units. However, it would also be desirable to

devise a multi-stream coding technique where receiving a few sub-streams can

lead to an acceptable quality, and receiving more streams can lead to better

quality [55]. There are mainly two major video encoding methods for this pur-

pose: Layered Coding (LC) [52] and Multiple Description Coding (MDC) [28].

In LC, a stream is broken up into M ordered sub-streams, the lowest layer be-

ing the base layer and the others enhancement layers, but the decoding of a

sub-stream is possible only if all the sub-streams below are received correctly.

Therefore, the quality of a media stream is not proportional with the amount

of correctly received data in systems using LC. For example, in a multi-stream

P2P system, if the base layer supplying peer unexpectedly leaves, this would

lead to an interruption of the video playout at the receiver and all the infor-

mation received up to that point would be useless until a new peer is found

that can stream the base layer. This can only be avoided if each peer holds

the base layer in addition to other layers [93]. In order to prevent this, FEC

codes can be used with Scalable Coding (SC) [84]. On the other hand, MDC

provides error resilience to packet losses by creating multiple sub-streams (or

descriptions) that can be decoded independently. In MDC, the quality of the
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video would be enhanced as more descriptions are correctly received. FEC based

robust source coding (MD-FEC) combines the advantages of LC and MDC by

breaking the stream up into M sub-streams whereas correct reception of any

L sub-streams guarantees the recovery of the lowest L layers [67]. In [9], a

framework called Flexible MDC (F-MDC) is proposed to reproduce the descrip-

tions by postprocessing already available video data on the fly by considering

the number of available peers, and the current network conditions. F-MDC is

used to develop a P2P streaming system aiming to improve the performance by

adapting the number of base and enhancement layers, the redundancy and rate

of each individual description, and rate allocation among the peers according to

varying network conditions [9]. In [55], a new multi-stream encoding technique

is proposed which eliminates the drawbacks of LC by giving equal importance

to sub-streams and those of MDC by improving upon transmission redundancy.

Especially Fountain codes which are called as rateless codes are very suitable

for increasing error resilience in a P2P system. An ideal fountain encoder can

generate potentially infinitely many encoding symbols from the original data

consisting of k symbols in linear time and receiver can reconstruct the original

data from any k-element subset of received encoding packets in linear time. So

if a peer leaves the system before the receiver receives k packets, the remaining

packets can be received from another peer since any k-element subset is enough

to reconstruct the original data.

Although, most of the contemporary studies use MDC alone or, use MDC

with Solomon codes or tornado coding techniques, there is a need to build a new

video coding scheme to be used for the streaming applications in P2P systems.

In [76], a new multi-stream coding and transmission scheme, Redundancy Free

Multiple Description (RFMD) Coding and Transmission is proposed that has

been specifically designed for P2P VoD systems. All the substreams in RFMD

have equal importance as opposed to the layered video coding. In the new

coding scheme, only source bits contributing to reducing video distortion are

transmitted by the supplying peers, so that there is no redundancy as is in

conventional MDC. The simulation results in the study shows that the lack of

redundancy in MDC significantly increase the streaming capacity of the P2P

VoD system.
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All the coding methods above can be used to deal with peer churn and

network congestion. In this study, we do not emphasize a certain sub-stream

encoding method but assume that for a high quality P2P VoD session to be

maintained, at least a certain number of peers, say L ≥ 1, need to have a copy of

the requested video and be online and a connection needs to be established with

each of them. One might optionally receive K > 0 extra (or redundant) sub-

streams from K other peers to cope with peer churn and network congestion.

Our scope in reliability modelling is peer churn but coping with congestion

turns out to be a by-product. If the number of connections drops below L

in the lifetime of the video then the quality of the VoD session is said to be

unsatisfactory.
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CHAPTER 3

RELIABILITY MODELING AND ANALYSIS

OF P2P NETWORKS

This chapter presents the detailed modeling of P2P systems reliability analyt-

ically. In the analytical studies, a Markov chain–based reliability model for a

P2P network having N redundant copies of a requested content using exponen-

tial node failure and recovery processes is offered. The model is also enhanced

to include backup connections to improve the performance and reliability of the

systems.

3.1 Introduction

In this chapter, we propose a simple Markov chain-based stochastic model to

study multi-stream P2P VoD systems. We assume that N copies of the video

are available at N peers in a P2P network. The parameter N is representative

of the size of the network and the popularity of the content. We assume a fixed

N and we deliberately avoid a seasonal non-stationary model for the number

of peers in the network for the sake of simplicity. On the other hand, we use a

simple Markovian model for peer churn. In this model, each peer is allowed to

be in one of the two alternating states ON and OFF. A peer is active, i.e. can

request and provide sub-streams in the ON state and it is idle in the OFF state.

The amount of time a peer spends in each state is exponentially distributed with

parameters µ and λ for the ON state and the OFF state, respectively, which is

illustrated in Fig. 3.1. It should be clear that the Markov chain parameters λ

and µ are representative of the dynamicity of the network. We assume that at

least L sub-streams are to be received for a high quality streaming session. We

then study two models, namely Models A and B. In Model A, we do not receive
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Figure 3.1: 2-state model of a peer.

extra sub-streams but once a peer departs, we immediately find a replacement

(if available) in the system but once the number of online peers drops below L,

the quality of the session is not acceptable any more. Model B is an extension

to Model A in the sense that in reality when a peer departs from the system, it

takes a while to find a replacement and set up a connection. In the meantime,

the quality of the session degrades and key frames are lost possibly causing scene

freezes, i.e., unacceptable quality. Therefore, one needs to use one of the above-

mentioned sub-stream encoding mechanisms such as FEC or MD-FEC so that

a receiver tries to maintain M = L + K sub-streams (as opposed to L) to the

extent possible. In this case, a peer departure would not jeopardize the quality

of the streaming session unless the number of the remaining online connections

drops below L. With appropriate sub-stream encoding mechanisms, it is clear

that one can improve the churn resilience of the system. In this paper, we study

Models A and B using the transient solutions of continuous-time Markov chains

and in particular the existing theory of phase-type (PH-type) distributions. It

should be noted that the scope of this paper is confined to the reliability analysis

of P2P VoD systems. The procedures for selecting the best sending peers for

each session, establishing connections and coordinating contributions from the

peers are dealt with at the middleware layer, for example Collectcast [37], and

are intentionally left outside the scope of this paper.

The remaining of this chapter is organized as follows. We provide a brief

overview of phase-type distributions in Section 2. Section 3 describes the models

A and B and certain performance measures are derived. Numerical results are

given in Section 4. We conclude in the final section.
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3.2 Phase-type Distribution

One of the tools that we use to study certain performance measures of the system

is the well-known phase-type distribution (PH-type) which is defined as the

distribution of time till absorption in a finite state continuous-time Markov chain

[60]. For this purpose, we define a Markov process on the states {1, 2, . . . ,m,m+

1} with initial probability vector {v1, v2, . . . , vm, 0} and infinitesimal generator

Q =





T T0

0 0



 , (3.1)

where T is an m × m matrix, T0 is m × 1, and Te + T0 = 0. Here, e denotes

a column vector of ones of appropriate size. The matrix T is assumed to be

nonsingular which ensures that the absorbing state can be reached from any

other state [49]. We also define v = {v1, v2, . . . , vm}. The last state m +

1 is called the absorbing state. The time till absorption into this absorbing

state is a random variable X which is said to have a PH-type distribution with

representation (v,T). The distribution function of this process is then written

as

FX(t) = 1 − veTte, t ≥ 0, (3.2)

and its density function is then given by

fX(t) = veTtT0, t ≥ 0. (3.3)

In many modeling applications including the one studied in the current paper,

the absorbing state corresponds to a failure state and the random variable X

should then be interpreted as the time to fail. The probability that the system

has not failed yet at time t is called the success probability at time t and is

denoted by S(t) which is given by

S(t) = veTte, t ≥ 0. (3.4)

Finally, the moments of the PH-type distribution are given by

E[Xn] = (−1)nn!vT−ne, (3.5)
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and in particular the Mean Time To Fail (MTTF) for the random variable X is

written as

E[X] = −vT−1e. (3.6)

3.3 Reliability Models

We describe and derive the relevant performance measures of interest for Models

A and B below.

3.3.1 Reliability Model A

Model Description

In this model, we assume that there are N redundant copies of the video in

the network, and L sub-streams are required for successful reception of video.

The peers are assumed to leave and join back the P2P system according to the

Markov model given in Fig. 3.1. In Model A, we do not receive extra sub-streams

but once a peer departs, we immediately find a replacement if available in the

system. However, when the number of online peers drops below L due to peer

churn, we reach a failure state beyond which video reception is unsatisfactory.

We construct the birth-death type continuous-time Markov chain in Fig. 3.2 to

describe the number of online peers in this system. The transition rate from

state i to i + 1 is denoted by λi = (N − i)λ; and the rate from state i to

i − 1 is denoted by µi = iµ. For the Markov chain in Fig. 3.2, the steady state

probability Pi of having i online peers in the steady-state is written by

Pi =

(

N

i

)

ρi

(ρ + 1)N
, (3.7)

where ρ = λ/µ.

· · · · · ·00 1 2 L N − 1 N

λ0

µ1

λ1

µ2

λ2

µ3

λL−1

µL

λL

µL+1

λN−2

µN−1

λN−1

µN

Figure 3.2: Markov chain used for Model A.
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Admission Probability

For a new video request to successfully initiate a session, L peers need to be

online in the system. Therefore, the probability that a video request would be

admitted into the P2P system so as to initiate a session is denoted by Padm

which is given by

Padm = P [i ≥ L] =
1

(ρ + 1)N

N
∑

i=L

(

N

i

)

ρi. (3.8)

Success Probability

The success probability, denoted by S(t), for a given video with length t, is the

probability of successful reception throughout the entire duration of the video

given that the VoD request is admitted. To find S(t), we merge all states i such

that i < L into one absorbing failure state. It is not difficult to show that the

distribution of time to fail is a PH-type distribution with representation (v,T)

where

v =
1

Padm

(PL, PL+1, . . . , PN ) ,

and T =





















−(λL + µL) λL

µL+1 −(λL+1 + µL+1) λL+1

. . .
. . .

. . .

µN−1 −(λN−1 + µN−1) λN−1

µN −µN





















.

One can then find the success probability S(t) using the identity (3.4) as

well as all the moments of the time to fail including the MTTF using (3.5).

Mean Time-to-fail (MTTF)

Although an expression for the MTTF is available through (3.6) for a video

session that has just initiated, in this subsection we attempt to find a closed-

form expression for the same quantity. For this purpose, note that once the

session is initiated, it is maintained as long as the number of online peers i ≥ L.

So, the expected time till failure is the mean first passage time to state L − 1.
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Denoting the average time to transition from state i to state L − 1 by Ti, we

can write MTTF as

MTTF =
1

Padm

N
∑

i=L

PiTi. (3.9)

First consider state N . The mean time to transition from state N to state L−1

is equal to the sum of the mean time to transition from state N to state N − 1

and the mean time to go from state N −1 to state L−1. Since the holding time

at state n is exponentially distributed with mean 1/µN , TN can be expressed as

TN =
1

µN

+ TN−1. (3.10)

Now consider state N − 1 for which we can write TN−1 as

TN−1 =
1

λN−1 + µN−1
+

µN−1

λN−1 + µN−1
TN−2

+
λN−1

λN−1 + µN−1
TN . (3.11)

Solving (3.10) and (3.11) simultaneously for TN−1 in terms of TN−2 yields

TN−1 =
1

µN−1
+

λN−1

µNµN−1
+ TN−2. (3.12)

Following the same steps for state N − 2 gives the identity

TN−2 =
1

λN−2 + µN−2
+

µN−2

λN−2 + µN−2
TN−3

+
λN−2

λN−2 + µN−2
TN−1, (3.13)

which, when solved together with (3.12), produces

TN−2 =
1

µN−2
+

λN−2

µN−1µN−2
+

λN−1λN−2

µNµN−1µN−2
+ TN−3. (3.14)

Repeating this procedure for all states i ≥ L, we obtain the closed form

expression for Ti as

Ti = Ti−1 +

N−i
∑

p=0

∏i+p−1
j=i λj
∏i+p

j=i µj

, (3.15)

with
∏i−1

j=i λj should be equal to unity. Substituting i = L in (3.15) and noting

that TL−1 = 0, TL is written as

TL =

N−L
∑

p=0

∏L+p−1
j=L λj
∏L+p

j=L µj

. (3.16)
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Back-substituting (3.16) in (3.15) with i = L + 1, we obtain TL−1 as

TL+1 =

N−L
∑

p=0

∏L+p−1
j=L λj
∏L+p

j=L µj

+

N−L−1
∑

p=0

∏L+p

j=L+1 λj
∏L+p+1

j=L+1 µj

. (3.17)

Continuing back-substitution up to i = N provides us the general closed form

expression for Ti:

Ti =

i
∑

k=L

[

N−k
∑

p=0

∏k+p−1
j=k λj

∏k+p

j=k µi−q+k

]

, L ≤ i ≤ N (3.18)

Substituting (3.18) in (3.9) and recalling that λi = (N−i)λ, µi = iµ, the MTTF

expression is finally written as

MTTF =
1

µPadm

N
∑

i=L

(

(

N

i

)

ρi

(ρ + 1)N

i
∑

k=L

(

1

k

N−k
∑

p=0

ρp

(

N
k+p

)

(

N
k

)

))

(3.19)

The MTTF can also be calculated using the mean time to absorption of

the PH-type distribution as in (3.6) through a matrix inversion. Our numerical

evaluations reveal that both methods produce identical figures. One immediate

implication of the MTTF expression (3.19) for Model A is that the MTTF is

inversely proportional with µ as ρ is fixed or equivalently the MTTF decreases

proportionally with increased dynamicity of participating peers.

3.3.2 Reliability Model B

Model Description

The shortcoming of Model A is that when a peer departs from the system,

it actually takes a while to find a replacement and set up a connection. In

the meantime, the quality of the session degrades. To make sure that this

degradation does not lead to unsatisfactory quality, we use sub-stream encoding

mechanisms with error control such as FEC or MD-FEC so that a receiver tries

to maintain M = L + K sub-streams (as opposed to L sub-streams of Model

A). We call this model Model B. In this case, a peer departure would not

jeopardize the quality of the streaming session unless the number of remaining

online connections drops below L. The goal of this section is to model and

quantify the impact of the parameter K on system resilience to churn.
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L + 2, 2 L + k, 2 N − 1, 2 N, 2

L + k, k N − 1, k N, k

Figure 3.3: 2-dimensional Markov chain for Model B.

The P2P system with extra connections (sub-streams) for error resilience is

modeled as a two-dimensional Markov chain on the state space (i, j), L ≤ i ≤

N, 0 ≤ j ≤ K, where i denotes the number of online peers and j denotes the

number of extra sub-streams that the receiver is fed with. The structure of

this Markov chain is given in Fig. 3.3. The absorbing state is called the FAIL

state in which the instantaneous number of connections drops below L leading

to unsatisfactory video decoding performance. We now describe the transitions

among the states of this Markov chain. First, a transition to the FAIL state is

possible from state (i, 0) with rate Lµ for each i. An east-transition is possible

whenever i < N with a rate of (N − i)λ. A west-transition is possible if there

are online peers that the client is not connected to, i.e., i > L + j, with a rate

of (i − L − j)µ. A north-west transition occurs when a peer that the client is

connected to goes idle and hence may always occur outside the FAIL state with
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rate (L+ j)µ. Note that when j = 0, a north-west transition corresponds to the

special case of a transition to the FAIL state. Finally, a south transition occurs

when the client connects to an online peer as an extra connection. It is obvious

that this type of transition is possible if there are online peers that the client is

not connected to, i.e., i > L+j; and the number of back-up connections has not

already reached its maximum which is K, i.e., j < K. This type of transition

is assumed to occur with rate (i − L − j)λ̄. This new parameter λ̄ denotes the

rate at which the client can connect to one of the available peers and is used

for modeling the query time to find a peer that has the media and to setup the

associated connection. However, there are (i−L− j) such peers which leads us

to the factor (i − L − j) above. This observation stems from the fact that the

minimum of n exponentially distributed random variables is also exponential

with mean equal to the sum of the means of the n individual random variables.

Admission Probability

The probability of a session to be initiated for Model B depends on the policy for

session initiation. As a P2P system policy, we require that at least L+K nodes

should be online for a video request to be admitted and a corresponding session

to be initiated. Similar to the previous subsection, we write the admission

probability as

Padm =

N
∑

i=L+K

Pi =
1

(ρ + 1)N

N
∑

i=L+K

(

N

i

)

ρi. (3.20)

Success Probability

Similar to Model A, we model the time to fail with a PH-type distribution with

representation (v,T) that is governed this time by the Markov chain in Fig. 3.3

with the FAIL state absorbing. We enumerate the states of the Markov chain

in Fig. 3.3 such that we first write the states for the first row from left to right

and then the second row and so on. With this enumeration, we can write the

vector v as

v =
1

Padm

(

P{L,0}, . . . , P{N,0}, P{L+1,1}, . . . , P{N,1}, P{L+2,2}, . . . , P{N,K}

)
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with P{i,j} = 0 when j 6= K and P{i,K} = Pi where Pi is given by (3.7). The

matrix T can be formed using the descriptions of the transitions among the

states in subsection 3.3.2. Finally, the success probability with respect to time

(i.e., video length) and the MTTF can be calculated following the identities

(3.4) and (3.6), respectively.

3.4 Numerical Experimentation

In this part we present the numerical experimentation for offered models: model

A and model B based on the assumption that the ratio λ/µ is equal to 1, meaning

that the online and offline periods of a peer are equal on average.

In order to investigate the behaviors of the peers with different λ/µ values,

the numerical experimentation based on model B is repeated with µ/λ = 1/2 to

demonstrate the system characteristics when the average offline time of peers is

twice of the average online time of the peers. The experimentation is repeated

when the ratio µ/λ = 1/4.

3.4.1 Model A

In our numerical experimentation, we assume that there will be no failure during

the playout phase of a video and the typical peer capabilities over the Internet

are assumed. We use L = 2 and 4 seeding peers with N = 5, 10, 15 peers

having the required media, respectively. We study the cases corresponding to

1/λ = 1/µ = 4, 64, 128 minutes which are the average online and offline times

for a peer in the system (the duration of online and offline period of a peer is

assumed equal). The resulting success probabilities S(t) are plotted in Fig. 3.4 as

a function of the video length t. There are three parameters affecting the success

probability of a session for Model A: the number of total seeding peers N , the

number of connections L and the rate at which individual peers come online and

go offline, i.e., λ and µ, respectively. We show that success probabilities increase

with the number of total seeding peers N and decrease with increasing number

of connections L. The reason for the latter behavior is that when L increases the

contribution of a single peer to the overall video decreases, reducing the efficiency
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Figure 3.4: Success probabilities with respect to time in Model A for 1/λ =

1/µ = 4, 64 and 128 minutes respectively

Table 3.1: MTTF Values for Model A in Minutes when 1/λ = 1/µ = 64 minutes

L = 2 L = 4

N = 5 109.13 21.33

N = 10 969.74 101.46

N = 15 12092 594.40

of the system. On the other hand, the parameters λ and µ are representative

of dynamicity of the system in the sense that the larger these parameters, the

more dynamic the system would be. In dynamic systems, success probabilities

are significantly reduced as demonstrated in Fig. 3.4. Similar conclusions can

be drawn from Table 3.1 in which we tabulate the MTTF values for a number of

scenarios. Based on the findings of Fig. 3.4 and Table 3.1, we are led to believe

that aggressive swarming, i.e., large L, leads to an adverse effect on system

reliability under Model A especially for small to moderate sized P2P systems.

If the success probability of a given video with length t in a certain network
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Figure 3.5: Required total number of peers for fault tolerance with respect to

time (in minutes) for Model A. (1/λ = 1/µ = 64, 128 minutes)

configuration is no less than 99%, we say the system is fault tolerant under that

configuration for that video. Fig. 3.5 illustrates the required number of peers

having the video content in order for the video session to be fault tolerant. We

observe that the required number of peers is asymptotically linear in the video

length. It is also clear that the network size requirements get stringent with

increasing L and increasing dynamicity of the network.

3.4.2 Model B

In the evaluation of Model B, the success probability expression (3.4) and the

MTTF expression (3.6) are used. During the evaluations, we use L = 2 and

4 seeding peers, N = 5, 10, and 15 peers having the required media, and the

number of extra connections 0 ≤ K ≤ 3, with 1/λ̄ = 2 seconds, since typical

average hit time in an unstructured peer-to-peer architecture is around 2 seconds

[64]. This value is used throughout the evaluations in this paper. The cases

corresponding to 1/λ = 1/µ = 4, 64, and 128 minutes are studied and the

resulting success probabilities S(t) are depicted in Fig. 3.6 as a function of the

video length t, and the MTTF values are presented in Table 3.3. We have three

main observations:

• When L is fixed, increasing the number of extra connections K also im-

proves the reliability of the system in terms of S(t) and MTTF but the

marginal improvement observed by adding an extra connection, depends

on the dynamicity of the system. For example, in the relatively static

scenarios (scenarios (b) and (c) of Table 3.3), the gain in using K ≥ 2
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redundant connections is relatively small over the case when K = 1. How-

ever, for more dynamic scenarios (scenario (a) of Table 3.3), the choice of

K = 2 presents a notable gain over the choice of K = 1.

• When K is fixed, the performance of the system worsens with increased L

especially for small-sized networks, i.e., N is small. As before, increasing

L reduces the contribution of each peer to the video decoding process,

leading to reduced efficiency.

• The choice of K = 0 in Model B yields dramatically degraded performance

when compared to Model A due to the nonzero time it takes to find a

replacement peer. In Model B, when K = 0, the number of total peers

N in the system does not affect the reliability of the system. This can be

attributed to the fact that whenever N increases, although the number

of available peers increases, the failure rate also increases proportionally

since one can transition to the FAIL state from all possible states.

We now present the the number of required peers N in order to provide 99%

success probability for a given video length t in Fig. 3.7. It is clear that one can

reduce the requirement on N by introducing redundancy in the form of extra

connections or substreams.

Considering the examples above, we are led to believe that maintaining more

extra connections always improves the success probability of the system. More-

over, this improvement is magnified when the dynamicity of the P2P network

increases. However, increasing K will also result in two impediments. Firstly,

using more sub-streams increases bandwidth use and possibly leads to conges-

tion in some network links. Secondly, the number of extra connections directly

affects the admission probability Padm of a VoD request. Since we have defined

the success probability as the probability of successful reception throughout the

entire duration of the video given that the session is admitted, we have failed

to observe this effect until now. Therefore, we now define a new success proba-

bility S′(t) = PadmS(t) which is defined as the probability that a VoD request

of length t is admitted and the video reception remains satisfactory throughout

the entire session. Having defined the new success probability S′(t) in this way,

it is clear that indefinite growth of K will have an adverse effect on the success
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(d) 1/λ = 1/µ = 64 minutes, L = 4
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(f) 1/λ = 1/µ = 128 minutes, L = 4

Figure 3.6: Success probabilities for Model B with respect to time. (1/λ =

1/µ = 4, 64 and 128 minutes) and L = 2 and 4

probability since S′(t) diminishes as K grows due to the reduction in the ad-

mission probability Padm. As a result, we observe that the success probability

S′(t) starts decreasing beyond a certain value for K for a given video of length

t in which case we denote this particular value for K by K1(t). Moreover, for

relatively lower K values, the improvement in the success probability S′(t) is

slight beyond a certain threshold for K. We define a threshold value beyond

which the success probability S′(t)improves no more than say 1% and denote
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(b) 1/λ = 1/µ = 128 minutes

Figure 3.7: Required total number of peers for fault tolerance in Model B for

highly dynamic (1/λ = 1/µ = 4 minutes) and relatively static (1/λ = 1/µ = 128

minutes) networks

it by K2(t). The K1(t) and K2(t) values are given for t = 90 minutes in Table

3.2 for varying N and L. The value K2(t) should be viewed as a suboptimal

choice for the number of extra connections (or redundancy) that we should have

in the system since if the marginal gain of adding more redundancy in the sys-

tem is minimal then we should probably be better off by not employing further

redundancy since the less than 1% gain may not be worthwhile the increased

bandwidth and resource utilization (which we do not model in this paper). We

observe that for small-sized networks and increased dynamicity of peers, we

should have more redundancy. Moreover, for small-sized networks, the K1(t)

and K2(t) values tend to get closer.

We also study the streamization problem which is defined as finding the

optimal number of sub-streams L for a fixed redundancy, i.e., r = K/L. In

order to address this problem, we fix the redundancy to r = 25% and calculate

the success probabilities S′(t) for t = 90 minutes and for varying L. Since the

redundancy is fixed to r = 25%, we vary L such that L = 4K for K ≥ 1. The

results are depicted in Fig. 3.8. We observe that there is a nontrivial optimal

value for L above and below which we observe reduced performance for a fixed

redundancy especially for small-sized networks and dynamic peers. On the other

hand, the optimal value for L turns out to be the minimum feasible value for L

(L = 4 for this example) for relatively static peers.
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Figure 3.8: The success probability S′(t) as a function of the number of connec-

tions L.

3.4.3 Model B with λ/µ = 2 and λ/µ = 4

In the evaluation of Model B with λ/µ = 2 and λ/µ = 4 (two times and

four times longer average offline time than average online time) the success

probability expression (3.4) and the MTTF expression (3.6) are used as in Model

B. During the evaluations, we use L = 4 seeding peers, N = 5, 10, and 15 peers

having the required media, and the number of extra connections 0 ≤ K ≤ 2, with

1/λ̄ = 2 seconds, since typical average hit time in an unstructured peer-to-peer

architecture is around 2 seconds [64]. The cases corresponding to 1/λ = 4, 64,

and 128, 1/µ = 8, 128, 256 and 16, 256, 512 minutes are studied and the resulting

success probabilities S(t) are depicted in Fig. 3.9 as a function of the video length

t, and the MTTF values are presented in Table 3.4 and Table 3.5.

We have two main observations:

• When L is fixed, increasing the number of extra connections K also im-

proves the reliability of the system in terms of S(t) and MTTF but the

marginal improvement observed by adding an extra connection, depends

on the dynamicity of the system. For example, in the relatively static

scenarios (scenarios (b), (c), (e) and (f) of Table 3.4) and Table 3.5, the

gain in using K ≥ 2 redundant connections is relatively small over the

case when K = 1.

• Increasing the ratio λ/µ worsens the MTTF value with fixed L, K and N

values since it results in having less resources in the system.
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(a) 1/λ = 4 and 1/µ = 8 minutes
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(b) 1/λ = 64 and 1/µ = 128 minutes
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(c) 1/λ = 128 and 1/µ = 256 minutes
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(d) 1/λ = 4 and 1/µ = 16 minutes

0 50 100 150 200
0

0.2

0.4

0.6

0.8

1

Video length t in minutes

S
uc

ce
ss

 P
ro

ba
bi

lit
y 

S
(t

)

 

 

K=0
N=5, K=1
N=10, K=1
N=15, K=1
N=10, K=2
N=15, K=2

(e) 1/λ = 64 and 1/µ = 256 minutes

0 50 100 150 200
0

0.2

0.4

0.6

0.8

1

Video length t in minutes

S
uc

ce
ss

 P
ro

ba
bi

lit
y 

S
(t

)

 

 

K=0
N=5, K=1
N=10, K=1
N=15, K=1
N=10, K=2
N=15, K=2

(f) 1/λ = 128 and 1/µ = 512 minutes

Figure 3.9: Success probabilities with respect to time.λ/µ = 2, λ/µ = 4 and

L = 4

3.5 Conclusion

In this chapter, the reliability issue in a P2P system especially for video stream-

ing applications is investigated. Unlike conventional video streaming systems
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Table 3.2: The pair (K2(t),K1(t)) for t = 90 min. for varying N and L.

(a) 1/λ = 1/µ = 4 minutes

L = 2 L = 4 L = 6 L = 8

N = 20 (2, 3) (3, 3) (3, 3) (3, 4)

N = 40 (2, 4) (2, 4) (2, 5) (3, 6)

N = 60 (2, 5) (2, 5) (2, 6) (2, 7)

N = 80 (2, 4) (2, 7) (2, 5) (2, 6)

(b) 1/λ = 1/µ = 64 minutes

L = 2 L = 4 L = 6 L = 8

N = 20 (1, 2) (1, 2) (1, 2) (2, 2)

N = 40 (1, 3) (1, 3) (1, 3) (1, 3)

N = 60 (1, 3) (1, 3) (1, 4) (1, 5)

N = 80 (1, 5) (1, 3) (1, 5) (1, 3)

built around the client-server architecture, individual nodes in a P2P streaming

system are far more likely to fail due to the contribution of all nodes in the sys-

tem. Using a Markov chain model, we evaluated the architecture’s reliability and

studied its sensitivity to the nodes’ average online and offline times. With the

conservatively estimated parameters, we found that one can achieve system re-

liability surpassing dedicated conventional video streaming systems. This result

is encouraging as the amount of nodes required having the requested content is

very small when compared with the millions of peers over the Internet. Finally,

the effect of having one and two extra connections is analyzed. The results indi-

cate that, having one extra connection improves the performance aggressively.

However, having more than one improves the performance further only in very

dynamic networks. The model proposed in this paper provides the capability

of computing the optimal value of the number of extra connections for given

network parameters. Increasing the ratio of average offline time to average on-

line time means having less resources in the system worsens results in the same

environment.
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Table 3.3: MTTF Values for Model B in Minutes.

(a) 1/λ = 1/µ = 4minutes

(L,K) N = 5 N = 10 N = 15

2, 0 2 2 2

2, 1 7.93 47.25 218.01

2, 2 8.67 59.67 667.81

2, 3 9.21 60.42 693.54

4, 0 1 1 1

4, 1 1.99 7.70 26.72

4, 2 − 8.43 37.85

4, 3 − 8.65 38.40

(b) 1/λ = 1/µ = 64minutes

(L,K) N = 5 N = 10 N = 15

2, 0 32 32 32

2, 1 131.11 980.31 10458

2, 2 140.67 1003 12060

2, 3 149.2 1009.9 12065

4, 0 16 16 16

4, 1 31.99 135.41 624.37

4, 2 − 138.09 643.78

4, 3 − 141.38 644.93

(c) 1/λ = 1/µ = 128minutes

(L,K) N = 5 N = 10 N = 15

2, 0 64 64 64

2, 1 262.52 1981 22460

2, 2 281.47 2009 24190

2, 3 298.54 2022.9 24198

4, 0 32 32 32

4, 1 63.99 271.76 1269.5

4, 2 − 276.38 1289.8

4, 3 − 282.95 1292
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Table 3.4: MTTF Values for Model B in Minutes when the ratio for λ/µ = 2

(a) 1/λ = 4 and 1/µ = 8minutes

(L,K) N = 5 N = 10 N = 15

4, 0 1 1 1

4, 1 1.90 4.22 8.41

4, 2 − 4.69 9.30

(b) 1/λ = 64 and 1/µ = 128minutes

(L,K) N = 5 N = 10 N = 15

4, 0 16 16 16

4, 1 30.4 70.23 147.8.37

4, 2 − 75.81 151.77

(c) 1/λ = 128 and 1/µ = 256minutes

(L,K) N = 5 N = 10 N = 15

4, 0 32 32 32

4, 1 60.80 140.65 296.61

4, 2 − 151.68 303.73
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Table 3.5: MTTF Values for Model B in Minutes when the ratio for λ/µ = 4.

(d) 1/λ = 4 and 1/µ = 16minutes

(L,K) N = 5 N = 10 N = 15

4, 0 1 1 1

4, 1 1.85 2.86 4.15

4, 2 − 3.42 4.72

(e) 1/λ = 64 and 1/µ = 256minutes

(L,K) N = 5 N = 10 N = 15

4, 0 16 16 16

4, 1 29.60 46.62 68.93

4, 2 − 54.95 76.26

(f) 1/λ = 64 and 1/µ = 256minutes

(L,K) N = 5 N = 10 N = 15

4, 0 32 32 32

4, 1 59.20 93.30 138.05

4, 2 − 109.92 152.56
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CHAPTER 4

PROTOCOL AND CONNECTIVITY BASED

OVERLAY LEVEL CAPACITY

CALCULATION OF P2P NETWORKS

This chapter presents the detailed design of channel capacity calculation metric

for the P2P architectures. The metric gives a result which is more effective

than the current metrics such as query hit time, success ratio for P2P networks,

turnover and size-change. The proposed metric is based on Shannon’s L-

channel capacity calculation idea to calculate the maximum rate of information

(in bits per second) that can be transmitted over P2P network. The metric is

calculated by monitoring the architecture and regularly getting the snapshots

for the connections amongst the peers.

4.1 Introduction

Distributed nature of today’s computing systems like Peer-to-Peer (P2P), grid,

ubiquitous and multiagent systems triggered a paradigm shift in programming

effort from the design of stand-alone, centralized computing bodies to the design

of mostly primitive entities and well-designed interactions among them. As a

consequence, protocol design became one of the most critical parts of the de-

velopment of such systems when we consider the system’s run-time efficiency,

self organization ability and fault tolerance. Therefore, measurement of de-

sign quality of protocols is becoming an important issue. However, any quality

judgment about such systems based only on given protocol specification can be

misleading due to the lack of other important descriptive run-time dimension:

evolving peer connectivity structure. Therefore, protocol-based system quality
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measurement requires the consideration of system’s run-time dynamics.

Some of the most common P2P system performance evaluation metrics are;

success ratio to locate the content after initiating a search, the time to locate the

content and the traffic overhead introduced by the system, which are all related

to the run-time performance. A system with high hit ratio, small hit time and

localized traffic is treated as a good system. Those common metrics are not

protocol-aware design level metrics but they can only judge about consequences

of the run-time behavior of the P2P system. Although their calculation depends

on peer connectivity characteristics, organization of the overlay network, and

behavior of the individual peers; they do not give us any quantitative values

about information flow capacity of the overlay network under study.

In this chapter, we proposed a metric for P2P networks based on Shan-

non’s L-channel capacity calculation idea [75]. The metric calculates the maxi-

mum rate of information (in bits per second) that can be transmitted over P2P

network (a.k.a. combinatorial capacity) caused by protocol and overlay-level

connectivity. The metric considers both static protocol-level design time char-

acteristics and dynamically changing overlay-level run-time peer connectivity

structure. These properties of the metric make it more powerful and applica-

ble to different protocols and peer connectivity snapshots. In the experimental

work, the metric is first applied to the Gnutella 0.6 protocol for which message

traffic explosion and search efficiency is a known problem. Then different from

our previous work [66], it is applied to geographical-time, interest based, and

two-way hybrid clustered version of the Gnutella network to obtain various peer

conductivities. As indicated in [64] geographical-time based clustering algorithm

enables us to exchange data with very high speed connections. Interest based

clustering architecture allows a peer to locate a searched content in very few

steps of a search. The two-way/hybrid clustering architecture has the superior-

ity of both architectures. Since different clustering architectures have different

connectivity structures which results in different capabilities and characteristics

according to the organizations, different organizational structures are used to

evaluate the current metrics and the one that we propose. For the evaluation,

number of query hits, unit query − hit response time, turnover [10] and size

change [21] metrics are used.
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4.2 P2P metrics

In the literature there exist several studies to find out a good metric to measure

the different characteristics of structured and unstructured P2P systems. The

scope of them especially includes measuring the effect of dynamicity and churn;

evaluating the trust to the content provided by other peers; enforcing the peers

to contribute to the system by measuring their contributions and finally the

capacity of the architecture to allow the peers to benefit from.

Since the behaviors of the peers are unpredictable in a P2P system, the effect

of churn and dynamicity are addressed by several studies. [53] argued that tra-

ditional performance measures are uninformative for a continually running P2P

system. They investigate the bandwidth consumption by a peer in the manage-

ment of P2P networks and offered rate as the proper performance measure for

the bandwidth consumption for maintenance purpose. Half − life concept is

offered as the metric to measure the dynamicity which is the total time taken

for half of the nodes to change in the network. [10] offered turnover as another

metric measuring the number of peers joining and leaving the network in the

unit time. [21] offered two additional metrics to measure the dynamicity of the

network called persistence and size-change. The former measures the number

of peers remaining the same between two consecutive snapshots of the network.

The latter measures the fluctuations in the network size. Their simulations show

that the persistence is related with the stability. By utilizing more stable nodes,

one can have the P2P system more scalable.

Trusting to the content in a P2P system is another important concern. The

past behavior of the peers are evaluated to form their reputation as a basis for

a trust management system. The tradeoff in such evaluation is the behavior

change of peers in time. [58] and [86] investigated the behavior of malicious

peers which build good reputation by behaving normally at the beginning, and

changing their behavior to cheating suddenly. They also mentioned the oscil-

lation between normal and malicious behavior for peers. [22] pointed out the

requirements on the dynamics of trust in P2P systems and proposed a trust

metric which satisfies relevant requirements. The metric they offered is capable

of detecting and penalizing the sudden changes and their potential oscillatory
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malicious behavior. In addition, it is flexible enough to handle different types

of trust dynamics.

Forcing peers to adapt their behaviors to different protocols in order to

maximize system utilization is an important topic of research. [82] offered a

cooperation mechanism for individual peers to maximize the utilization of the

system. The metric they offered for this purpose is based on the evaluation of

the number of remote queries processed by each peer. They tried to maximize

the remote work in the entire network by controlling the rate of query injection

done at each node.

To the best of our knowledge in literature, there is no similar metric that

calculates protocol and connectivity based information capacity of P2P systems

at overlay level. Related to our study, in [48] a simple stochastic fluid model that

seeks to reflect fundamental characteristics and limitations of P2P streaming

systems has been worked on. However, the work is focused on modeling and

they did not propose any flow based capacity calculating metric.

4.3 Discrete Noiseless Channel Model of P2P

System

In the following, we will first give the definitions related to the discrete noiseless

channel concept [75] and [43] and after each definition we explain its semantics in

P2P context. The concepts of discrete noiseless channel and Shannon language

have also been referred in [72], in the context of modeling of component-based

systems.

Definition 1. Let A be a finite alphabet of symbols and each symbol say a ∈ A

has a possibly different duration in time defined by function τ(a). A discrete

noiseless channel is a channel that allows the noiseless transmission of symbols

based on their durations.

In our case, the P2P network is modeled as a noiseless channel and discrete

alphabet symbols are the letters representing different type of messages of the

given protocol. For example, for Gnutella-based protocols they are interpreted

as ixy (for ping), oxy (for pong), uxy (for query) and hxy (for query hit) messages

51



sent from peer x to peer y. Duration of each letter corresponds to the existence

time or delay for the message type sent from peer x to peer y.

Definition 2. A finite string of say k letters from a finite alphabet say A, is

called a word α of length k and its duration is defined to be the sum of durations

of its individual letters (i.e. τ(α) = τ(a1) + τ(a2) + · · · + τ(ak)).

A word of length k defined over message alphabet A is a sequence of message

types where each symbol ai is sent from one peer to another. Note that here

we assume that a peer does not send message to itself, directly. However, a

message sent by a peer to another may trigger the generation of new message(s)

whose receiver can be the original sender peer. The total delay generated by a

word of length k is the sum of unit delays generated by its individual messages.

Definition 3. Any set of possible words that can be constructed by using

symbols from A is called language L defined over A. The channel that allows

noiseless transmission of words only from the language L is called L-channel.

Definition 4. Let G be a directed graph whose edges are labeled with letters

from the alphabet A. The corresponding Shannon language is defined by the set

of words formed by following the edge labels on possible paths of the graph G.

Any P2P setup with its peer connectivity and protocol defines a Shannon

Language. Consider a hypothetical P2P network snapshot represented in di-

rected graph form in Figure 4.1. Nodes in the figure are peers. The edges

define snapshot peer conductivities and they are labeled with the messages of

the adopted Gnutella protocol. It is clear that the capacity of any P2P setup is

not only dependent on the peer connectivity and the number of different types

of messages but also to the message durations. In the example Figure 4.1, the

edge values for different message types of the same peer pairs are supposed to

be the same (e.g. i12o12u12h12 = 2). On the other hand, they take different

values (e.g. 3, 4, 5) for different peer pairs.

In Gnutella protocol, self ping, self pong, self query and self query-hit mes-

sages are not meaningful therefore the graphs of Gnutella based Shannon Lan-

guages do not hold any direct self-looping nodes. Also, for any neighbor peers

(i, j), there are always eight edges due to symmetric nature of the protocol (i.e.
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four from i to j and four from j to i). An example word of the language in

Figure 4.1 can be i12i23o32o21. Note that in our modeling there is no assump-

tion about run-time letter (or message types) orderings making the words of the

language. The edges of the graph do not show a run-time message type sending

scenario but the potential of sending a message type from one peer to another

at any time.

Figure 4.1: An example Gnutella based P2P network setup describing a Shannon

language

4.4 The proposed metric

In the following subsection, we will give formal description of the proposed

metric and then make a quality evaluation.

4.4.1 The description of the proposed metric

Definition 5. Given a Shannon language L, its L-channel combinatorial capac-

ity is defined as

Ccomb = lim
t→∞

sup
1

t
log (N(t)) (4.1)
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where N(t) is the number of words in L for which duration τ(α) = t.

In Shanon’s original work, a simple algebraic method for computing the

combinatorial capacity of an L-channel has been given.

Definition 6. A directed graph G is defined by set of vertices V = v1, . . . , vM

and by set of branches B = b1, . . . , bN . Let init(b) and fin(b) be the initial and

final vertices v and w of a branch b, respectively. Then the set Bv,w of branches

is defined to be

Bv,w = {b ∈ B : init(b) = v, fin(b) = w}

For the example in Figure 4.1, we can write B1,1 = ∅, B1,2 = {i12, o12, u12, h12},

B1,4 = ∅ or, B3,2 = {i32, o32, u32, h32} etc. In fact, for our Gnutella based p2p

setup we can say that Bi,i = ∅ for any 1 ≤ i ≤ M where M is the number of

peers in the system at a given instant. Note that M may change during system

evolution.

Definition 7. Given two vertices v and w from G, a path P of length k from

v to w is a sequence of k branches P = b1b2 · · · bk with init(b1) = v, fin(b1) =

init(b2), . . . , fin(bk−1) = init(bk), fin(bk) = w. Also, we say that len(P ) = k,

init(P ) = v, and fin(P ) = w.

Then, the set of paths of length k from v to w is denoted by:

Bk
v,w = {P : len(P ) = k, init(P ) = v, fin(P ) = w}

Using a directed graph G and an alphabet A, we can generate a language by

labeling each branch of G with an element of A.

Definition 8. Let λ be a mapping (also called labeling) from B to A. The λ is

called right-resolving labeling if and only if for each vertex v, the labels on all

branches with init(b) = v are distinct.

It is easy to see that any graph labeling of Gnutella based Shannon Lan-

guages is right-resolving because of distinct labeling lxy of any edge between

peer x and y (see Figure 4.1). The label of a path P = b1b2 · · · bk is the con-

catenation of its branch labels: λ(P ) = λ(b1)λ(b2) · · ·λ(bk). Therefore, λ(P )

defines a word over A whose duration is τ(λ(P )) or simply τ(P ).
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Definition 9. The Shannon language generated by G with labeling λ is denoted

by LG,λ and it is the set of all possible path labels P.

Given LG,λ one can compute the combinatorial capacity using partition func-

tions [43].

Definition 10. Let s be nonnegative real number, and for a given pair of

vertices (v, w), branch duration partition function is defined as:

Pv,w(s) =
∑

b∈Bv,w

e−sτ(b) (4.2)

The functions Pv,w(s) can be thought of as entries in an M × M matrix

P (s).

Example 1. For the graph of Figure 4.1, the obtained matrix is:














0 4e−2x 4e−4x 0

4e−2x 0 4e−3x 0

4e−4x 4e−3x 0 4e−5x

0 0 4e−5x 0















The spectral radius (the magnitude of the largest eigenvalue) of the matrix

P (s) is represented by ρ(s) and it is also called the partition function for the

language LG,λ.

Theorem 1. The combinatorial capacity of the LG,λ language is given by

Ccomb = ln(s0)

where s0 is the unique solution to the equation ρ(s) = 1.

The combinatorial capacity for the above example can easily be calculated

as Ccomb = 0, 775.

For the original proof of Theorem 1 the reader is referred to [75] and [43].

4.4.2 Evaluation of the metric

Before giving the experimental comparisons, we first make a verbal evaluation

of the proposed metric in terms of the constraints of a P2P network in this

subsection.

In general any metric used to evaluate a P2P system should
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• consider major P2P system primitives like delay, number of peer connec-

tions and their run-time changes during operation: The duration of ex-

istence of a message type in channel corresponds to the delay concept in

P2P systems. The proposed metric exploits not only the number of peer

connections but also the peer connection topology. The delay associated

with a message type is taken to be constant during system evolution and

the peer connectivity may change independently.

• consider time-varying interests and owned resources (like content) of peers:

The proposed metric does not directly consider time-varying peer interests

and owned resources. However, interest and content based clustered ver-

sions of Gnutella network are worked on during experimentation. By this

way, we obtain different connectivity structures handled by the metric.

• give an idea about the number of messages send during operation and the

amount of traffic being generated : The number of messages sent, their

intensivity and finding an upper bound for the generated traffic are the

main concerns of the proposed metric.

• reflect the run-time performance of the system: The proposed metric does

not directly intend to measure the run-time performance of the system.

However, high information flow capacity of the system can be expected

to result in better task (or query) execution performance. From this per-

spective, it reflects the run-time performance of the system.

• be applicable to different types of P2P networks and consequently protocols:

The proposed metric supports any type of P2P networks and their pro-

tocols once their message types together with peer to peer channel delays

are decided on.

4.5 Experimental Setup, Results and Discussions

4.5.1 The setup

In our setup, we have worked on a small group of peers (27 in number) with

a certain initial join sequence modeled by uniformly distributed random arrival
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of new peers [80]. The P2P system consists of a group of peer nodes, each

of which has different characteristics defined as a Gnutella overlay network.

The system defines a bootstrapping node to provide functional overlay network

behavior to the system. In all configurations a 3-node transit-stub network

topology generated with GT-ITM [63] is used as the backbone. Nine leaf nodes

are attached (1 ultrapeer and 8 leaf peers) to each stub node. The latency and

the connection link for the backbone are configured similar to the real world

instances. During the experiments the real world activities for the peers like

join, leave, request a query, serve a query, forward the queries or block the

queries have been modeled. The connection matrix for the system is taken by

connecting to each peer and printing their connection list on each snapshot for

each simulation.

The experiments are carried out in four different configurations: In the first

simulation the pure Gnutella overlay network with leaf/ultrapeer structure is

established to be used as a reference point for the second part of the simula-

tions. The rest of the simulations are carried on the overlay networks generated

by using geographical location-time, interest and two-way/hybrid clustered ar-

chitectures on gnutella network. Clustering the overlay network utilizes differ-

ent connectivity structures resulting in different capabilities and characteristics

which enable us to evaluate the newly proposed metric based on the connectiv-

ity and organization of the peers in an overlay network. The second simulation

batch focuses on the implementation of the time based clustering method which

clusters the peers by the networks they are connecting from. The third sim-

ulation focuses on the implementation of the interest based clustering method

which clusters the peers by the interest they have. The last simulation is for

the implementation of Two-way/hybrid clustering architecture offered by [64].

It is aimed to figure out the effect of clustering on the system’s combinatorial

channel capacity calculation. The results give idea on the data transmission

capabilities of the architecture evaluated.

In the Gnutella network the overhead of the ping, pong, query and query-hit

messages are almost identical and the transmission delay generated by send-

ing those packets are also negligible when compared with the queuing delay and

propagation delay generated by the network when using high speed connections.
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Thus, the delays (i.e. τ(a) values) for all message types listed are assumed to be

equal. The duration for the simulation is set to 20 minutes. During the simula-

tions, the connectivity matrix of the system is taken as a snapshot in predefined

times starting at 100 seconds and in each 5 minutes consecutively. Since the

P2P system studied in all configurations are distributed network, it was very

hard to get the snapshot of the system from a central point. The connection

matrix for the system is taken by connecting to each peer and printing their

connection list on each snapshot for each simulation. Combinatorial capacity

values have been calculated by using symbolic processing toolbox of MATLAB

software Ver. 7.2.0 [41].

The same simulations are applied to all architectures again to calculate the

turnover and size change values. The arrival and departure of the peers, and

the total number of peers in the system is monitored and the status of the

system is printed out in every 4 minutes. The duration of the simulation is set

to 24 minutes.

In order to improve the reliability of the experiments, all the experiments are

carried out 5 times, and the average of these are presented for as the outcome

for each architecture.

4.5.2 Results and Discussions

Table 4.1 gives the comparison of different architectures in terms of the max-

imum rate of information flow (in bits per second) that can be transmitted

over P2P network with protocol and overlay-level connectivity. In the table,

the results from random gnutella architecture, geographical location-time based

clustered architecture, interest based clustered architecture, Two-way/hybrid

clustered architecture combining both approaches and the maximum channel

capacity that can be obtained from the overlay network is summarized. The

flow rate is calculated at 100th, 400th, 700th and 1000th seconds, respectively.

The simulations are done three times for each type, and then the average values

of the results are obtained. Although the channel capacities for all architectures

are similar in the first interval, the capacity for pure Gnutella network and in-

terest based clustering decreases from time to time while it stands almost the
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same level for the offered two-way/hybrid clustering model and the time based

clustering. The last row of the table is the maximum channel capacity that can

be achieved theoretically for the simulated overlay network. In this calculation,

we used full mesh connection in order to see the upper bound for the channel

capacity.

Table 4.1: Average information flow capacities calculated for the pure Gnutella

system, for the Gnutella system with different clustering mechanisms and for

the fully connected mesh system in different time periods. The measurements

are taken at 100th, 400th,700th and 1000th seconds respectively.

Type of architecture 100 sec. 400 sec. 700 sec. 1000 sec.

Pure Gnutella Arch. 0.92 0.52 0.57 0.48

Time Based Clustered Arch. 0.94 0.86 0.89 0.89

Interest Based Clustered Arch. 0.95 0.70 0.72 0.66

Two-way hybrid Clustered Arch. 1.07 1.13 1.04 0.95

Max Capacity 1.47 1.47 1.47 1.47

The results summarized in Table 4.1 are compatible with and reflects the

offered architectures’ expected behaviors. For example, small delay (as in geo-

graphical location-time based clustering) known to improve the capabilities and

the exchange traffic capacity in an overlay network. The small search time or

search efficiency reduces the lookup time and improves the number of jobs can

be handled in unit time. Finally, the two-way hybrid architecture combining

both approaches is known to show better run-time performance than any of

the single architecture, on the average. This evidence is also supported by the

higher capacity results obtained for the two-way hybrid approach as a natural

consequence. The upper bound values for static fully-connected mesh topology

is given on the last line. Informally, its value can be treated as a bound for

potential performance of the system under consideration. However, it should

be clear that this conclusion is drawn through empirical observations without

provision of any mathematical proof.

In table 4.2, turnover values are calculated for random Gnutella, geographi-

cal location-time based clustered, interest based clustered and two-way/hybrid
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clustered architectures. All architectures give almost similar results. In fact,

turnovers as expected, do not directly give us an idea about the flow capacity of

different overlay networks since it does not consider dynamically changing peer

connection topology. As stated in the appropriate section the proposed metric

gives an idea about the dynamicity of the network.

Table 4.2: Turnover values (arrival/departure) calculated for the pure Gnutella

system and for the Gnutella system with different clustering mechanisms in

different time periods. The measurements are taken cumulatively in every 240

seconds respectively.

Type of Arch. 240 sec. 480 sec. 720 sec. 960 sec. 1200 sec. 1440 sec.

Gnutella (9,3) (5,3) (4,3) (3,2) (2,3) (3,2)

Time Based (9,3) (7,4) (6,4) (3,2) (3,5) (4,3)

Interest Based (10,3) (3,3) (6,3) (6,4) (5,6) (4,4)

Two-way/hybrid (10,2) (6,3) (7,4) (5,4) (4,5) (5,5)

In figure 4.2, the size change in the different overlay networks are investi-

gated. The figure shows all arrivals and departures to and from the system. The

size for clustered overlay network has a trend to keep more peers in the net-

work in the same conditions. When compared with the combinatorial capacity

metric offered in this study, bigger the size results bigger capacity. Although,

the number of peers in different architectures almost have similar number of

peers in the overlay network, they have different combinatorial capacities since

the combinatorial capacity of an overlay network is also effected by the num-

ber of connections among the peers. As we observed, higher the number of

connections, bigger the capacity is.

Finally, a drawback of the proposed metric is its calculation inefficiency

because of its intensive computation requirement. An attack for this problem

can be to investigate the applicability of more efficient algorithmic approaches

including parallel and/or distributed calculation of the metric.
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Figure 4.2: Size change for the pure Gnutella system and different clustering

mechanisms

4.6 Conclusions

A metric for P2P networks based on Shannon’s L-channel capacity calculation

idea is proposed. The metric calculates the maximum rate of information (in

bits per second) that can be transmitted over P2P network caused by proto-

col and overlay-level connectivity. Metric is applied to pure Gnutella network

and its geographical location-time, interest based, and two-way/hybrid clus-

tered versions. For comparative study purpose, the metric is compared with

frequently used primitive P2P metrics including number of query hits, unit

query-hit response time. In addition, non primitive P2P metrics: turnover and

size change reflecting system dynamicity and churn are also considered. The

obtained capacity results show that, the bigger combinatorial capacity is, the

better the utilization of the same communication medium. The architecture

having greater channel capacity gives better average hit time and the number of

messages exchanged in the P2P system. The decreasing combinatorial capacity

results in longer search results and hit time, and less number of queries send and

hits in the system. The two-way/hybrid clustering we offered in [64] is observed

to offer the highest channel capacity thus the highest hit ratio and low hit time.
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CHAPTER 5

TWO-WAY/HYBRID CLUSTERING

ARCHITECTURE AND HYBRID FAULT

TOLERANT VIDEO STREAMING SYSTEM

This chapter presents the proposed fault tolerant hybrid P2P-CDN video stream-

ing architecture. The two-way/hybrid clustering method is also proposed in

order to increase the search efficiency and reduce packet retrieval time of the

P2P system. The simulation results show that the proposed system increases

the availability of the streams with the best quality while keeping the load of

the CDN servers in required limits.

5.1 Introduction

In this chapter, a novel hybrid video streaming scheme is proposed which inte-

grates peer to peer video delivery systems into dedicated CDNs together with

fault tolerant schemes. The offered method solves the scalability issues of the

CDN systems and the unreliability of P2P systems. In order to evaluate the per-

formance, in addition to the average hit time and hit ratio for searched content,

the channel capacity metric proposed in [66] is used. This metric calculates

the maximum rate of information (in bits per second) that can be transmit-

ted over P2P network (a.k.a. combinatorial capacity) caused by protocol and

overlay-level connectivity.

Although, the analytical studies [48,50,88] show that fault tolerance can be

obtained by only using pure P2P systems, the simulation studies show that the

required quality of service (QoS) cannot be obtained from pure P2P systems.

Thus, the proposed system uses the CDN servers to bring fault tolerance by
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using them as a backup system to locate the required segments of the files while

searching for other peers to switch from CDN server in order to keep the load of

the CDN servers below specified level thresholds. By this way, the CDN servers

are used to provide the initial seeds and as the high available failover node to

reconstruct the lost connections with the fastest mechanism. The difference of

the method proposed from current state of the art studies is, the CDN servers

are not used as index servers for the system as offered by [20] in order not to

lead to a high load caused by the operation. Additionally, the offered method

uses the contribution of the CDNs not only for initial seeding stage to feed the

system with the initial streams but also during all the time. However, we only

get a few segments of a failed node which is not available prior to the playout

phase in order to guarantee the QoS. The cost of the method is very limited

since the CDN servers are directly replaced by a new servant after completing

the search on contrary with the offered method by [74].

The second contribution of this study is the increase in the search efficiency

by offering a new clustering method. Although the currently used clustering

methods limit the use of CDN servers, the offered Two-Way/Hyrid clustering

technique outperforms all the other clustering offerings, by bringing efficient

data retrieval with less overhead traffic and fast resource locating and efficient

resource usage. In the model, the clustering methods are used to coordinate

and manage the overlays created by CDNs or P2P contributors to reduce the

traffic in the system.

5.2 Hybrid P2P System Architecture

In the following subsections the main components of the proposed system; the

offered Hybrid Fault Tolerant Streaming (HFTS) architecture will be given in

detail in order to solve already discussed problems. Then, the effect of different

clustering methods including Two-Way/Hybrid clustering method on the system

and the overload incurred by applying HFTS is explained in detail.
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5.2.1 Hybrid fault tolerant streaming system

Even implementing the most intelligent algorithm to build a P2P structure

does not solve the quality degradation in server–less video streaming. In or-

der to guarantee the required Quality of Service (QoS) in video streaming we

still need the help of CDN servers. The HFTS system is offered to bring all

the required functionalities together for efficient and high quality P2P video

streaming system.

The reliability model discussed in [48, 50, 88] show that if we have enough

number of peers connected to the system, locating data existing in the system

is guaranteed. The proposed video streaming system has a design including

CDN servers and contributing peers, combining multi-rate resource contribution

in order to maximize the number of peers to be used as a serving node. A

new method is developed to collect different samples of a file from different

contributing nodes (either CDN or P2P node) and a fault tolerant system is

offered to have perfect view of the file being streamed. The offered model

• uses a dispersion algorithm to organize all the peers to benefit from the

reception of search results in the fastest means and reduce the traffic

between the networks.

• uses CDNs as a backup peer which do serve all the peers. If the content

scheduled for a peer has not been received before the deadline to safely

play the content (the deadline is calculated as the playing time minus the

time to request&receive the content from the CDN), the source is set as

failed. When a problem happens with a source, the client tries to locate

a new one within a limited time. If it cannot succeed, the CDN starts

to feed the client instead of the failing peer. While the streaming process

continues, the client searches for other source peers to get the content

provided by CDN. When a candidate is located, the feed from CDN is

replaced by the new source.

HFTS manages the peers in the P2P overlay and the servers in the CDNs

scattered throughout the entire Internet. There would be tens of locations (point

of presence POP) connected to the internet to serve to the customers. In a
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typical design the CDN systems are organized by enabling the peer to locate the

nearest CDN POP to reduce the network overhead and access time. The flat

structure of the CDN is constructed by considering the Autonomous Systems

and routing over Internet.

In order to maximize the utilization of the proposed system, contributions

with different rates should be accepted to the system. To manage the contribu-

tions with different rates, a mechanism similar to Weighted Fair Queuing [56] is

utilized in reverse approach in which all the contributing nodes have different

weights with respect to their contribution speeds. All the sources are combined

together to construct a single video stream to be played out.

In a typical P2P streaming system, the CDN or some dedicated contributing

peers are used as an initial content provider at time t0. After enough seeds have

been pushed to the system, the system uses only the contributing peers as the

resource providers. In such systems there would be more than one contributing

peer to provide the sustained rate for video stream. As one can see from Figure

5.1, any contributing peer can contribute to the system with a different speed.

The offered method uses all the benefits of the multisource contribution even to

benefit from the peers connected with slow dial up links.

Figure 5.1: Combining the seeds from different sources into a single video stream

In HFTS, there are different types of peers. A peer would only request

services from other peers (Prr - freeloaders) or a peer would either use or provide

services to others (Prs - servants). Only Prs type of peers can be used as a

resource provider within the P2P system. A contributing peer can use network

services (Prsa active user) or can be idle or looking for a service (Prsp idle

contributor). In HFTS architecture, all contributing nodes are selected with

some specific selection criteria. In order to guarantee the durability of the
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service that will be used, the strategic nodes (Prsa) are selected. If there is no

Prsa type of peer having the content that are looked for, Prsp type of nodes can

be used as a contributing node. The motivation behind the selection criteria is

that no one would leave the system without getting the required service. In order

to solve the problems of locating a contributing peer within the boundaries of

the jitter buffer and the unavailability of a contributing node with the required

content, CDN servers are used to provide unavailable content within the system

as in Figure 5.2 which gives a basic explanation on the CDN contribution of the

offered system.

Figure 5.2: CDN contribution to guarantee reliability of a video stream

In the P2P video streaming system, the time to locate another serving peer

(either Prsa or Prsp) would be longer than tolerable by the consumer, some

degradation in service quality would be encountered. The HFTS system offers

a method of grouping the whole streaming content into categories with respect

to the serving nodes. Assuming that there are N supporting active peers, the

system divides the whole content into N sub resources ranging RSi to RSn with

respect to the contributing peers. Then it informs the CDN server about the

parts of each contributing peer. If there happens to be a connection loss with

any contributing peer, the system switches its state to CDN connection while

searching for a new peer or peers to provide the content that is already being

served by CDN server.

Our approach also controls the load of network traffic on the CDN POP.

In the algorithm when there is a need for a packet the nearest POP is located

by considering not only the congestion to reach the POP but also the channel

capacity to reach to the POP to minimize the delivery of the requested packet.

The operation of HFTS algorithm can be summarized as follows where Bs

is the total streaming bandwidth, Bp is the bandwidth used from peers, Bc is
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the bandwidth used from CDN servers, RSi is the resource provided by a peer,

Prr is a freeloader, Prs is a servant, Prsa is an active user, and Prsp is an idle

contributor.

(Start the search from the network to locate peers)&&

(Start using the services from CDN servers)

if (Bp <= Bs) {

Use the resources from peers (Bp) and

the resources from CDN (Bc = Bs - Bp)

to fill the streaming services

} else {

if (Bp > Bs) {

if (
∑

BPrsa > Bs)

Select Prsa nodes

if (any Prsa fails) {

(use CDN for RSi) &&

(search for Prsa node to replace CDN)

Locate the nearest CDN with tolerable load

} else {

Select all Prsa nodes + some Prsp nodes

to fill up Bs

if (any Prsa || Prsp fails)

(use CDN for RSi) && search for Prsa ||

Prsp node to replace CDN

Locate the nearest CDN with tolerable load

}

}

}

The offered method can be configured in different ways. The system would

redirect a query to a CDN server in the failure of any contributing node or it

can send a query to the P2P system and wait for tolerable amount of time.

The time to wait would be longer than the average hit time plus some safety

margin to reduce the traffic in the network. The waiting time before switching
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can be calculated adaptively with an algorithm similar to Exponential Weighted

Moving Average [56] method which is used in calculating the timeout value for

TCP packets. However, using the limits of the playback buffer set during the

experiments is preferred.

The final part of the HFTS is to provide the coordination between CDNs and

peers. When a connection fails with a source peer during a playback session, the

system locates the nearest CDN server and supports the stream by providing the

required blocks. One of the main contributions of this study is the continuous

availability of CDN peers. The current P2P CDN approaches either have limited

CDN contribution at the startup or within some specified time during the session

[20,74].

Even though the HFTS solves the problems in locating a resource provider

peer within a specified time by using the CDN servers, the search efficiency can

further be increased by using clustering methods.

5.2.2 The use of Clustering on HFTS

As stated before, several studies exist in the literature for P2P clustering. As

stated previously, there are two types of clustering approaches in the literature:

location-time based and interest based. The main advantage of location-time

based clustering scheme is localizing the traffic exchange. Although, it does not

improve the hit ratio for any search, it reduces the cross traffic across different

clusters or between remote peers. On the other hand, the second approach

disperses the peers with respect to the interests. The main advantage of this type

of clustering is the reduction of average search depth which reduces the time for a

search. It also increases the hit ratio, since you organize the peers with respect

to their interests and potential future requests. Based on the analysis about

topology and interest aware clustering to reduce startup latency and service

interruption probability in [64], the proposed Two-Way/Hybrid clustering which

is the combination of location and interest based clustering is selected to use

with the HFTS system. The method considers the interests of the peers at the

beginning to form the interest clusters while starting to investigate the behaviors

of the peers to adaptively organize them to more dynamic overlay networks. In
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parallel, the peers are clustered in location based manner by where they are

connecting from. This index is also dynamically updated to enlarge the scope

of the local network into somewhat bigger local networks by evaluating the RTT

values of the neighbor peers in close networks. The results in the study indicate

that; by employing Two-way/hybrid clustering, we can improve the probability

of finding a resource when needed; even the time to find the content is reduced.

The method also tries to use the nearest content available, resulting in the

reduction in delivery time and network load.

In the clustered model, all components of the CDN system is organized by a

geographical location-time based clustering algorithm to locate the nearest (in

time) CDN POPs to reduce the network overhead and access time. It has a

dynamic structure to adapt itself to the changing conditions of Internet links.

Another overlay is constructed for P2P individuals. All the peers are clus-

tered together to locate not only the nearest (in time) but also the most suitable

peer (or the group of peers) first and use the services provided among themselves.

All peers are organized with respect to their connection location. Therefore, the

network they are connecting is the starting point of the clustering process. The

results of the queries are ordered by the connection distance. The peers with

small delay and enough bandwidth are selected to build a group of feeding peers

to minimize the network traffic. In addition to the geographical location-time

based clustering the peers, interest based and two-way/hybrid clustering meth-

ods in different steps of the simulations has been applied. The two-way/hybrid

clustering method will be explained in detail in the following subsection.

5.2.3 Two-Way/Hybrid Interest and Time based Cluster-

ing

In the proposed technique, the currently motivated clustering techniques time-

based clustering and interest based clustering techniques are combined into a

single clustering method which will benefit from interest based clustering while

considering the time to reach the contents. The idea behind of this clustering

technique is (1) almost guarantee finding a searched content, (2) retrieve the

content from the node having the least cost. The proposed method executes two
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different clustering strategies in parallel to divide peers into clusters. Figure 5.3

shows the basic components of the proposed system including peers, hybrid

clustering layout and the traffic flow amongst the system components.

Figure 5.3: A typical Hybrid clustered overlay network combining two different

cluster method into a single clustering mechanism.

All the peers are clustered together to locate not only the nearest (in time)

but also the most suitable peer (or the group of peers) first and use the services

provided among themselves. All peers are not only organized with respect to

their connection locations but also clustered with respect to their interests.

Therefore, the network they are connecting from and their interests are the

starting point of the clustering process. The results of the queries are ordered

by the connection distance and channel capacity. The peers with small delay

and enough bandwidth are selected to build a group of feeding peers to minimize

the network traffic and latency. Although, the traffic is tried to be localized by

selecting the nearest peer, in the case of inexistence of the searched content in

the same location based clustered peers, the peers in the same interest cluster

helps to locate the required content easily.

The method allows any type of peers to contribute in any speed, to benefit

from any resource in the internet. The proposed clustering method offers a

method of grouping the whole streaming content into categories with respect

to the serving nodes. Assuming that there are n supporting active peers, the

system divides the whole content into n sub resources ranging from Pi to Pn
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in the set of all peers P with respect to the contributing peers. Fi is the ith

segment of the whole video file F , Li(t) is a sorted sequence of required segments

to be downloaded from peer i in the geographical location-time based cluster at

time t, Gi(t) is the interest cluster counterpart of Li(t), A(t) is the collection

of Li(t) and Gi(t) (A(t) = Li(t) ∪ Gi(t)) which is the complete set of frames

conforming the requirements of Fi with the links to source peers to download.

1. When a peer has a request from the network it initiates a search to locate

the supplying peers for each partition of the requested content.

2. After initiating the query, the responses to the queries have been collected

by the query initiator. By analyzing the replies, the peer prepares the plan

A(t) through searching the content F on the P2P network by considering

peer contribution, connection and channel capacity characteristics.

For i = 1 to length(P ) do

(a) Form Li(t) and Gi(t)

(b) Construct A(t) using Li(t) and Gi(t) by preferring the items in L(i)

over G(i)

3. For each peer i in the plan A(t)

(a) Send the request plan Li(t) and Gi(t) by considering the supplying

peers

4. For j = 1 to length(F ) do {

(a) Find peer i holding Fj in the plan A(t)

(b) Download&Play Fj from peer i

(c) For specified time intervals, try to update the plan A(t) to replace

the frames from G(i) by potential peers contributing to L(i).

}

One of the main drawbacks of the offered system would be the overhead of

dispersing the peers by using geographical location-time and interest based two-

way/hybrid clustering. The overhead caused by including two-way clustering
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is not more than the cost caused by any ordinary peer clustering during the

dispersion phase and control exchange during the execution. The heart beat

to/from a peer is negligible even it is doubled in our algorithm since they are

only communicating with the ultrapeers when compared with the heart beat

traffic of ultrapeers. The overhead of ultrapeers and the core cluster heads on

top of the system is also not more than a typical clustering system. The only

additional overhead is the number of messages exchanged in the network, since

there is a two-way/hybrid clustering algorithm. The overhead calculation of the

two-way/hybrid clustering algorithm will be given in detail in the next section.

5.3 Numerical Evaluation and Experimental Re-

sults

5.3.1 The overhead incurred by HFTS and Two-Way/Hybrid

Clustering

The overhead caused by including CDN servers is not different from the cost

caused by any ordinary peer during the dispersion phase and control exchange

during the execution. The heart beat to/from a peer is negligible since the size

of the clusters is very small when compared with the heart beat traffic of CDN

servers. The overhead of ultrapeers and the core cluster heads on top of the

system is not more than any CDN peers in the system.

In order to give an idea about the overhead of HFTS, we considered the

worst case (the most heavily congested part of the system CDN nodes) scenario

in the network. In the simulations, the messages are exchanged in every 60

seconds. There are 900 peers and two CDN servers in the simulation environ-

ments. All peers have access to all CDN servers. The heart beat message from

an ordinary peer to a CDN server is: 44 bytes (20 bytes for IP + 20 bytes for

TCP + 4 bytes for data). Therefore, the inbound traffic overhead is (900 x 44

bytes x 8 bits/bytes) / 60 seconds = 5.28 Kbps. Every incoming heart beat

is acknowledged (since it is TCP) using a message size of 40 bytes. Then the

total outgoing heart beat traffic becomes: (900 x 40 bytes x 8 bits/bytes) / 60
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seconds = 4.8 Kbps. Compared with the connection speeds for such systems,

the overhead generated by HFTS is negligible.

In the simulations including two-way/hybrid clustering method, the mes-

sages are exchanged every 60 seconds. There are 800 Leaf peers and 100 ul-

trapeers in the simulation environments. An ultrapeer can handle atmost 16

connections. The heart beat message from an ordinary peer to an ultrapeer is:

44 bytes (20 bytes for IP + 20 bytes for TCP + 4 bytes for data). Therefore, the

inbound traffic overhead is (16 x 44 bytes) / 60 seconds = 0.093 Kbps. Every

incoming heart beat is acknowledged (since it is TCP) using a message size of 40

bytes. Then, the total outgoing heart beat traffic becomes: (16 x 40 bytes) / 60

seconds = 0.085 Kbps. Compared with the connection speeds for such systems,

the overhead generated by Two-Way/Hybrid Clustering method is negligible.

Finally, by running both algorithms (HFTS and Two-Way/Hybrid clustering

methods) will double the traffic on average in the CDN servers which increases

the inbound overhead traffic to 10.56 Kbps and outbound traffic to 9.6 Kbps.

5.3.2 Simulation Settings

Video Data

The modeled video files in the simulation has the length of 90 seconds each and

coded in Common Image Format (CIF) resolution. Each movie is coded into

a base and four enhancement layers using H.264/Scalable Video Coder (SVC)

(JSVM 4.0) [5]. To obtain each layer a combined spatial, temporal and quality

scalability is used. Even though the number of enhancement layers can be

increased, we keep it as four since in the simulations, the minimum number of

peers connected is set to four. The average bitrate of a video (Rt) is set to be

1 Mbps.

Network Model

In our simulations, a heterogeneous system is assumed in which each peer has

an uplink bandwidth of one of the following four values (64 kbps, 128 kbps, 256

Kbps or 512 Kbps). Certain number of peers (900) are defined with a certain

initial join sequence modeled by uniformly distributed random arrival of new
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peers [80]. The P2P system consists of a group of peer nodes, each of which

has different characteristics defined as in Gnutella overlay network. The system

defines a bootstrapping node to provide functional overlay network behavior to

the system. Each node in the network alternates between online or offline status.

The connected time for a peer is modeled as an exponentially distributed random

variable with mean λ. Similarly, the disconnected time is another exponentially

distributed random variable with mean µ. Then the probability that a node is

in online status is λ /(λ + µ). 100 popular movies with the characteristics of

long term popularity models presented in [30] have been modeled. Each video

has the same size but not the same popularity, with the popularity of these

videos following the Zipf distribution [30] with parameter α = 1.1. The Ziṕf

Law holds that the number of requests to a file, and the number of different

files at those types, have an inverse linear relationship.

When a node requests a video, it tries to find M serving nodes that have the

M substreams of the video, with each node also having sufficient uplink band-

width to serve one additional substream. Given a choice, for each substream,

the node that is the least loaded over all servers that have this substream is

chosen. If a serving peer disconnects during the service, the client peer will

look for a replacement serving peer that has the same substream and sufficient

uplink bandwidth.

The experiments are applied onto four different architectures: In all configu-

rations a 100-node transit-stub network topology generated with GT-ITM [63] is

used as the backbone. 9 leaf nodes are attached (1 ultrapeer and 8 leaf peers) to

each stub node. The selection criterias are based on the studies carried by [33].

During the second phase of the simulations, two CDN nodes are also connected

to the core of the transit-stub network.

In all simulations, one of every nine node is selected as Ultrapeers, and the

remaining nodes are configured to be Leaf nodes. The Leaf nodes are divided

into two different categories: freeloaders or volunteer sharers. The freeloaders do

not let the other peers use the resources they have, on the other hand, volunteer

sharers let the rest to use the content they already have. In the architectural

design all leaf nodes can have at most three virtual connections to the ultrapeers

or other leaf peers.
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5.3.3 Simulation Results

The simulations are performed to see the behavior of different architectures of

P2P systems in serverless video sreaming is simulated. Additionally, the CDN

contribution and HFTS is also employed to get know the contribution needed

for a high quality video streaming by using hybrid P2P systems.

P2P System Performance Measurements

P2P System Performance experiments are applied in two phases. In the first

phase, the behavior of different architectures of P2P systems in serverless video

streaming is simulated. In the second phase, the CDN contribution and HFTS

is also employed to enable high quality video streaming by using hybrid P2P

systems.

Table 5.1: Basic summary for the simulation phase I. The number of queries

initiated, number of useful hits, average hit time and success ratio for different

architectures are summarized.

Duration 15 minutes

# of peers 900

# of objects 100

Req. arrival rate Uniform, 1.1 on average

Type of Arch. Rand. Time Interest Two-way

# of queries 1892 2967 4012 5229

# of useful hits 1534 2401 3437 4458

% success 81.1 80.9 85.7 85.3

avg response time (in seconds) 2.0 0.67 1.35 1.07

The random Gnutella overlay network with leaf/ultrapeer structure is estab-

lished to be used as a reference point for the remaining parts of the simulations.

The first phase of the simulation focuses on the implementation of current state

of the art clustering mechanisms based on the geographical location-time based

dispersion and interest based dispersion techniques. The final part of the first

phase aims to show the effect of hybrid clustering on the performance of the

system. The first phase of the simulations tries to evaluate the performance dif-
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ferences of different architectures in the scope of P2P metrics. The parameters

used for the simulations and the summary of the results obtained are shown in

Table 5.1.
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Figure 5.4: Hit time and average hit times for random gnutella architecture
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Figure 5.5: Hit time and average hit times for geographical location-time based

clustered architecture
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Figure 5.6: Hit time and average hit times for interest based clustered architec-

ture

In the first phase of the experiments, the hit ratios for the queries are mea-

sured and the ratio for successfully received (but not necessariliy less then a

threshold time) video frames over all the frames are calculated for each simula-

tion. Table 5.1 shows the number of queries, number of responses to the queries

and the number of useful responses (unique) to the queries in time. As it can

be seen from the table, the hit ratio for the random gnutella architecture and

geographical location-time based clustered architecture is almost same. The

hit ratio for such system is affected by several factors such as the number of

freeloaders and non freeloaders (volunteer sharers) which directly affects the hit

ratio. On the other hand, the hit ratios for interest based clustering and the

newly offered two-way/hybrid clustering are better than random and geograph-

ical location-time based clustered architectures.

Figures 5.4 through 5.7 give the hit times for all queries with the average

hit time throughout the first phase of the simulation. The difference between

hit times comes from the round trip time and the effective connection capacity

between the connected peers. It is also related with the average search depth

to locate a peer. It is very small for the geographical location-time based clus-
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tering since the mechanism utilizes the network neighborhood of the peers to

cluster them. The responses and the packets travel fastest in this architecture

since the bandwidth capacity between two peers in this architecture is bigger

than the other architectures, and the delay is the smallest compared with the

other architectures. Although the peers are spread almost similar in random

gnutella and interest based clustering architectures, the interest based cluster-

ing architecture performs better than the random gnutella architecture since the

chance to locate the searched content in earlier steps is bigger than the one in

the random gnutella architecture. In other words, the average search depth to

locate a content in interest based clustering in less than the one in the random

gnutella architecture. It means that you can easily locate most of the required

content within our network neighborhood. The two-way/hybrid clustering per-

forms between two other clustering architectures, since it has the strength of

faster locating and delivery of geographical location-time based clustering, and

the power of higher success ratio to locate in the interest based architecture

which is slower than the geographical location-time based clustering. Thus the

average performance of the two-way/hybrid clustering sits between two other

clustering architectures. Although, the hit ratios for both random gnutella and

geographical location-time based clustered architectures are almost identical,

within the same amount of time %50 more queries in the time based clustered

architecture is initiated. The major reason for the above result is having the av-

erage hit time very small (almost one third) compared with the random gnutella

overlay as can be seen from Figures 5.4 and 5.5. Although, the average hit time

for two-way/hybrid architecture is in between the time and interest based clus-

tering architectures, the success ratio for the queries is not less than the interest

based clustering. Therefore, you can achieve at least the same amount of success

within shorter time with the newly offered model.

The hit time distributions for the first phase of the simulation is summarized

in Figures 5.8 through 5.11 for different architectures. For the random gnutella

architecture, the samples become dense around 2 seconds, however, half of the

samples are received after 1.6 seconds. While the hit time for the clustered

architectures and newly offered clustering architecture is very small, the number

of extraordinary hit times are very limited compared with the random gnutella
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Figure 5.7: Hit time and average hit times for two-way/hybrid clustered archi-

tecture

Figure 5.8: The histogram of sample delay distribution for random gnutella

architecture

architecture. More than 50% of the hits took less than 0.4 seconds in time

based clustering. The interest based clustered architecture has better sample

distribution in delivery time than random gnutella architecture; however, it is
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Figure 5.9: The histogram of sample delay distribution for geographical location-

time based clustered architecture

Figure 5.10: The histogram of sample delay distribution for interest based clus-

tered architecture

spread over time. In two-way/hybrid architecture, most of the samples are

received within the first second which gives a feasible architecture for video

streaming or real time multimedia implementations over P2P systems. As it can

be seen from the figures the strength of the geographical location-time based
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Figure 5.11: The histogram of sample delay distribution for two-way hybrid

clustered architecture

clustering comes from the smaller round trip time and the better data exchange

capacity in this architecture. The samples in the interest based architecture

spread over time, since the locations of the peers in the same cluster would be far

from each other according to the time metrics. The two-way/hybrid clustering

benefits from the geographical location-time based index first, however if it

cannot be located in that index, it utilizes its interest based index to enhance

the success ratio. On contrary, this enhancements adds some samples with

higher delivery times which increases the average time. Since the time to locate

the content in interest based cluster index would take longer than the average

time in geographical location-time based clustered architecture.

As it can be seen from the figures 5.8 through 5.11, the random gnutella

architecture is not capable enough to be used as a framework in the video

streaming applications. From now on, we will use the clustered architectures

in the experiments. In this part of the experiments, a video file coded in 30

fps with the duration of 90 seconds is played out in average bandwidth of 1

Mbps. The performance of different architectures are evaluated. Table 5.2 gives

a summary of the results obtained from this experiment.

The successfully received frame rate in the Figures 5.12 through 5.14 are cal-
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culated as follows: For different buffer sizes, all the received frames are counted,

and the ones which does not conform according to the threshold i.e. the recep-

tion time is bigger than the threshold is counted as unsuccessful. The threshold

value is accepted as the buffer size in duration i.e. 1 second, 2 seconds, and

3 seconds respectively. In every frame, the cumulative number of successfully

received frames (# of total frames - # of unsuccessful frames)are divided by the

total number of received frames through the time.
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Figure 5.12: The frame success ratio for geographical location-time based clus-

tered architecture with the buffer size of 1,2 and 3 seconds

The ratio for successfully received video frames over all the frames for the

first phase of the simulation is summarized in Figures 5.12 through 5.14 for

different architectures. Since the geographical location-time based architecture

is organized to try to receive the frames from the closest peers, the ratio for

successfully received video frames over all the frames for different sized playback

buffers performs the best among all different architectures. The reason is, if a

frame can be located then it will be received in the shortest time compared with

the other architectures.

Although the interest based clustered architecture has better successful frame

reception rate than geographical location-time architecture; it has some prob-

lems in the ratio for timely received video frames over all the frames since some

of the peers are far from the network of the receiver which yields longer delivery
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Figure 5.13: The frame success ratio for interest based clustered architecture

with the buffer size of 1,2 and 3 seconds

times for the frames since the total time spent between request and reception

of the frame is longer than the tolerated amount of time.

The ratio for successfully received video frames over all the frames with a

playback buffer of 1 second is about 40% in the long run, which means the

successfully received video frames are not suitable to the video streaming appli-

cations with this buffer size.

While the two-way/hybrid architecture benefits from both geographical location-

time and interest based clustering architectures, it shows the characteristics of

both architectures. Although the ratio for successfully received video frames

over all the frames for the two-way/hybrid clustering is better than the interest

based clustering, it gives worse results than geographical location-time based

clustering architecture since the SNR values are calculated for successfully re-

ceived frames and the reception time for a frame in geographical location-time

based clustering architecture is the smallest among the others. However, the

success rate in the two-way/hybrid clustering is about 98%, which is the best

when compared with the geographical location-time based clustering architec-

ture and interest based clustering architecture.

In the second phase of the simulations the behavior of the designed hybrid

CDN-P2P system is simulated and what will happen when a service to a node
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Figure 5.14: The frame success ratio for two-way/hybrid clustered architecture

with the buffer size of 1,2 and 3 seconds

fails is modeled. The simulations are based on investigating the effect of us-

ing CDNs in the offered architecture with the same video file. When a peer

experiences feeding problems with the contributing peers during the streaming

session, a query to the CDN system is initiated.

The unsuccessful queries are forwarded to the CDN peers in order to keep

the service up. The decision for the forwarding is taken after waiting more than

the average hit time plus some safety margin as used in TCP’s Exponential

Weighted Moving Average System [56]. The method uses the past samples for

the packet Round Trip Times (RTT) and estimates the new timeout value by

calculating the estimated sample RTT and adding some safety margin which is

calculated from the deviations of the RTTs.

According to the CDN experiments, the time required for a successful re-

sponse to a query varies between 0.1 to 0.3 seconds. The playback buffer of

the system is configured as 3 seconds which is suitable for one way streaming

applications. The average time required is almost 0.18 seconds. It gives an

idea when to forward the unsuccessful queries to the CDN peers. In order to

guarantee the required service level to the peers obtaining services from the

system, the queries should be forwarded almost 2.7 seconds after the initiation

of the query which is the waiting time before backup is used. It will provide
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Figure 5.15: The histogram of sample delay distribution for geographical

location-time based clustered architecture with CDN forwarding enabled

enough time to locate new peers to get services while there is no loss in quality

and service during that search. After activating the CDN contribution support

whenever needed, the hit time for any request becomes no more than 3 seconds

which is enough for the system to continue with promised streaming quality.

This method removes all the spikes when the CDN subsystem is always on.

Although the fault detection time can be calculated adaptively as indicated

in the offered model, using the limits of the playback buffer is preferred with

having the final chance to get the content from CDN. This method reduces the

use of the network resources even further. It also reduces the effect of find-

ing a failure and backup assignment during streaming, since we only wait for

a deadline for each packet and if the packet has not been received, the preas-

signed CDNs are used to get the segment. The cost of running the algorithm is

explained in part 5.3.1.

Figures 5.15 through 5.17 show the distribution of sample delays in time for

CDN enabled structure. As it can be seen from the figures, the hit time for any

query is less than 3 seconds.

Table 5.2 summarizes the effect of CDN contribution with different P2P

structures. Although the system guarantees the fault tolerance, it also produces

some overhead in the network and CDN peers.
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Figure 5.16: The histogram of sample delay distribution for interest based clus-

tered architecture with CDN forwarding enabled

Table 5.2: Basic summary for the simulation phase II, indicating the number of

requests handled by CDN servers and its percentage to all requests

Type of Arch. Time Interest Two-Way/Hybrid

total number of frames 2700 2700 2700

number of successful frames 2401 2571 2649

number of unsuccessful frames 299 129 51

CDN/P2P duplicates 36 110 85

Duplicate ratio% 1,3 3,7 3,1

In the time based clustered architecture, 12,4% of all frames are received

from the CDN servers. 11% of this comes from the unreceived frames, and the

remaining part is coming from delivery after 2.7 seconds. Therefore, almost

1,4% of successful hits are also discarded because of late delivery.

For the interest based clustering architecture, 8,9% of all frames are received

from the CDN servers. 5,2% of this comes from the unreceived frames, and the

remaining part is coming from delivery after 2.7 seconds. Therefore, almost

3,7% of successful hits are also discarded because of late delivery.

The hybrid/two-way clustering architecture only expects 5% of all frames
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Figure 5.17: The histogram of sample delay distribution for two-way hybrid

clustered architecture with CDN forwarding enabled

are received from the CDN servers. 1,9% of this comes from the unsuccessful

queries, and the remaining part is coming from delivery after 2.7 seconds. There-

fore, almost 3,1% of successful hits are also discarded because of late delivery.

Hybrid/Two-way clustering architecture outperforms the nearest architecture

by almost 160%.

Thus, the two-way/hybrid clustering architecture utilizes the system re-

sources in the best manner by wasting the useful system resources 6 times less

than the geographical location-time based clustered architecture.

5.4 Conclusions of the Chapter

In this chapter, we proposed a fault tolerant hybrid P2P-CDN video streaming

architecture. A Two-way/Hybrid clustering method is also introduced in order

to increase the search efficiency of the hybrid system.

The capacity of the different clustering architectures are compared in chapter

4. The results show that, the bigger combinatorial capacity is, the better is the

utilization of the same communication medium. The architecture having greater

channel capacity gives better average hit time and higher number of messages

exchanged in the P2P system. The decreasing combinatorial capacity results in
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longer search results and hit time, and lower number of queries send and hits in

the system. The experimental results show that the two-way/hybrid clustering

offers the highest channel capacity thus the highest hit ratio and feasible hit

time.

The HFTS guarantees to provide total quality stream to a consuming node

either only from the P2P overlay or from a hybrid solution consisting of CDN

and P2P parts. The offered Two-Way/Hyrid clustering technique outperforms

the techniques proposed in the literature by bringing efficient data retrieval with

less overhead traffic and fast resource locating and efficient resource usage.
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CHAPTER 6

APPLICATIONS OF P2P SYSTEMS

The first part of this chapter aims to show that how the proposed Hybrid Fault

Tolerant Video Streaming System can be adapted into application development

for educational domain. It firstly gives brief information on learning styles and

the suitable learning styles for distance education. It then employ the Three-

way/hybrid clustering which uses the learning models-styles offered by Kolb

as the third dimension in the clustering phase to optimize the applications for

better performance. The second part of the chapter concentrates on extending

the modeling of P2P systems with different clustering approaches. It gives an

idea on the reliability requirements of different clustering architectures, and the

effect of the organization on the reliability requirements of a P2P system. It

also gives a mechanism to evaluate the different architectures analytically.

6.1 Learning Styles

Depending on the difference in human characteristics humans/students may

exhibit different behaviors in learning mechanisms. Every student has different

levels of motivation, different attitudes about teaching an learning, and different

responses to specific classroom environments and instructional practices [24].

The early studies on learning is based on the categorization of the learning styles

of the students. If the teachers are aware of the differences in the learning styles

of the students and use different mechanisms in their teaching methodology, it

could give better results in the attitudes of the students toward learning.

There are several studies to model the learning styles of the students, and

many different learning models proposed. Felder-Brent [24] states that the

best known learning model is the one offered by Myers-Briggs Type Indicator
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(MBTI). They argue that while MBTI assesses personality types, but MBTI

profiles are known to have strong learning style implications. The models of-

fered by Kolb, and Felder-Silverman are the other popular learning models es-

pecially used in engineering education. The learning models use inventories to

put the students into a learning style category. [57] states that Kolb Learning

Style [46] Inventory (KLSI) is one of the most influential and widely distributed

instruments used to measure individual learning preference which is based on

the Kolb’s experimental learning theory. The learning style is defined in two

dimensional scale based on persons perception and processing of information.

In the scale prepared by Kolb classified information perception as concrete ex-

perience or abstract conceptualization, and information processing is classified

as active experimentation or reflective observation [57]. [46] summarizes the

learning model offered by Kolb in 1979 includes four learning styles [3] in its

inventory:

• Converger who can be classified as someone who wants to solve a problem

and who relies heavily upon hypothetical-deductive reasoning to focus on

specific problems [46].

• Diverger who can be classified as someone who solves problems by view-

ing situations from many perspectives and who relies heavily upon brain-

storming and generation of ideas [46].

• Assimilator who can be classified as someone who solves problems by

inductive reasoning and ability to create theoretical models [46].

• Accommodator who can be classified as someone who solves problems by

carrying out plans and experiments...and adapting to specific immediate

circumstances [46].

In addition to the learning styles, Kolb also offers learning cycle preferences

for the students. Kolb defined four learning cycles:

• Concrete Experience where learning from feelings [12] or reactions to

experience influence your learning.
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• Reflective Observation where learning from watching and listening [45]

influence your learning.

• Active Conceptualization where learning from thinking [45] or analyzing

problems in a systematic method influence your learning.

• Active Experimentation where learning by doing [45] or results driven

influence your learning.

The learning cycles and styles have strong relations between them. For ex-

ample, a converger favors a learning cycle of Abstract Conceptualization and

Active Experimentation, which fits since these two learning cycles are char-

acterized by learning by doing and thinking [3]. According to Kolb [46], the

learning style of a student can change from a style to another over time. As

noted before, the model offered by Felder-Silverman [25] is also very popular

in engineering education. They categorize the learning styles of students and

claim that if there exists a mismatch between learning styles of the students

in a class and the teaching style of the professor, the students and the system

may probably fail to succeed. They point out the solution of such problems to

balance the instructional methods of the professors with the preferences of the

students. The learning models are developed to solve the communication prob-

lems in the same location. On the other hand, the evolution in communication

helped us to develop applications providing distance learning over Internet. The

e-learning projects willing to succeed should consider the learning styles of the

potentional learners. The learning models shall be modified to comply all the

requirements in e-learning environments. [13] points out two major methods to

find out the learning model of a person via hypermedia that are: collaborative

and automatic user modelling. The collaboravie model uses and relies on an-

swers of the users to the questionnaire for assessing preferences. On the other

hand, the automatic user modelling uses the behavior and actions of the users

adaptively. [26] developed an Index of Learning Style (ILS) self-scoring ques-

tionnaire to be used for adaptive multimedia systems in order to identify the

learning styles of the users based on the Felder-Silverman model. [14,29,47,83]

agree that Felder-Silverman model seems to be the most suitable one to be used

in computer-based educational systems. Additionally, [29,83] offer an automatic
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student modelling approach which starts with a questionnaire, then, identifies

the students’ learning styles based on their actual behaviour and actions in the

online course. They developed their approach especially to be used for learning

management systems (LMS) for e-learning. They also categorize the learners

behaviors into four dimensions based on the Felder-Silverman model. The cat-

egories are as follows: active/reflective way of processing information, sensing

the facts or intiutively learn by using abstract materials, using visual objects or

verbal texts and learning step by step (sequential) or learning in large bursts

(global).

6.2 Clustering Based on Learning Styles

The Kolb Model and Felder-Silverman Model are the most popular Learning

models adapted into engineering education. They are also successfully applied

into e-learning applications. Although, the proposed Three-way/hybrid Fault

Tolerant Streaming System is based on learning model offered by Kolb, the

same architecture can also be implemented on Felder-Silverman Model or similar

learning models. The study aims to provide a collaborative learning tool based

on P2P approach including textual, visual, and interactive learning content. In

the proposed system, the Two-way/hybrid clustering technique is extended to

have additional clustering level running on top of interest based clustering. The

peers (students) are connecting to Internet from any location. In the study,

the peers (students) are clustered by considering: (1) the geographical location

they are connecting from, (2) the interest they have i.e. the lecture they are

willing to study, and (3) the learning style-cycle they are grouped. The proposed

system uses HFTS algorithm offered in the previous chapter with replacement

of two-way/hybrid clustering to three-way/hybrid clustering architecture.

In the proposed model, there are two levels of interest clusters (and addi-

tional geographical location-time based clustering). In the base interest cluster,

peers are clustered together according to their interests. In the second level

interest cluster, peers are clustered together according to their learning styles-

cycles. The new model helps the user to differentiate the materials in the same

interest group like Active experimenters, Reflective observers and tries to query
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the peers having the same learning preferences first in the same interest category.

Figure 6.1 shows the basic components of the proposed system including

peers, three-way clustering layout and the traffic flow amongst the system com-

ponents.

Figure 6.1: The logical organization of a typical Three-way clustered overlay

network.

One of the main drawback of the offered system would be the overhead

of dispersing the peers by using three-way clustering. The overhead caused

by including three-way clustering is not more than the cost caused by two-

way clustering during the dispersion phase and control exchange during the

execution. The additional level of interest cluster based on learning model

keeps an additional label to differentiate the learning model of each peers in the

same interest cluster. The additional heart beat messages are negligible when

compared with the base heart beat messages exchanged to form two-way/hybrid

clusters because of the limited amount of additional overhead generated.

6.2.1 Experimental Results

The simulation settings are almost the same with the experiments conducted

for HFTS studies except for the additional interest level clusters consisting of
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four different learning preferences: namely Active experimenters, Reflective ob-

servers, Concrete experiencers and Active conceptualizers. The learning pref-

erences of the peers are initially set by the system then they are adaptively

adjusted by considering the behaviors of the peers during the simulation. As

noted by Kolb [46], learning preference of a student may change from time to

time, therefore, we allowed the peers adaptively adjust their preferences.

The simulations are performed to see the behavior of different architectures

of P2P systems in serverless video streaming. Additionally, the CDN contri-

bution and HFTS is also employed to get the contribution needed for a high

quality video streaming by using hybrid P2P systems.

Three-way/hybrid clustering System Performance experiments are applied

in two phases. In the first phase, the behavior of different architectures of P2P

systems in serverless video streaming is simulated. In the second phase, the

CDN contribution and HFTS is also employed to get the contribution needed

for a high quality video streaming by using hybrid P2P systems.

The Two-way/hybrid clustering approach is established to be used as a ref-

erence point to get the effect of additional level of interest cluster based on the

learning modeĺs effects on the systems performance. The simulations try to

evaluate the performance differences of different architectures in the scope of

P2P metrics. The parameters used for the simulations and the summary of the

results obtained are shown in Table 6.1.

Table 6.1: Basic summary for the simulation for Three-way/hybrid clustering

in e-learning applications

Duration 15 minutes

# of peers 900

# of objects 100

Req. arrival rate Uniform, 1.1 on average

Type of Arch. Three-way Two-way

# of queries 5027 5229

# of useful hits 4424 4458

% success 87.9 85.3

avg response time (in seconds) 1.088 1.07
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In the first phase of the experiments, the hit ratios for the queries are mea-

sured and the ratio for successfully received video frames over all the frames are

calculated for each simulation. Table 6.1 shows the number of queries, number

of responses to the queries and the number of useful responses (unique) to the

queries in time. According to the experiments, the newly designed algorithm

handles the same amount of successful operations with less queries performed.
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Figure 6.2: Hit time and average hit times for three-way/hybrid clustered ar-

chitecture

As it can be seen from the table, the hit ratio for three-way clustering is

better than the two-way/hybrid clustering architecture. Additionally, Figure

6.2 gives the hit times for all queries with the average hit time throughout the

first phase of the simulation. Although, three-way clustering performs best in

success ratio in all the clustering architectures, the average hit time is slightly

worse than two-way/hybrid clustering.

The hit time distributions for the first phase of the simulation is summarized

in Figure 6.3 three-way/hybrid clustering architecture. Most of the samples are

received within the first second as it were in the two-way/hybrid architecture,

which gives a feasible platform for video streaming or real time multimedia

implementations over P2P systems.

As it was in the two-way/hybrid clustering, three-way hybrid clustering ben-

efits from the geographical location-time based index first, however if a requested
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Figure 6.3: The histogram of sample delay distribution for three-way /hybrid

clustered architecture

content cannot be located using that index, the proposed architecture utilizes

its interest based index to enhance the success ratio. Additionally, it also em-

ploys the second level index clusters to obtain the samples faster. On the con-

trary, these enhancements adds some samples with higher delivery times which

increases the average delivery time. The samples received in more than one sec-

ond are mostly received from the nonrelated peers or the peers from the same

interest clusters. The higher success ratio in this architecture is the result of

having an additional level of interest clusters which also results in longer average

hit time compared with the two-way/hybrid clustering.

In the second part of the experiments, a video file coded in 30 fps with the

duration of 90 seconds is played out as we did for the other clustering architec-

tures. The performance evaluation of three-way/hybrid clustering architecture

obtained from this experiment is summarized in Table 6.2 with the comparison

of the results obtained from two-way/hybrid clustering architecture.

The successfully received frame rate in the Figure 6.4 is calculated in the

same manner as it is done in the previous chapter: for different buffer sizes, all

the received frames are counted, and the ones which do not conform according to

the threshold i.e. the reception time is bigger than the threshold, is counted as

unsuccessful. The threshold value is accepted as the buffer size in duration i.e.
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1 second, 2 seconds, and 3 seconds respectively. In every frame, the cumulative

number of successfully received frames (# of total frames - # of unsuccessful

frames) are divided by the total number of received frames through the time.
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Figure 6.4: The frame success ratio for three-way/hybrid clustered architecture

with buffer size of 1,2 and 3 seconds

While the three-way/hybrid architecture benefits from two-way/hybrid clus-

tering architecture with an additional level of interest cluster, it shows similar

characteristics with two-way/hybrid clustering architecture. Although, still the

geographical location-time based clustering architecture performs best on the

SNR values calculated for successfully received frames and the reception time

for small buffer lengths, the success rate in the three-way/hybrid clustering ar-

chitecture for the buffer size of 3 seconds is about 99%, which is the best when

compared with all the other clustering architectures.

In the second phase of the simulations, the behavior of the designed hybrid

CDN-P2P system is simulated with three-way/hybrid clustering architecture

and what will happen when a service to a node fails is modeled. The simulations

are based on investigating the effect of using CDNs in the offered architecture

with the same video file. When a peer experiences feeding problems with the

contributing peers during the streaming session, a query to the CDN system is

initiated as it is done for all the clustering architectures in the previous chap-

ter. The cost of running the HFTS algorithm with three-way/hybrid clustering
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algorithm is almost the same as the cost of implementing HFTS algorithm with

two-way/hybrid clustering algorithm.
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Figure 6.5: The histogram of sample delay distribution for three-way/hybrid

clustered architecture with CDN forwarding enabled

Figure 6.5 shows the distribution of sample delays in time for CDN enabled

structure. As it can be seen from the figure, the hit time for any query is less

than 3 seconds. Since, it is guaranteed by the HFTS algorithm.

Table 6.2: The number of requests handled by CDN servers and its percentage

to all the requests for two-way and three-way/hybrid clustering architectures

Type of Arch. Three-way/Hybrid Two-Way/Hybrid

total number of frames 2700 2700

number of successful frames 2665 2649

number of unsuccessful frames 35 51

CDN/P2P duplicates 90 85

Duplicate ratio% 3,3 3,1

Table 6.2 summarizes the effect of CDN contribution with two-way/hybrid

and three-way/hybrid clustering architectures. Although the system guarantees

the fault tolerance, it also produces some overhead in the network and CDN

peers.
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While the two-way/hybrid clustering architecture only expects that 5% of

all frames are received from the CDN servers, it is 4.6% for three-way/hybrid

clustering architecture. In the three-way/hybrid clustering architecture, 1.3%

of this comes from the unsuccessful queries, and the remaining part is coming

from delivery after 2.7 seconds. Almost 3.3% of successful hits are also discarded

because of late delivery.

Therefore, the proposed method considering the Learning Style of the peers

(three-way/hybrid clustering architecture) utilizes the system resources in the

best manner by performing 10% better than the two-way/hybrid clustering ar-

chitecture when used as a platform under QoS aware video streaming systems.

6.3 Modeling Different Clustering Architecture

In this part, the model for measuring the system reliability with k back-up

connections is applied to different clustering architectures. In the model, rather

than considering the number of redundant copies in the network, the number of

available peers in the system with certain success probabilities has been defined.

In [88], to overcome the degradation while locating a new peer for the re-

placement of a failed one, in order to make sure not to lead to unsatisfactory

quality, we offered sub-stream encoding mechanisms with error control such as

FEC or MD-FEC so that a receiver tries to maintain M = L + K sub-streams.

The goal is to model and quantify the impact of the parameter K on system

resilience to churn. In the model, the parameter λ̄ denotes the rate at which

the client can connect to one of the available peers and is used for modeling

the query time to find a peer that has the media and to setup the associated

connection.

6.3.1 Numerical Evaluation

In order to easily evaluate and compare the behavior of different clustering al-

gorithms, the success probabilities with respect to time and the MTTF values

are evaluated using fixed parameter sets. The average success time for different

clustering algorithms are used for the λ̄ values to calculate the success probabil-
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ities and the MTTF values for different architectures. During the evaluations,

we use L = 4 seeding peers, and 100 as the number of peers in the system. The

number of peers in the system with 20% success probability for any peer (it is

used throughout all simulations) gives different N values for each architecture.

The number of extra connections is set to 1 , with 1/λ̄ = 2, 0.67, 1.35, 1.07 and

1.088 seconds respectively reflecting the random gnutella, geographical location-

time based, interest based, two-way/hybrid [64] and three-way/hybrid clustering

architectures.

The cases corresponding to 1/λ = 1/µ = 4, 16, and 64 minutes are studied

and the resulting success probabilities S(t) are depicted in Figures 6.6, 6.7 and

6.8 as a function of the video length t, and the MTTF values are presented in

Table 6.3.
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Figure 6.6: Success probability for a video clip with varying length when 1/λ =

1/µ = 4 minutes

We have two main observations:

• When the dynamicity decreases, (1/λ = 1/µ = 64minutes) the effect of

λ̄ decreases. Since the probability of failure with the current connection

decreases. The migration from dynamic systems to more stable systems

gives good results in the reliability of the system in terms of S(t) and

MTTF.

• When dynamicity decreases, the effect of having more redundant copies

are observed more clearly while dynamicity increases the effect of λ̄ is more
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Figure 6.7: Success probability for a video clip with varying length when 1/λ =

1/µ = 16 minutes
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Figure 6.8: Success probability for a video clip with varying length when 1/λ =

1/µ = 64 minutes

meaningfull compared with the effect of the number of redundant copies.

6.4 Conclusions of the Chapter

In this chapter, a research is conducted on the learning styles of the students.

The studies indicate that, the preferences of the learner shall be considered in

order to obtain better results. The HFTS (including two-way/hybrid clustering

algorithm) offered in chapter 5 is improved to contain the learning models of

the people as the third dimension in the overlay network organization. The

new clustering algorithm used in HFTS is called three-way/hybrid clustering

architecture which gives better results in performance of the system.
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Table 6.3: MTTF Values for Model B in Minutes for different clustering architec-

tures with different characteristics (Random gnutella, interest and time based

clustering, two-way/hybrid and three-way/hybrid clustering architectures are

evaluated)

1/λ, 1/µ minutes Random Time Interest Two − way Three − way

1/λ = 1/µ = 4min. 34.1 46.69 50.99 62.26 82.46

1/λ = 1/µ = 16min. 196.28 218.95 291.11 312.36 449.26

1/λ = 1/µ = 64min. 888.84 916.17 1310.45 1336.38 1980.73

In the second part of the chapter, we tried to compare the performance

of different clustering algorithms by modeling them with the reliability model-

ing offered in Chapter 3. The numerical evaluation results obtained from the

reliability modeling overlaps with the results obtained from conventional P2P

evaluation metrics.
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CHAPTER 7

CONCLUSIONS

The previous chapters explained the research problems considered in this thesis

and our approaches in addressing them.

The chapter is organized as follows. Section 7.1 discusses the conclusions

drawn from the research conducted in this thesis. The section basically starts

with the benefits gained from the new metric. Then, the methods discussed how

to bring fault tolerance to P2P video streaming evaluated. The effect of cluster-

ing the substrate and the comparison of the current clustering methods and the

offered two-way/hybrid clustering are compared. Next, the cost and benefits

from applying th total solution for the P2P video streaming with Fault Toler-

ant schemes are evaluated. Finally, the proposed HFTS is applied to learning

styles to obtain better results in e-learning environments by using the three-

way/hybrid clustering architecture. Section 7.2 sketches possible directions for

extending this research for future studies.

7.1 Overview of the Main Contributions

In Chapter 3, the reliability issue in a P2P system especially for video streaming

applications is investigated. The behavior of a peer in a P2P environment is

modeled by considering the characteristics. As noted erlier, the major problems

in P2P architectures is peer dynamicity and churn. The offered methods to

overcome the peer dynamicity and churn has been analyzed with detailed sim-

ulations. Finally, the studies combines using Redundancy Free MDC and the

peer behavior in a P2P environment to have redundant and reliable P2P video

streaming.

In Chapter 4, a metric for P2P networks based on Shannon’s L-channel ca-
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pacity calculation idea is proposed. The metric calculates the maximum rate

of information (in bits per second) that can be transmitted over P2P network

(a.k.a. combinatorial capacity) caused by protocol and overlay-level connectiv-

ity. Metric is applied to the current clustering approaches and newly offered

clustering method – two-way/hybrid clustering. The obtained capacity results

for different architectures show that the metric has better results identifying

the capabilities of the overlay network when compared with the results obtained

from the current metrics used in P2P world, e.g. hit time, success ratio, and

other metrics such as turnover and size-change.

Chapter 5 is the most important part of this thesis. In the chapter, firstly a

new clustering approach – two-way/hybrid clustering architecture which bene-

fits from the advantages of both geographical location-time and interest based

clustering is proposed. The new model has been compared with geographical

location-time based and interest based clustering approaches. The simulation re-

sults show that the offered architecture outperforms all of the currently available

P2P architectures. Then, the state of the art solution to P2P video streaming

Hybrid Fault Tolerant Streaming (HFTS) is offered. The HFTS system guar-

antees to provide expected quality of service in streaming to a consuming node

either only from the P2P overlay or from a hybrid solution consisting of CDN

part and P2P parts. The main idea implementing HFTS is, although there are

enough number of peers in any P2P system to have fault tolerance for hundreds

of years as shown in reliability model, there are some resource locating prob-

lems in the system, because of the nature of the P2P system. Hence, a hybrid

solution to guarantee the fault tolerance with low operational costs to manage

is offered.

Chapter 6 extends the studies to application area. The newly designed

Fault Tolerant, highly scalable platform for P2P video streaming is applied into

educational model by inventing a three-way/hybrid clustering architecture to

be used in e-Learning platforms. By employing the three-way/hybrid clustering

in learning models, the online distance education systems can be optimized

for better performance with HFTS algorithm. Finally, the reliability model

offered in chapter 3 is applied to all the known clustering algorithms to analyze

their performances quantitatively. The effect of organization on the reliability
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requirements of a P2P system is obtained. The results of the analytical studies

show that, the newly offered two-way/hybrid and three-way/hybrid clustering

algorithms performs better than the current clustering algorithms.

7.2 Future Studies

There are several topics untouched in this study. First of all, grading of the

services taken from the other peers would be implemented. Secondly, security

concerns are not covered at all. Finally, revenue sharing mechanisms would be

implemented to make additional benefits for better contribution in the system,

to force the peers not only consider their rationality but also the reality of the

system.

The future studies shall combine the above statements to build fully func-

tional, fault tolerant streaming applications over P2P systems.
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