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ABSTRACT

A COMPREHENSIVE REVIEW OF DATA MINING
APPLICATIONS IN QUALITY IMPROVEMENT AND A CASE
STUDY

GUNTURKUN, Fatma
M.S., Department of Statistics
Supervisor: Assoc. Prof. Dr. Inci Batmaz

Co-Supervisor: Prof. Dr. Giilser Koksal

August 2007, 111 pages

In today’s world, knowledge is the most powerful factor for the success of the
organizations. One of the most important resources to reach this knowledge is the
huge data stored in their databases. In the analysis of this data, DM techniques are
essentially used. In this thesis, firstly, a comprehensive literature review on DM
techniques for the quality improvement in manufacturing is presented. Then one of
these techniques is applied on a case study. In the case study, the customer quality
perception data for driver seat quality is analyzed. Decision tree approach is
implemented to identify the most influential variables on the satisfaction of
customers regarding the comfort of the driver seat. Results obtained are compared to

those of logistic regression analysis implemented in another study.

Keywords: Data mining, quality improvement, manufacturing, logistic regression,

decision trees
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VERI MADENCILIGININ KALITE IYILESTIRMEDEKI
UYGULAMALARININ GENIS BIR OZETi VE ORNEK BiR
CALISMA

GUNTURKUN, Fatma
Yiiksek Lisans, Istatistik Bolimii
Tez Yoneticisi: Doc. Dr. Inci Batmaz

Ortak Tez Yoneticisi: Prof. Dr. Giuilser Koksal

Agustos 2007, 111 sayfa

Gilinlimiizde isletmelerin basarili olabilmesi i¢in sahip olduklar1 en dnemli unsur
bilgidir. Veri tabanlarinda saklanan veri kiimeleri bu bilgiye ulasirken kullanilan
onemli kaynaklardan biridir. Bu veri kiimelerinin ¢ok biiylik olmasi nedeni ile
analizlerinde kagimilmaz olarak veri madenciligi tekniklerinin kullanilmasi
gerekmektedir. Bu tezde oncelikle iiretimde kalite iyilestirme amagl veri madenciligi
tekniklerini kullanan galismalar1 igeren genis bir literatiir 6zeti sunulmustur. Daha
sonra Ornek bir ¢aligmada siiriicii koltugu kalitesi i¢in miisteri memnuniyeti verisi
analiz edildi. Miisterinin siiriicii koltugundan memnuniyetini etkileyen en 6nemli
degiskenlerin belirlenmesi i¢in karar agaglari yaklasimi uygulandi. Bu uygulamadan
elde edilen sonuglar diger bir ¢aligmada ayni veri kiimesine uygulanmis logistik

regresyon analizinden elde edilen sonuglarla karsilagtirildi.

Anahtar Kelimeler: Veri madenciligi, kalite iyilestirme, iiretim, logistik regresyon,

karar agaclari
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CHAPTER 1

INTRODUCTION

As long as knowledge is another name of power, organizations give much
importance to knowledge. When reaching this knowledge, they make use of the data
in their databases. Data is important since it provides them to learn from the past and
to predict future trends and behaviors. Today most of the organizations use the data

collected in their databases when taking strategic decisions.

The process of using the data to reach this knowledge consists of two steps as
collecting the data and analyzing the data. In the beginning, organizations face with
difficulties when collecting the data. So, they have not enough data in order to make
suitable analysis. In the long run, with the rapid computerization, they are able to
store huge amount of data easily. But at this time they face with another problem
when analyzing and interpreting of such large data sets. Traditional methods like
statistical techniques or data management tools are not sufficient anymore. Then, in
order to manage with this problem the technique called data mining (DM) has been

discovered.

DM is a new useful and powerful technology that supports companies to derive
strategic information in their databases. It has been defined as: ‘The process of
exploration and analysis, by automatic or semiautomatic means of large quantities of
data in order to discover meaningful patterns and rules” [1]. The expression meant by
meaningful patterns and rules is: easily understood by humans, valid on new data,
potentially useful and novel. Validating a hypothesis that the user wants to prove can
also be accepted as a meaningful patterns and rules. In sum, it is essential to derive

patterns and rules that help us to reach strategic and unimagined information in DM.



1.1 SCOPE OF THE THESIS

This thesis consists of two parts. In the first part, a comprehensive literature review
including the DM applications on manufacturing data is presented. First of all, the
articles published in the literature between the years 1995-2007 are searched. Then
we examine 80 articles which are in the scope of this study. To this end, a table was
prepared including the information about the main aim of the articles and the DM
process that they followed to reach that specified aim. In this table, the DM process
was mentioned in detail. It includes information about the quality tasks, DM tasks
and DM tools that are used in the articles. It also covers the information about which
manufacturing data was used, how it was collected, what the size and structure of
data is and how it was preprocessed. Later on, by using this table some summary
tables and graphs were derived. By those tables and graphs we see the connections
between the DM tools and DM tasks and also between DM tasks and quality tasks.
Additionally, there were also some graphs relating the number of articles published
and the number of each quality tasks studied in each year. Besides these, we searched
the thesis and dissertations published in the literature between the years 2002-2007.
And, we found three dissertations that are related to our subject. Then we
summarized information about these three dissertations at the end of the literature
review part of the study.

In the second part of this thesis, a case study on the analysis of customer quality
perception data for driver seat quality improvement is presented. The aim of this
study is to identify the most influential variables that affect the customer satisfaction,
and by this way providing a decision support to the company for a new design of an
optimal prototype of a driver seat. For this aim, the data which had been collected for
another ongoing study [99] was used. In that ongoing study [99], a face to face
questionnaire had been applied to one of the automotive company’s customers in
Turkey. Thus, the information about the customer satisfaction and the related factors
had been gathered from 80 customers. The decision tree approach was used to
determine the important factors regarding the deriver seat on customer satisfaction

from the driver seat. At the end of this case study, the results obtained from the
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decision trees was compared and discussed with the results obtained from the logistic

regression which was applied in the scope of another ongoing study [99].

1.1 OUTLINE

This thesis consists of six chapters. The first chapter is an introductory chapter in
which the definition and the importance of the DM are mentioned. In the second
chapter, some background information about the DM is presented. In addition, some
common DM tasks and techniques are explained, and the main steps of the DM
process are mentioned. At the end of the second chapter, some popular application
areas of the DM are presented. In the third chapter a comprehensive literature review
on DM techniques used in manufacturing data is introduced. Besides some summary
tables and graphs of the articles published on quality improvement in manufacturing
between the years 1995 and 2007 are presented. In the fourth chapter, materials and
methods used in this thesis are introduced. The software used in the case study, three
decision tree algorithms and the logistic regression technique are explained shortly.
In the fifth chapter a case study on the customer quality perception data for driver
seat quality improvement is presented. The DM process which starts with data
gathering, preprocessing and continue with modeling and checking the performance
of the developed models are mentioned in detail. In the final chapter, conclusion of

this study and the possible works that can be done in the future are presented.



CHAPTER 2
DATA MINING PROCESS, TECHNIQUES AND

APPLICATION

2.1 DM PROCESS

According to Fayyad DM refers to ‘a set of integrated analytical techniques divided
into several phases with the aim of extrapolating previously unknown knowledge
from massive sets of observed data that do not appear to have any obvious regularity
or important relationships’[7]. Another definition is, ‘DM is the process of selection,
extrapolation and modeling of large quantities of data to discover regularities or
relations that are at first unknown with the aim of obtaining clear and useful results
of the database’[7]. By using these definitions and harmonizing them, in this study
DM is considered as a whole process consisting of different steps where in each step
different DM techniques can be used. Then, several steps of the DM process and the
possible DM techniques that might be used in each step are tried to classify as
follows [3, 4, and 5].

1. Data gathering
i. Feature determination
ii. Database formation

2. Data preprocessing
i. Data cleaning
1. Missing data handling
[For example: Fill in missing value manually, Use a global
constant to fill in missing value, Use the attribute mean to
fill in missing value, Use the most probable value to fill in

missing value, Ignore the tupple or the attribute etc.]

4



2.
3.

i. Data integration

Outlier and inlier handling
Inconsistent data handling

iii.  Data transformation

1.

Smoothing,

2. Aggregation,
3.
4

Generalization,

Normalization of data

[For example: min-max normalization, z-score
normalization, normalization by decimal scaling etc.]
Attribute construction

Discretization and concept hierarchy generation

[For example: S-based techniques (DA etc.), NN-based
(SOM) etc.]

iv.  Data reduction

1.
2.

3.

4.

Data cube aggregation
Dimension reduction(Feature selection)
a. Feature wrapper
b. Feature filter
Data compression
[For example: Wavelet transform, S-based techniques
(PCA, FA etc.) etc.]
Numerosity reduction
[For example: S-based techniques(R, Histograms etc.),

Clustering etc.]

v.  Over sampling

3. Modeling

i. Predictive model

1.

Classification

[For example: S-based techniques(R, BC, LR etc.), DT-
based(OC1, ID3, CHAID, ID5R, C4.5 AND C5, CART,
QUEST, Scalable DT techniques, Statistical batch-based

DT learning etc.), NN-based (w.r.t. learning algorithm:
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backpropagation, Levenberg-Marquart; w.r.t. architecture:
RBF, Perceptrons, ARTMap BNN), R-based (Generating
Rules from a DT, Generating Rules from a ANN{
Rectangular basis function network }, Generating Rules
without a DT and ANN {PRISM, RST, FST etc.}),
Combining techniques (Integration of FST and RST, FAN,
EN, CC etc.), SVM etc.]

2. Prediction

[For example: S-based techniques (Parametric {MLR as
RSM, GLM as ANOVA, MANOVA, TM, NRM as
Generalized Additive Models, RR, BR, TSA as
exponential smoothing etc.}, Nonparametric {ANOVA as
Kruskal-Wallis, R, TSA as Moving average etc.}), DT-
based (ID3, C4.5 and C5, CART, CHAID, Scalable DT
techniques etc.), NN-based(w.r.t. learning algorithms:
Feedforward  Propagation,  backpropagation;  w.r.t.
architecture: RBF{RBF network as Gaussian RBF NN},
Perceptrons, BNN), R-based (Generating Rules from a
DT, Generating Rules from a ANN, Generating Rules
without a DT and ANN{PRISM}), CBR, FEMS, SVM,
Combining techniques (Modular ANN { FNN, Fuzzy
ARTMAP NN, ANFIS etc.}) etc.]

ii.  Descriptive model
1. Clustering
[For example: Hierarchical methods (Agglomerative,
Divisive), Partitional methods (Minimum spanning tree,
Squared error, K-means, Nearest neighbor, PAM, Bond
energy, GA, NN based {w.r.t. learning rule: Competitive
as SOM, LVQ etc.}, Non competitive (Hebian)), Rule-
based (Generating Rules from a ANN) etc.]

2. Summarization(Visualization and Statistics)



a.Visualization
[For example: S-based (Histograms, scatter plots, box
plots, pie charts, 3_D plots etc.) etc.]
b. Statistics
[For example: Descriptive statistics (mean, median,
frequency count etc.), Density estimation etc.]
c.Tables
3. Association
a. Basic methods
[For example: Apriori, Sampling, Partitioning etc.]
b. Advanced association rules method
[For example: Generalized association rules,
Multiple-level  association rules, Quantitative
association rules, Using multiple minimum supports,
Correlation rules etc.]
4. Optimization
[For example: S-based (TM, RSM), NN-based, GA, SA, SQP, Levenberg-
Marquardt method etc.]

S-based: Statistical based, DT-based: Decision tree based, NN-based: Neural network based, R-based:
Rule based, R:Regression, PCA:Principle component analysis, RBF:Radial basis function,
SVM:Support vector machines, CBR: Case based reasoning, GA:Genetic algorithms, SE:Subjective
and empirical approach, BNN:Bayesian networks, FAN:Fuzzy adaptive network, EN:Entropy
network, CC:Composite classifiers, TSA:Time series analysis, FEM:Finite element modeling,
GSA:Grey superior analysis, SA: Simulated annealing, SQP: Sequantial quadratic programming
method, DA: Discriminant analysis, CA:Correlation analysis, BC:Bayesian classification,
GLM:General Linear Models, NRM:Nonlinear regression models, RR:Robust regression
BR:Bayesian Regression, FA: Factor analysis, LR:Logistic regression, MLP:Multi linear perceptron,
LVQ: Learning vector quantization

2.2 MAINDATA MINING TASKS

There are different ways of distinguishing interesting patterns or trends in a huge
amount of data set which are called DM operations or tasks. In literature, there exist
different DM task categorizations. For instance, one is the categorization involving

Prediction, Classification, Clustering, Affinity Grouping or Association Rules and
7



Visualization and Statistics [1]; and another involving Classification, Regression,
Clustering, Summarization, Dependency Modeling, Change and Deviation Detection
[12]. There are also some other categorizations involving various classes as Outlier
Analysis and Text Mining [13]. We are mainly interested in the following DM tasks.
Optimization in the categorization does not exist in the literature. So that, we newly
defined this category. We defined it because although the papers commonly used
DM tools for optimization purposes, there were not any DM tasks suitable to this
case. The few rest that out of the scope of this study as Text mining, Web mining,
Spatial mining and Temporal mining or in the scope of this study but not studied in
the papers placed in the table as Affinity Grouping or Association Rules,
Visualization and Statistics are listed in the others part. The analyst can apply one or

several of them during the analysis on the dataset.

2.2.1 Data gathering and preprocessing

The first step of DM applications is data gathering. In this part, it is aimed to obtain
the right data. For this purpose, all the available data sources are examined then the
right data for the recent analysis is selected. It includes two steps: Feature
determination and database formation. In feature determination it is determined the
name of the variables whose data is collected. Whereas in database formation,

collected data is returned to database format.

The second step is data preprocessing. The goal of this step is to investigate the
quality of the selected data then transform in order to make it suitable for further
analysis. This part is important since real life data is incomplete, noisy and
inconsistent. Data preprocessing consists of data cleaning, data integration, data

transformation and data reduction.

Data cleaning deals with filling the missing values, detecting the outliers then
smoothing the noisy data and correcting the inconsistencies in the data. Methods for

missing values are listed in DM Process part. All of them have some advantages and



disadvantages respectively. For example, if tupple does not contain many missing
values ignoring the tupple is not an effective method. Similarly, filling in missing
value manually is time consuming. Although using a global constant to fill in the
missing values is a simple method, it is not recommended. Filling in missing values
with the most probable value is the most commonly used technique. Some methods
like regression and decision tree induction are also used in this technique [4].

Noisy data is another important problem if real life data is used. Noise is a random
error or variance in a measured variable. Clustering technique, scatter plots, box plots
are helpful for detecting the outliers. And, some smoothing techniques like binning
and regression are used to get rid of noise. Lastly, there may be inconsistencies in
data. It is due to error made at data entry or data integration. It may be corrected by

performing a paper trace [5].

Data integration is combining necessary data from multiple data sources like multiple
databases, data cubes, or flat files. Some problems may occur during the data
integration. To illustrate, if an attribute can be derived from another table it indicates
to redundancy problem. Another problem is detection and resolution of data value
conflicts. Since different representation, scaling or encoding can be used, for the
same entity, attribute values can be different in different data sources. As a
conclusion, we should be more careful in data integration in order not to face with

such problems.

Data transformation is changing the data into convenient form for DM analysis. It
includes smoothing, aggregation, generalization, normalization of data and attribute
construction. Aggregation is summarization of data and it is used when building a
data cube. An example of generalization is, changing the numeric attribute age into
young, middle-aged, and senior. Normalization is changing the scaling of the value
in order to be fall it within a desired range. Many methods are used for
normalization. Some of them are min-max normalization, z-score normalization and
normalization by decimal scaling. Attribute construction is building new useful

attributes by combining other attributes inside the data. For instance, ratio of weight



to height squared (obesity index) is constructed as a new variable so that it may be

more logical and beneficial to use it in analysis.

Data reduction is changing the representation of data so that its volume becomes
smaller while the information it includes is almost equal to the original data. It is
important since the datasets are huge and doing analysis on this data is both time
consuming and impractical. Methods for data reduction are listed in DM Process

part.

Data gathering and data preprocessing are parts of data preparation. It includes
choosing the right data then convert it into suitable form for the analysis. Data
preparation is the most time spent part of the DM applications. In fact, about half of
the time is spent in this part in DM projects. Much importance should be given to this

part if we do not want to come up with any problem during the process.

2.2.2 Classification

Classification is an operation that examines the feature of the objects then assigns
them to the predefined classes by the analyst. For this reason it is called as
“supervised learning”. The aim of it is to develop a classification or predictive model
that increases the explanation capability of the system. In order to achieve this, it
searches patterns that discriminate one class from the others. To illustrate, a simple
example of this analysis is to predict the customers or non-customers who had either
visited the website or not. The most commonly used techniques for classification are
DT and ANN. And, it is frequently used in the evaluation of credit demands, fraud

detection and insurance risk analysis [1].
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2.2.3 Prediction

Prediction is a construction of a model to estimate a value of a feature. In DM, the
term “classification” is used for predicting the class labels and discrete or nominal
values whereas the term “prediction” is mainly used for estimating continues values.
In fact, some books use the name ‘value prediction’ instead of ‘prediction’. Two
traditional techniques namely, linear and nonlinear regression (R/NLR) and ANN are
commonly used in this operation. Moreover, RBF is a newly used technique for

value prediction which is more robust than traditional regression techniques [1].

2.2.4 Clustering

Clustering is an operation that divides datasets into similar small groups or segments
according to some criteria or metric. Different from classification, there are no
predefined classes in this operation. So it is called as “unsupervised learning”. It is
just an unbiased look at the potential groupings within a dataset. It is used when there
are suspected groupings in dataset without any judgments about what that similarity
may involve. It might be the first step in DM analysis. Because, it is difficult to
derive any single pattern or develop any meaningful single model by using the entire
dataset. Clearly, constructing the clusters reduce the complexity in dataset so that the
performance of other DM techniques are more likely to be successful. To illustrate,
instead of doing a new sales company to all customers, it is meaningful firstly
creating customer segments than doing the convenient sales companies to the
suitable customer segments. Clustering often uses the methods like K-means

algorithm or a special form of NN called a Kohonen feature map network (SOM).
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2.2.5 Others

Affinity grouping is to find out what things go together whereas association rule is to
find interesting associations or correlation relations within the dataset. It is also
known as ‘market basket analyses’ since its most common application. It examines
the relationships between items in a single transaction. An example of this operation

is to find out the products sold at the same time.

Visualization and statistics give us information about where to start looking for and
explanation. They just simply describe what is going on in a complicated database.
They also provide us to distinguish the objects which are different from the general
behavior of the data. Histograms, scatter plots, box plots, pie charts and 3_D plots
are used for visualization. Some statistics like mean, median, frequency count etc.
are also used in this analysis. Lastly, these analyses have successful applications in
fraud detection [1].

There are also some advanced topics which are out of the scope of this thesis as web
mining, spatial mining and temporal mining. Web mining is mining of the World
Wide Web data which has a very huge size. There are several web mining tasks. One
classification of Web mining activities is Web content mining, Web structure mining
and Web usage mining [3]. Web content mining examines both the content of web
pages and the results of web searching. Basic content mining is a type of text mining.
It contains keyword searching, similarity measures, clustering and classification.
Web structure mining is used to classify Web pages or to create similarity measures
between documents. Web usage mining is the mining of Web usage data, or Web
logs which is a listing of page reference data. It is used for several aims. As an
example it analyzes the sequence of pages that a user accesses then makes a profile
about that user. It can also be used to identify the quality and effectiveness of the
pages of the site [3].

Spatial mining is the mining of the spatial data which have a spatial or location

component. Some examples of the spatial mining applications are in geographic
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information systems, geology, resource management, medicine and robotics. It is
used it to define the relationships with respect to direction. Several techniques that
appear in DM Process part can directly be applied to spatial data. But, there also are

some specific techniques and algorithms for spatial data mining [3].

Temporal mining is the mining of temporal data which includes multiple time points
rather than one time point. There are several examples of temporal data. The
information collected by satellites as images and sensory data, printouts of heartbeats
and several different brain waves are some of the examples of it. Mining of the
temporal data is a bit complicated. For instance, time series data can be clustered and
similarities are found. But finding the similarities between the two time series data is
a bit difficult. Association rules derived from temporal data include temporal aspects
and relationships. Temporal mining can also be used in the combination of the Web

usage and spatial mining.

2.3 MAIN DATA MINING TECHNIQUES

In DM operations, well-known mathematical and statistical techniques are used.
Some of these techniques are collected in some heads like S-based, DT-based, NN-
based and Distance-based. And the rest of them which are not covered with these
four heads are listed in the others part. Here we only mentioned the commonly used

or known techniques within these heads.

2.3.1 Statistical — based techniques

One of the commonly used S-based techniques is R. "Regression analysis is a
statistical technique for investigating and modeling the relationship between
variables"[101]
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The general form of a simple linear regression is

Vi =a+ pX +¢&

In this equation o is the intercept, f is the slope and £ is the error term, which is the
unpredictable part of the response variable y;. o and p are the unknown parameters to
be estimated. The estimated values of o and B can be derived by the method of

ordinary least squares as follows:

X0 = X)(Y; —Y)
p= >(% —X)?
and

a=y-pBx

Regression analysis must satisfy some certain assumptions. There assumptions are
predictors must be linearly independent, error terms must be normally distributed and
independent and variance of the error terms must be constant. If the distribution of
error term is different than normal distribution then the GLM which is a useful
generalization of ordinary least squares regression is used. The form of the right hand
side can be determined from the data which is called nonparametric regression. This
form of regression analysis requires a large number of observations since the data are
used both to build the model structure and to estimate the model parameters. Robust
regression is a form of regression analysis which circumvents some limitations of
traditional parametric and non-parametric methods. It is highly robust to outliers. If
the response variable is non-continuous then the logistic regression approach which
is mentioned in Chapter 4 is used [102].

ANOVA which stands for analysis of variance, is another well-known S-based

technique. “It is a statistical procedure for assessing the influence of a categorical

variable (or variables) on the variance of a dependent variable” [103]. It compares

the difference of each subgroup mean from the overall mean with the difference of

each observation from the subgroup mean. If there is more variation between-groups

differences, then the categorical variable or factor is influential on the dependent
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variable. One-way ANOVA measure the effects of one factor only, whereas two-way
ANOVA measure both the effects of two factors and the interactions between them
simultaneously. The F-test is used to measure the effects of the factors [104]. It must
satisfy some certain assumptions as independence of cases, the distributions in each
of the groups are normal and the variance of data in groups should be the same.
When the normality assumption fails, the Kruskal-Wallis test which is a

nonparametric alternative can be used [105].

2.3.2 Decision tree — based techniques

Decision trees are the tree shaped structures that are the most commonly used DM
techniques. Construction of these trees is simple. The results can easily be
understood by the users. In addition, they can practically solve most of the
classification problems. In a DT model, there are internal nodes which devise a test
on an attribute and branches show the outcomes of the test. At the end of the tree,
leaf nodes, which represent classes, take place. During the construction of these
trees, the data is split into smaller subsets iteratively. At each iteration, choosing the
most suitable independent variable is an important issue. Here, the split which
creates the most homogenous subsets with respect to the dependent variable should
be chosen. While choosing the independent variable, some attribute selection
measures like information gain, gini index etc. are used. Then, these splitting
processes according to the measures continue until no more useful splits are found.
In brief, DT technique is useful for classification problems and the most common
types of decision tree algorithms are CHAID, CART and C5.0. These algorithms are
mentioned in Chapter 4.
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2.3.3 Neutral network — based techniques

NN supports us to develop a model by using historical data that are able to learn just
as people. They are quite talented for deriving meaning from the complicated dataset

that are difficult to be realized by humans or other techniques. To exemplify,

W,

\ @\
W,
W;
W3 F
7
W, Ws

/

Ws |

FE

Figure 2.1 Example of a Neural Network Architecture

It simply consists of combining the inputs (independent variables) with some weights
to predict the outputs (dependent variables) based on prior experience. In Figure 2.1,
A, B and C are input nodes and they constitute the input layer. In addition, F is the
output node and constitutes the output layer. Moreover, in most of the NNs, there are
one or more additional layer between the input and output layer which are called
“hidden layers”. In the Figure 2.1, D and E are the hidden nodes and constitute a
hidden layer. The weights are also shown on the arrows between the nodes in the
same figure. Additionally, if we look at the strengths and weaknesses of this
technique firstly, it is more robust than DT in noisy environments. Then, it can
improve its performance by learning. However, the model developed is difficult to

understand. Moreover, learning phase may fail to converge. Input attribute value
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must also be numeric. As a result, NNs are useful for most prediction and
classification operations when just the result of the model is important rather than

how the model finds it.

Backpropagation is the most commonly used learning technique. It is easily
understood and applicable. “It adjusts the weights in the NN by propagating weight

changes backward from the sink to the source nodes” [3].

Perceptron is the simplest NN. In this architecture, there is a single neuron with
multiple inputs and one output. A network of perceptrons is called a multilayer

perceptron (MLP). MLP is the simple feedforward NN and it has multiple layers [3].

Radial basis function network is a NN which has three layers. In hidden layers
Gaussian activation function is used whereas in output layer a linear activation
function is used. Gaussian activation function is a RBF with a central point of zero.
“RBF is a class of functions whose value decreases (or increases) with the distance

from a central point” [3].

2.3.4 Hierarchical and Partitional techniques

Cluster analysis identifies the distinguished characteristics of the dataset, and then
divides it into partitions so that the records in the same group are similar and between
the groups are different as much as possible. The basic operation is the same in all
clustering algorithms. Each record is compared with the existing clusters then it is
assigned to the cluster whose centroid is the nearest. Later, centroids of the new
clusters are calculated and once again each record assigned to the new cluster with
the closest centroid. At each iteration the class boundaries, which are the lines
equidistant between each pair of centroids, are computed. This process continues
until the cluster boundaries stop changing. As a distance measure, most of the
clustering algorithms use the Euclidean distance formula. Certainly, nonnumeric

variables must be transformed in order to be used by this formula.
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Hierarchical clustering techniques can generate sets of clusters whereas partitional

techniques can generate only one set of clusters. So in partitional techniques user has

to specify the number of clusters. In an agglomerative algorithm, which is one of the

hierarchical clustering techniques, each observation is accepted as one cluster. Then

it continues to combine these clusters iteratively until obtaining one cluster. On the

other hand, in K-means clustering, which is one of the partitional clustering

techniques; observations are moved among sets of clusters until the desired set is
obtained [3].

2.3.5

Others

Genetic algorithm is an optimization type algorithm. It can be used for classification,

clustering and generating association rules. “It has five steps:

1.

2
3
4.
5

. Algorithm that applies the crossover and mutation techniques to P iteratively

Starting set of individuals, P.

. Crossover technique.

Mutation algorithm.

Fitness function

using the fitness function to determine the best individuals in P to keep. The
algorithm replaces a predefined number of individuals from the population

with each iteration and terminates when some threshold is met” [3].

This algorithm begins with a starting model which is assumed. Then using crossover

algorithms, it combines the models to generate new models iteratively. And, a fitness

function selects the best models from these. At the end, it finds the “fittest” models

from a set of models to represent the data.
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2.4 APPLICATION AREAS

Today main application areas of DM are as follows:

Marketing:

Customer segmentation
o Find clusters of ‘model’ customers who share the same

characteristics: interest, income level, spending habits, etc.

- Determining the correlations between the demographic properties of the

customers
= Various marketing campaign
- Constructing marketing strategies for not losing present customers
- Market basket analysis

= Cross-market analysis
o Associations/correlations between product sales

o Prediction based on the association information
- Customer evaluation

- Different customer analysis
o Determine customer purchasing patterns over time
o What types of customers buy what products

o ldentifying the best products for different customers
- CRM

- Sale estimation

Banking:
= Finding the hidden correlations among the different financial indicators

- Fraud detection
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= Customer segmentation
- Evaluation of the credit demands
- Risk analysis

- Risk management

Insurance:
- Estimating the customers who demand new insurance policy
= Fraud detection

- Determining the properties of risky customers

Retailing:
- Point of sale data analysis
= Buying and selling basket analysis

- Supply and store layout optimization

Bourse:
= Growth stock price prediction
= General market analysis

- Purchase and sale strategies optimization

Telecommunication:
= Quality and improving analysis
= Allotment fixing

= Line busyness prediction

Health and Medicine:

= Test results prediction
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= Product development
- Medical diagnosis

= Cure process determination

Industry:

= Quality control and improvement
o Product design
= Concept design
= Parameter design (design optimization)
= Tolerance design
o Manufacturing process design
= Concept design
= Parameter design (design optimization)
= Tolerance design
o Manufacturing
= Quality monitoring
= Process control
= Inspection / Screening
= Quality analysis
o Customer usage

= Warranty and repair / replacement
- Logistic

= Production process optimization

Science and Engineering:

Analysis of scientific and technical problems by constructing models using
empirical data
[11, 106].
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CHAPTER 3

DATA MINING APPLICATIONS ON

MANUFACTURING DATA

The environment in which the tools and labor are used to make things for use or sale
is called “manufacturing/process environment”. There are various types of these
environments. Two of them will be described in the following, namely dynamic
environments and discrete environments. An example of the dynamic environment is
the chemical process industry. It is dynamic because we can not divide the products
under process into different parts. Whereas the most common example of the discrete
environment is the parts industry in which we can divide the products in process to

different parts. There exist many common and different properties of them.

Our aim is to control the quality characteristics of the processes described above and
to keep the quality in the specified target levels. There may be some variations
around these target levels, and the most significant question here is to determine the
main reasons that cause these variations. We will call these reasons as the “causes of

variations”.

The first kind of these causes of variation is called the common or chance causes,
which are seen as normal under the usual manufacturing process. Actually these may
occur because of the natural reasons as the change in the temperature or humidity, or
they may be sourced from the changes out of the control of the factory as
technological or economical changes. The most remarkable property of these is that

they are not removable and seemed as an inherent part of the process.

The second kind of these variations is the assignable or special causes of variation.
These are originated from the faults of the process inside such as the faults of labors

and machines. More specifically the reasons may be the machine malfunctions, the
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misuse of the raw materials, operator mistakes, etc. The most significant property of
these is that these are controllable. Hence, the aim of the quality control techniques is

to determine and remove these types of causes.

Most of the industries in dynamic environments use automatic process control
systems. However in these environments the observation series which represent the
deviations from target can be autocorrelated. Since there are such difficulties, we will

only deal with discrete environments rather than dynamic processes.

In the discrete environments (and also in dynamic environments) there are lots of
quality control and improvement activities in usage. These are used in all stages of
product development, namely in product design, in manufacturing process design, in
manufacturing and in customer usage. At all of these cases different activities are
performed. In this study quality control and improvement activities that occur during
manufacturing stage is studied. These include quality monitoring, process control,

inspection/screening and quality analysis.

3.1 QUALITY CONTROL AND IMPROVEMENT ACTIVITIES

In both discrete and dynamic environments, various quality control and improvement

activities can be performed. These are explained in Table 3.1[100].

23



Table 3. 1 Quality control and improvement activities and methods

Quality control | Description of the activity Methods
Product and
developm improvement
ent stage activity
Product Concept design | Designer examines a variety of QFD, Pugh’s concept
design architectures and technologies for selection, TRIZ,

achieving the desired function of the
product and selects the most suitable
ones for the product. Involves innovation

to reduce sensitivity to all noise factors.

technological

forecasting, etc.

Parameter The best settings are determined for the Design of

design control factors, which yield desired experiments,
performance of the product no matter response surface
how common sources of variation modeling and
behave. During parameter design we analysis, ANOVA,
assume wide tolerances on the noise regression,
factors and assume that low-grade optimization
components and materials would be
used.

Tolerance If at the end of parameter design we Statistical

design cannot reduce sensitivity of the designto | tolerancing, cost

noise factors sufficiently, then we make a
trade-off between reduction in the
variability and increase in the
manufacturing cost. That is we
selectively reduce tolerances and
selectively specify higher grade material
in the order of their cost effectiveness.

Inclusion of a suitable compensation

analysis, etc.
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Table 3. 1 (cont’d.)

system such as a feedback control system
can be considered as a tolerance factor to

be optimized along with the component

tolerances.
Manufactu | Concept design | Similar to the concept design of QFD, Pugh’s concept
ring products. Involves innovation to reduce selection, TRIZ,
process unit-to-unit variation. technological
design forecasting, etc.
Parameter Similar to the parameter design of Design of
design products. experiments,
response surface
modeling and
analysis, ANOVA,
regression,
optimization
Tolerance Similar to the tolerance design of Statistical
design products. tolerancing, cost
analysis, etc.
Manufactu | Quality The goal is to recognize promptly the Statistical process
ring monitoring existence of an assignable cause, finding | control (control

the root causes and correcting for it.

charts), Principal
Component Analysis,

etc.

Process control

The goal is to send information about
errors or problems discovered in one step
to the next step in the process so that

variation can be reduced.

Methods of
compensating for
known problems such
as feedback control,

feed forward control,
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Table 3. 1 (cont’d.)

manual adjustments

Inspection /

Screening

All units produced are inspected
(measured) and the defective ones are

discarded or repaired.

Pattern recognition,

automated inspection

Quality analysis

Finding factors that significantly affect
quality, modeling relations between input
and output characteristics of quality, and
predicting what quality will be for a
given set of input parameters for
providing feedback to product/process
design (re-design) and other corrective

actions for quality improvement.

ANOVA, Regression,
Classification,
Clustering, Rule

Induction, etc.

Customer

usage

Warranty and
repair /

replacement

Compensate the customer for the loss
caused by a defective product through

warranty or repair or replacement

Replacement analysis
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In this thesis, it is focused on process parameter design (design optimization) and
quality analysis activities that occur during manufacturing for the purpose of quality
improvement. And, quality analysis activities are classified as follows:

Process and product quality description:

Reducing attributes/variables, which do not affect the quality significantly
- Simplifying the DM task by reducing the number of attributes/variables

- Ranking the attributes/variables to based on their significance

- ldentifying significant attributes/variables for quality

= ldentifying how low, medium and high yielding products are naturally

grouped in data

= Finding the most probable causative factor(s) that discriminate between low

yield and high yielding products

Predicting quality:

- Predicting one of the determinant of the quality for real outputs

Classification of quality:
- Classifying a quality characteristic of interest for nominal or binary outputs

- Classification of faults

Parameter optimization:

= Optimization of process/product parameters based on the learned

characteristics of the cases yielding highest quality.
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3.2 LITERATURE REVIEW

In this part of the thesis, a review of literature on the use of DM techniques for
quality improvement is presented. The aim of this study is to overview the DM
researches for quality improvement for the use of the academicians and practitioners.
We want to achieve this by presenting; which DM techniques were used for which
quality task, in which industries that these techniques were implemented, what type
of data was used in the DM applications for quality improvement. The scope of this
work is limited to manufacturing quality problems; predicting and classifying the
quality, process and product quality description and parameter optimization. Related
scholarly articles in the literature published between the years January 1995-
February 2007 are covered. The journals and databases given below were scanned
with the keywords “DM, quality, quality improvement, manufacturing, decreasing
failure-faults, Principle component analysis (PCA), regression (R), DT, ANN, rough
set theory(RST), Bayesian belief networks (BNN), genetic algorithms (GA),
clustering, support vector machines (SVM), multidimensional scaling keyword” and

some combinations of these words.

Journals:
= International Journal of Production Economics
- lIE Transactions
= Quality and Reliability Engineering International
= Quality Engineering
= Journal of the Operations Research Society
= Operations Research
- Management Science
= European Journal of Operations Research
- |EEE
= International Journal of Production Research
= Technometric

= Journal of Quality Technology
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Databases:

- EbscoHost - Academic Search Premier

- Emerald Management Xtra

- ENGnetBASE (E-Handbook, E-Dictionary)

- MathSciNet (Mathematical Reviews and Current Mathematical Publications)
= Oxford Online Journals

- SCOPUS

- Springer Lecture Notes

- Taylor & Francis Online Journals

- Web of Science - Science Citation Index Expanded 1945

Following the DM Process presented in section 2.1, studies in literature on DM
application are classified and presented in Appendix A. There exist 12 columns in
this table. In the first column, name/names of the researchers and the published date
of the articles are placed. In the second column, the main aim of the articles is
mentioned briefly. Then the name of the manufacturing or process where the
application is done is written. In the next column, data source and the numbers of
records which consist of train, test and verification data sets are appeared. In the fifth
column there exist the types and the number of the inputs whereas in the sixth
column there exist the types and the number of outputs. In the next column, the
software used in the implementations is presented. Later, quality tasks of the articles
are written. In the following columns, data collection methods, DM tasks and tools
are presented. And, in the last column results of the implementations whether they

are successful or not are shown.

Examining the table in Appendix A, one can conclude that the DM tools were most
commonly used in semiconductor manufacturing for quality improvement purposes
[19, 26, 36, 46, 67, 79 etc.]. There also exist applications in integrated circuit
manufacturing [58, 59 etc.], steel production [29, 31 etc.], plastic manufacturing [57,
69, 73 etc.] etc. [107]. Secondly, observational data was often used in the

implementation (Figure 3.1). Experimental data was collected by using different
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designs of experiment. Moreover, although output data is usually continuous or
binary types, there are different types of input data.

50

45

40 ~
35 +

30 ~

25 A

20 A
15 -
10

Observational Experimental Simulated

Figure 3.1 Source of the data used in articles

In Figure 3.2, it is seen that the number of articles published between January 1995
and February 2007 increase during the years. Especially, there are a lot of articles
published in years 2002 and 2006. Furthermore, there does not exist any article
which is in the scope of this study in 1995 and 1996. Therefore, we can reach a
conclusion that DM is a newly used method on quality improvement in

manufacturing.
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Figure 3.2 The number of articles using DM on quality improvements during the
years

In applications, different softwares as Neuro Shell Predictor, Qnet for Windows,
Neural Works Predict software package, Professional 11/Plus 2000, Rosetta 2005,
Fuzzy TECH etc. were used. For NNs, Matlab NN Toolbox was commonly used.
Besides, some programming languages as C, C++, and Visual Basic 5.0 were also
used for NNs. Moreover, several statistical package programs as SPSS, Minitab, SAS

and Statistica were also used in applications.

Additionally, Quality task/ DM task and DM task/ DM tool tables are derived in

order to see the relationship between them clearly.
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Table 3.2 Quality task/ DM task

DM Task

Quality
Task

Classification

Prediction

Optimization

Process/product
quality description

<\ Data compression

<\ Dimension reduction

<\ Clustering

Classification of
quality

S

Predicting quality

Parameter
optimization

Table 3.3 DM task/ DM tool

DM tool
DM task

DT-based

NN-based

R-based

CT

SVM

CBR

GA

SE

GSA

SA

SQP

Hierarchical

Partitional

Data compression

Dimension reduction

AN

Classification

ANTAN

Prediction

<\ <\ \ <\ S-based

ANRNAN

ANEANEN

Clustering

4

4

Optimization

4

4

4

4

4

S-based: Statistical based, DT-based: Decision tree based, NN-based: Neural network based, R-based:
Rule based, CT: Combining techniques, SVM: Support vector machines, CBR: Case based reasoning,

GA: Genetic algorithms, SE: Subjective and empirical approach, GSA: Grey superior analysis, SA:
Simulated annealing, SQP: Sequantial quadratic programming method, Hierarchical: Hierarchical
methods, Partitional: Partitional methods

In Table 3.3, DM tools are collected and presented in some general headings. These
headings and the DM tools under these headings are shown in Appendix B. If we
look the tables above, we see that most of the DM tools such as DT-based, NN-based
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and some of the traditional S-based techniques as R, PCA, etc. were used in
manufacturing quality problems. In data compression one of the S-based techniques
PCA was implemented. For dimension reduction purpose, besides S-based tools as
ANOVA, R, correlation analysis (CA) and nonlinear regression (NLR), DT-based,
NN-based and R-based tools as RST were also used in literature [e.g. 16, 17, 32, 49,
and 64]. Similarly, the S-based tools as R, NLR and ANOVA, DT-based, NN-based,
case based reasoning(CBR) and some combining techniques as fuzzy neural
networks (FNN) were the tools used for prediction [e.g. 20, 26, 40, and 70]. For
classification one of the S-based tools Naive Bayesian classifier, DT-based, NN-
based, R-based, combining techniques as composite classifiers (CC), GA and SVM
were implemented [e.g. 18, 23, 37, 44, and 51]. In clustering, partitional methods as
K-means and SOM, and hierarchical methods as agglomerative clustering were used
[e.0. 26, 29, and 46.] And lastly the S-based methods as RSM and TM, NN-based
methods, GA, SA and SQP were used for optimization purpose [e.g. 25, 30, 42, 50,
and 68].

Next, we draw a graph which shows the number of each quality tasks studied during
the years. According to the Figure 3.3, predicting the quality is usually the most
studied quality task in articles. Especially in year 2002 it is frequently studied. If we
look at the parameter optimization, we see that it is mostly studied in years 2001,
2003 and 2006. Similarly, classification of quality is most studied in years 2002 and
2005 whereas process/product quality description is in years 2002 and 2006.
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M Process/product quality
description

Figure 3.3 The number of each quality tasks studied during the years

Lastly, DM tools used for the categories of the quality tasks were drawn. In Figure
3.4, it is clearly seen that statistical based techniques were commonly used for
process/product description. Moreover we already know that predicting quality is the
most frequently studied DM task in the articles. And, according to the Figure 3.5, in
more than half of these studies NN-based methods were used. For classification of
quality, again NN-based methods were most commonly used which is seen in Figure
3.6. But this time, the usage of the other methods as DT-based, R-based and CT are
close to NN-based methods. And, according to the Figure 3.7 GA is the most often

used DM tool for parameter optimization.
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Figure 3.4 DM tools used for Process/product quality description
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Figure 3.5 DM tools used for predicting quality
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Figure 3.6 DM tools used for classification of quality

Figure 3.7 DM tools used for parameter optimization

In the last part of this study, some general information derived from the articles is
presented. One of them is, data types were generally changed by discretization [e.g.
16, 19 and 37] or the interval of the data was changed by normalization in order to
prepare the data for the analysis [e.g. 23, 94 and 95]. Another one is, S-based
methods and NN-based methods [e.g. 21, 35 and 56] or regression and DT-based
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methods [e.g. 17, 26 and 79] were commonly used together in order to see the
difference between the traditional statistical techniques and DM techniques.
Moreover, FST was often used in combination with NN-based methods [e.g. 20, 40,
52 and 72]. And, the last derived information is, after predicting or classifying the
quality by NN-based methods parameter optimization was usually done by GA [e.g.
28, 56, 58 and 76].

3.2.1 Thesis and dissertations on data mining applications on manufacturing

In this thesis, thesis and dissertations are searched between the years 2002 and 2007.
To this end, three dissertations are found which are in the scope of this thesis. The
first one was written by Stacey Lee Schertel in 2002 [95]. The purpose of that
research is to understand the possible uses of DM in the Textile Industry, specifically
in a spinning mill. Data was collected from a spinning mill operation. It was cleansed
and merged to create a data warehouse. In case study it is aimed to determine the
potential benefits afforded by using DM to analyze factors affecting process and
product quality in a spinning mill. Data used in that study consisted of 55 input and
one output variable. The number of records was 181. Data types of the inputs were
continuous and nominal and it was integer for output. Regression, decision tree and
neural network approaches were used. Besides, a new DM model was proposed by

Schertel which contains 6 major steps with 28 sub steps.

The second dissertation was written by David R. Forrest in 2003 [96]. The purpose
of that research is to build a model understanding the contributions of the
subcomponents of a large complex system to the performance characteristics of the
overall system. This model uses a top down approach to design the intermediate
variables summarizing the contributions of subsystems to a high-level system
variable. Each submodel estimates the variable of interest based on a set of predictor
variables. A high-level model, the metamodel, then combines the estimates from the
subsystems to produce an overall estimate of the variable of interest. Namely,

methodology include identifying the variable of interest and the subsystems,
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estimating the variable of interest from the each of the sub-systems, estimating the
variable of interest from the subsystem estimates and testing the resulting model.
And, the metamodel results are compared with principal components logistic
regression. Two types of the data were used in this research, one of which was
simulated and the other was observational data coming from the semiconductor
manufacturing plant. The aim of the case study is to find out the root causes of the
defect rate. In real data, eight data sets whose data sizes were quite different were
used to form submodels. Linear, generalized linear and logistic regression models

were used to form the submodels.

The last dissertation was written by Shital Chamanlal Shah in 2005 [97]. The
purpose of this research is mining noisy, temporal, and high dimensionality data in
medical and energy applications. Since the medical applications are out of the scope
of this research, only energy applications are mentioned. In these applications, the
alarm system was developed for detection and avoidance of water chemistry faults at
two commercial power plants. The proposed system consists of data preprocessing,
learning, knowledge base, prediction, alarm generation, and display modules. A
decision tree algorithm was applied and extracted rules from the preprocessed data.
This system effectively identified normal and faulty operating conditions for two

water chemistry systems.
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CHAPTER 4

MATERIALS AND METHODS USED IN THIS THESIS

4.1 SPSSCLEMENTINE

Clementine is a special program that created by SPSS for DM applications. It
provides us to use advanced modeling technology with easy use. It is useful for
organizations. It uses CRISP-DM methodology to improve decision making. It works
in tree steps as reading data, running the data and deriving the results. This pattern is
named as a data stream and applications are done by creating and modifying data

streams. Figure 4.1 shows an example of a simple stream.

— (3 —~ > — B

Yar. File Derive Select Tahle

Figure 4.1 A simple stream

Clementine’s visual interface is shown in Figure 4.2. It provides us to use data
sources as var. file, SAS file, excel and database. It includes modeling algorithms,
such as prediction, classification, segmentation, and association detection.
Additionally it covers some record operations as aggregate, sort, merge and some
field operation as filler, binning and reclassify. It also involves many graphs options.
And lastly, in output part, there are many options to evaluate our models, data and

results.
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Figure 4.2 SPSS Clementine 10.1 User Interface

4.2 C5.0 ALGORITHM

C5 algorithm is proposed by Ross Quinlan in 1998. It is an extension of C4.5
algorithm. It generates tree using the concept of information entropy. It uses the
normalized Information Gain which is difference in entropy to choose the best
splitting. Entropy(S) is the measure of how random the class distribution is in S
where S represents training data. During the construction of the tree, S divided into
subsets S;1, Sa2, S.3,...,.San. And the information gain of this splitting is then
computed as Entropy(S) — Entropy(Sal) — Entropy(Sa2) — ... — Entropy(San).

C5.0 has a number of improvements according to C4.5. Some of these are:
- Speed - C5.0 is significantly faster than C4.5 (several orders of magnitude)

- Memory Usage - C5.0 is more memory efficient than C4.5
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= Smaller Decision Trees - C5.0 gets similar results to C4.5 with considerably

smaller decision trees.

- Support For Boosting - Boosting improves the trees and gives them more

accuracy.

- Weighting - C5.0 allows you to weight different attributes and

misclassification types.

= Winnowing - C5.0 automatically winnows the data to help reduce noise.[10]

4.3 CLASSIFICATION AND REGRESSION TREES

The CART is a powerful method that provides us to predict or classify future
observations. It is introduced by Breiman et al. (1984). It recursively splits the
training records into two segments with similar output field values. At each step, it
examines the input fields to find the best split which is found by measuring the
reduction in an impurity index that results from the split. Both for the target and
predictor fields, data types can be range or categorical. All splits are binary. It works
successfully even though there are large number of fields and lots of missing values
in data. The same predictor field can be chosen several times at different levels in

the tree.

Different impurity measures are used depending on the type of the target type to find
the best split. Gini or twoing impurity measures are the ones used for symbolic target
fields. And for continuous targets, the least-squared deviation (LSD) method is used

automatically.

The Gini index g(t) at a node t in a CART tree is defined as,

Gt =2, p(iltpdlt)

j#i

where i and j are categories of the target field, and
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Here =(j) represents prior probability value for category j. Nj(t) is the number of
records in category j of node t and Nj is the number of records of category j in the

root node.

The Gini index takes its maximum value when the records in a node are evenly
distributed across the categories and it equals to 0 when all records in the node
belong to the same category.

The Gini criterion function (s, t) for split s at node t is defined as

CD(S,'[) = g(t)_ pLg(tL)_ pRg(tR)

where p_ is the proportion of records in t sent to the left child node, and pg is the

proportion sent to the right child node. The proportions p. and pg are defined as

pt)
Pe= o)
and
_p(tR)
P = o)

The split s is chosen to maximize the value of @(s, t).
The twoing index is based on splitting the target categories into two superclasses,

and then finding the best split on the predictor field based on those two superclasses.

The superclasses C1 and C2 are defined as

Co={i-p(ilt)=p(jlt:)}
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and
C,=C-C,
where C is the set of categories of the target field, and p(j|tr) and p(j|t.) are p(j|t), as

defined as in the Gini formulas, for the right and left child nodes, respectively.

The twoing criterion function for split s at node t is defined as

CD(S,'[) =P pR|:Z|p(J | tL)_ p(J ItR)|:|

i

where t_ and tr are the nodes created by the split s. The split s is chosen as the split

that maximizes this criterion.

The LSD measure R(t) is simply the weighted within-node variance for node t, and it

is equal to the resubstitution estimate of risk for the node. It is defined as

1
N (1) W, fi (y; — y ()

R(t) =

where Nw(t) is the weighted number of records in node t, w; is the value of the
weighting field for record i (if any), f; is the value of the frequency field (if any), y; is
the value of the target field, and y(t) is the (weighted) mean for node t. The LSD

criterion function for split s at node t is defined as

q)(S,t) = R(t)_ pLR(tL)_ pRR(tR)

The split s is chosen to maximize the value of @(s,t).
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4.4 CHI-SQUARED AUTOMATIC INTERACTION DETECTOR

The CHAID which is introduced by Kass (1980) is a highly efficient statistical
technique for segmentation. It works with all types of variables. It generates trees
where more than two branches can attach to a single node. It deals with missing

values by treating them all as a single valid category.

The statistical tests are used to identify significant predictors and optimal splits. F
test is used if the target field is continuous whereas a chi-squared test is used if the
target field is categorical. It merges values which are statistically homogeneous with
respect to the target variable. Also it keeps all other values that are heterogeneous.
Then it selects the best predictor to form the first branch in the decision tree. After
the splitting process, the resulting child nodes are made of a group of homogeneous
values of the selected field. At the end, after recursions this process terminates when

a fully grown tree is constructed.

4.5 LOGISTIC REGRESSION

Logistic regression is a statistical technique that classifies observations based on a set
of input fields. It is similar to linear regression. Linear regression works with
numeric target fields whereas logistic regression works with symbolic target fields.
Types of the data for input fields can be either symbolic or numeric. It generates a set
of equations that link the input field values with the probabilities associated with
each of the output field categories. These equations assign probabilities of
membership between observations and possible output categories. Then one of these
probabilities is the highest for a record. The category with the highest probability is

selected as the predicted output value.
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CHAPTER 5
CASE STUDY: ANALYSIS OF CUSTOMER QUALITY
PERCEPTION DATA FOR DRIVER SEAT QUALITY

IMPROVEMENT

5.1 DATASET

Data used in this study is obtained from the other ongoing study [99]. The aim of
gathering this data is to identify important factors in customer satisfaction from the
driver seat. In this way, costumers’ expectations and demands link with design and
some technical properties of the seat. And hence by identifying the necessary
improvable areas, more innovative and original designs can be developed for the
driver seats. The result of this study is very important since driver seat is the one of

the most important factors that affects both the driver comfort and buying decisions.

Data was gathered by questionnaire approach. Firstly one of the businesses,
activating in automotive sector, was selected. Then the project members worked
together with the staffs from different departments as design, marketing,
manufacturing and quality in order to improve the design of the driver seats. First of
all, they defined the profiles of the costumers by using the information from the
marketing and service departments. Then data was gathered from different costumer
profiles in some certain vehicle selling places and services. And some
anthropometric measures were taken and detailed face to face interviews were done

with the costumers.

Costumer segments to which the questionnaires were applied is shown in Table 5.1.
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Table 5.1 Costumer segments to which the questionnaires were applied

Costumer segments Categories Number of
people
Gender Man 77
Woman 3
Age interval <35 33
36-45 25
45> 22
Education Primary education 18
High school 29
Academy 9
University or graduate 24
Job Free job 30
Working in an institution 41
Others(retired and not workings) 9
Marriage Living with family 75
Living alone 5
Income <1500 26
1500-3500 37
>3500 17
User of the specified User or used before the specified vehicle | 53
vehicle or not Not used before 27
Function of the vehicle | Carry load 7
for the user Carry passenger 31
Carry both load and passenger 15
Weight(for men) <55 2
56-71 20
72-99 51
>100 7
Height(for men) <157 0
158-172 34
173-185 42
>186 4

The questionnaire used in this study is shown in appendix B. We can put there a
small part of the questionnaire because of the privacy agreement between the
business and the project group. It consists of five parts. In the first part there are
some questions about customers’ identity information. The questions in the second
part are about the usage aim of the customers to the specified vehicle. In the third
part customers’ desires and expectations is written and recorded. In the fourth part

there are some detailed questions about driver seat comfort, appearance and usage.
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And in the fifth part there exist customers’ anthropometrics measures which effect

driver seat comfort.

Data obtained at the end of the study consists of 89 column/fields and 80
row/records. One of the fields is our output field and it shows the satisfaction of the
customers from the driver seat. It takes values from one to seven. One represent
customer isn’t pleased with the driver seat whereas seven represents the highest
customer satisfaction. Most of our input fields are in binary type. And the others are

in nominal and interval types.

5.2 DATA PREPROCESSING

First of all we used the anomaly detection method to check whether there are outliers
in data or not. This method is one of the modeling node references in Clementine. It
implements clustering algorithms to find outlier cases. Method did not determine any

outlier observation.
Later the inconsistencies within the attributes were examined. For nominal and

ordered type variables, data was filtered and we checked whether there were any

spelling errors or not. And, for interval type values, box plots were used.
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Figure 5.1 Box plots of continuous variables

Box plots showed that there were some inconsistencies. Then we examine the data
and as expected we detect some spelling errors just as in the plots. For 25", 30", 31,
58" and 73™ surveys the values in question 81 was replaced with the corresponding
values in question 82. For the 27" survey, the value in question 86 was changed
considering the value in question 87. For the 49™ survey, the values in question 86
and 87 was changed. First surveys whose height is around 177,5 was taken. Then
from these, six surveys with question 88 having value between 55 and 60 was
chosen. And averages of the values in question 86 and 87 of these six surveys were
taken. Finally we filled the missing values in the 49" survey by using these averages.
In addition to these, for the first survey, values in 78", 79" and 80™ were entered
wrongly as 80", 79™ and 78" respectively, and then this fault was corrected.
Moreover a new variable was derived by using the values in question 8 and 9. We
gave one if a person uses the specified vehicle before, otherwise we gave zero. And,
hence we removed the variables 8 and 9. Later, we removed variables 17, 23, 25 and
75 because they all had some missing values since they added to survey after 30"

survey and there were some questions in the survey which follow similar pattern with
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them. In addition to these, we examined the variability in attributes and we removed
variables 19, 20, 21, 35, 40, 54, 57, 59, 61 and 62 since their variability is less.

After correcting the wrong spellings, we recognized that some variables had some
missing values. These are questions 11", 12" 13" 53 55" 56" 58" and 60™. The
common property of these questions is they all the questions that only answered by
the specified vehicle users. Then we coded the missing values with 0 for questions
11, 12, 13 and with 2 for question 53, 55, 56, 58, 60. By this way for these fields

these new codes represent the people who didn’t use this vehicle before.

5.3 DECISION TREE MODELING

In decision tree modeling we used five different train and test data. These data sets
were selected randomly with replacement method. All training data sets include 57
records whereas test data sets include 23 records. The records in levels are quite
different in our output field. For instance, there are only 3 records for level 3, 17
records for level 4, 5 records for level 5, 44 records for level 6 and 11 records for
level 7. And there are no records belong to the levels 1 and 2. For this reason, we
selected the records from each level randomly.

Moreover since some levels have small number of records and our data size is small
we also tried developing trees by combining some output levels. We derived two
more output fields. One of them includes three levels and the other includes two
levels. In the derived output with three levels; levels 3 and 4 were combined and
named as level 1; level 5 and 6 were combined and named as level 2 and level 7 was
named as level 3. And in the other derived output with two levels; levels 3, 4 and 5
were combined and named as level 1 and the levels 6 and 7 were combined and

named as level 2.

First of all, we constructed trees with the output field with seven levels in the original

data. We developed trees for the five training data sets using C5, CART and CHAID

algorithms and then test them with their test data. When constructing the trees we
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limited the minimum number of records in leaf nodes in order to prevent overfitting.
We chose this value as two since there are only two records for level three in data.

Otherwise we couldn’t see the rules related to that level.

The obtained correct prediction rates for the train and the test datasets and the levels
in the output field are shown in Table 5.2, 5.3 and 5.4. In tables there are also some
other performance measures as stability, ease of use, depth of tree and computational
efficiency. Here stability shows the performance of our model on both training and
test datasets. It is computed by the difference between the correct prediction rates of
the training and test data divided by the sum of these values i.e. (CRtr — CRyg) /
(CRtr + CRyg). Ease of use shows the number of rules generated to reach a certain
level of prediction accuracy, which reflects the tree size and complexity. Depth of
tree is the number of levels in the constructed tree. The computational efficiency is
the computation time that is spent by the algorithm to develop a model based on the
training data set. And in below parts of the table there are some averages and

standard deviations belong to the five replications/subsets.

Table 5.2 Results of the C5 algorithm for the output field with seven levels

C5 CORRECT PREDICTION RATE(%)
Overall | Level | Level | Level | Level | Level | Stabilit [ Eas | Dept | Computation
3 4 5 6 7 |y eof |hof [alefficiency

use |tree

Replicat | Train | 92,98 |100 |83,33 |100 |93,55|100 |051 |18 |9 1
lonl st (3043 |0 20 |0 38,46 | 33,33

Replicat | Train | 84,21 |100 |[100 (50 93,55 1375 10,23 11 |6 1

on2 et 5217 [0 40 |0 69,23 | 33,33

Replicat [ Train |84,21 |0 91,67 |100 |83,87|87,5 |0,66 12 |8 1
lon3 et (1739 [0 |60 |0 [7.69 |0

Replicat [ Train | 84,21 |0 91,67 [100 |87.1 |75 |042 |11 |9 1
lond et 3478 [0 20 |0 46,15 | 33,33

Replicat [ Train | 78,95 |0 83,33 |0 93,55 | 75 0,34 10 |6 1
lon5  Iest 13913 |0 60 |0 38,46 | 33,33

Avrg. | Train (84,91 (40 90 70 90,32 [ 75 0,43 12,4 (7,6 1
Test (34,78 |0 40 0 40,00 | 26,66

S, |Train |505 |54.77 |6.97 |44.72 456 |23.39 |016 |3.21|152 |0
Dev.  Iest (1268 [0 |20 |0 2203 (1491
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Table 5.3 Results of the CART algorithm for the output field with seven levels

CART CORRECT PREDICTION RATE(%)
Overall | Level | Level | Level | Level | Level | Stabilit [ Eas | Dept | Computation
3 4 5 6 7 y eof |hof |alefficiency
use |tree
Replicat | Train | 87,72 |100 |83,33 |75 |93,55|75 |022 |11 |6 5
lonl  IFest 15652 [0 40 |0 76,92 | 33,33
Replicat | Train | 80,7 |100 |75 |50 |93,55|50 [0,30 |9 |5 4
N2 1Fest [2348 [0 20 |0 61,54 | 33,33
Replicat | Train | 94,74 |100 |100 |75 |93,55|100 |0,33 |13 |6 5
on3  IFest [27.83 [0 20 |0 69,23 | 33,33
Replicat | Train | 85,96 |50 |100 |50 |93,55 625 |0.24 |11 |6 5
lond et (5217 [100 |0 0 76,92 | 33,33
Replicat | Train | 92,98 |0 91,67 |100 |100 |87,5 |046 |11 |6 5
lon5 et 3478 [0 20 |0 53,85 |0
Avrg. |Train |8842 |70 |90 |70 |9484 |75 [031 |11 |58 |48
Test |46,96 |20 |20 |O 67,69 | 26,66
Std. Train | 563 |44,72 |10,87 |20,92 |2,88 |19,76 |0,09 |1,41(045 |0,45
Dev.  [Test |836 |4472 14140 10,03 |14,91

Table 5.4 Results of the CHAID algorithm for the output field with seven levels

ICORRECT PREDICTION RATE(%)

CHAID |
Overal | Level | Level | Level | Level | Level | Stabi | Ease | Depth | Computati
| 3 4 5 6 7 |lity |of of tree | onal
use efficiency
Replica | Train | 82,46 |100 |66,67 |50 |93,55|75 |041 [17 |6 3
tionl et [32.78 |0 0 0 53,85 33,33
Replica | Train | 87,72 |0 100 |50 |9355(875 034 |15 |7 5
tion2 5o (4348 |0 20 6923 |0
Replica [ Train [85,96 [0 100 100 |75 0,21 |15 7 3
tion3 et (5652 |0 80 0 61,54 | 33,33
Replica | Train | 91,23 |0 100 |50 |100 |875 |040 |15 |7 4
tion4 et [39.13 |0 40 46,15 | 33,33
Replica [ Train 85,96 |100 91,67 96,77 | 75 0,48 |12 5 3
tion5 1o (3043 |0 20 [0 [30.77]3333
Avrg | Train 86,67 |40 91,668 [30 |96,77|80 0,37 |148 |64 |36
Test |40,87 |0 36 0 52,31 | 26,66
Std.  |Train |3,19 |54,77 |1443 |27,39 |3,23 |6,85 |0,10 |1,79 |0,89 |0,89
Dev.  Test [100L |0,00 [29.66 [0  |14,80 14,91
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After examining the results it is seen that any of the correct prediction rate of the
trees for test datasets is in the desired level. One of the reasons for this result is our
dataset is small. Another reason is there are some levels with zero cell or some levels
with very small number of frequency in the dataset. Hence the results obtained from
the developed trees aren’t reliable. But in order to see the relationships within the
data and able to compare results with the other results obtained from the two derived
outputs, we put the decision tree graph of the tree which gave the best result. If we
look at the averages of the different algorithms we see that CART algorithm gave
better results than the other algorithms. Then we added the decision tree graph of the
replication one which gave the best result for this algorithm to Appendix C (Figure
C.1).

Later on, we tried to develop trees for the derived output field with three levels. We
again developed trees for the five training data sets using C5, CART and CHAID
algorithms and then test them with their test data. And, we constructed trees by
choosing the minimum number of records in leaf nodes as two. The obtained results
are shown in Table 5.5, 5.6 and 5.7.
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Table 5.5 Results of the C5 algorithm for the output field with three levels

CORRECT PREDICTION RATE

C5 (%)
Overall | Level | Level | Level | Stability | Ease | Depth | Computati
1 2 3 of use | of tree onal
efficiency
Replication | Train 85,96 64,29 | 94,29 | 87,5 0,37 10 9 1
1 Test | 39,13 | 3333 | 50 | 0
Replication | Train 71,93 57,14 | 94,29 0,08 3 2 1
2 Test 60,87 16,67 | 92,86
Replication | Train 94,74 92,86 | 94,29 | 100 0,25 10 5 1
3 Test | 5652 | 50 | 7L,43 | 0
Replication | Train 92,98 92,86 | 94,29 | 87,5 0,32 11 9 1
4 Test 47,83 0 64,29 | 66,67
Replication | Train 84,21 78,57 | 97,14 | 37,5 0,28 7 6 1
> Test | 47,83 | 50 |57.14| 0
Average Train 85,96 | 77,144 94,86 | 62,5 0,26 8,2 6,2 1
Test 50,44 30 67,144 | 13,334
Standard Train 9,03 16,29 | 1,27 | 42,39 0,11 3,27 | 2,95 0,00
deviation e[ 847 | 21,73 | 16,45 | 29,815
73

Table 5.6 Results of the CART algorithm for the output field with three levels

CORRECT PREDICTION RATE

CART (%)
Overall | Level | Level | Level |Stability [Ease [Depth | Computati
1 2 3 of use |of tree |onal
efficiency
Replication | Train |87,72 85,71 [97,14 (50 0,29 9 5 4
1 Test |47,83 |50  |57.14 |0
Replication | Train 94,74 92,86 [94,29 |100 0,33 10 6 6
2 Test |47,83  |1667 |71,43 |0
Replication | Train 91,23 78,57 |[100 75 0,23 9 6 9
3 Test |5652  |16,67 |7857 |3333
Replication | Train ]91,23 92,86 [94,29 |75 0,35 10 6 6
4 Test 43,48 0 64,29 |33,33
Replication | Train 96,49 92,86 (97,14 (100 0,52 10 7 9
> Test 3043  |1667 42,86 |0
Average |Train |92,28 88,57 96,57 |80 0,35 9,6 6 6,8
Test 45,22 20,00 62,86 |13,33
Standard | Train |3,42 6,39 2,39 20,92 10,11 0,55 0,71 2,17
deviation e (953 |18.26 |13,74 | 18,26
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Table 5.7 Results of the CHAID algorithm for the output field with three levels

CORRECT PREDICTION RATE

CHAID (%)
Overall | Level | Level | Level |Stability [Ease [Depth | Computati
1 2 3 of use |oftree |onal
efficiency
Replication | Train |94,74 100 97,14 |75 0,37 15 7 4
1 Test 43,48 66,67 |35,71 (33,33
Replication | Train ]92,98 92,86 [97,14 |75 0,36 11 5 5
2 Test 4348 |50 |50 |0
Replication | Train |98,25 92,86 |100 100 0,43 14 6 5
3 Test 39,13 16,67 |50 33,33
Replication | Train ]91,23 100 91,42 |75 0,45 10 5 5
4 Test 3478 |0 57,14 |0
Replication | Train 96,49 100 94,29 |100 0,42 12 5 4
> Test 39,13 |50  |3571 |3333
Average |Train |94,74 97,14 196,00 |85 0,41 12,4 5,6 4,6
Test 40,00 36,67 |[45,71 ]20,00
Standard | Train |2,77 3,91 3,26 [13,69 |0,04 2,07 (089 (0,55
deviation e (364  |27,30 |9.58 | 18,26

The results show us that output field with three levels also couldn’t give any desired

conclusions. The reason of this is the records within the levels are again not enough

to reach reliable conclusions. But in order to able to see the derived relationships

within the data by using the output field with three levels, the decision tree graph of

the replication three in C5 algorithm is added to Appendix C (Figure C.2).

Up to now, we couldn’t reach any reliable conclusion. And lastly, we tried to build

tree for the output field with two levels. Here level one can be thought as not much

satisfaction and level two as so much satisfaction. The results obtained from the

constructed trees whose minimum number of records in leaf nodes is two, are shown
in Table 5.8, 5.9 and 5.10.
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Table 5.8 Results of the C5 algorithm for the output field with two levels

CORRECT
C5 PREDICTION RATE (%)
Overall | Level | Level | Stability | Ease |Depth | Computational
1 2 of use |oftree |efficiency
Replication [ Train |92,98 83,33 (97,44 (0,21 6 6 1
1 Test |[60,87 42,86 |68,75
Replication | Train | 96,49 94,44 (97,44 (0,19 9 6 1
2 Test |6522 |14,29 |87.5
Replication [ Train |92,98 88,89 (94,87 (0,21 7 4 1
3 Test |60,87 |57,14 |625
Replication | Train | 94,74 94,44 (94,87 (0,12 8 6 1
4 Test |7391 |2857 |93.75
Replication | Train [96,49 94,44 (97,44 10,13 7 6 1
5 Test |7391 |7143 |75
Average |Train |94,74 91,11 96,41 (0,17 7,4 5,6 1
Test |[66,96 42,86 |77,50
Standard | Train | 1,76 4,97 1,41 0,04 1,14 0,89 0,00
deviation 11659 22,59 | 12,96

Table 5.9 Results of the CART algorithm for the output field with two levels

CORRECT
CART PREDICTION RATE(%)
Overall | Level | Level | Stability [Ease | Depth |Computational
1 2 of use |oftree |efficiency
Replication | Train |92,98 77,78 |100 0,18 6 4 5
! Test |6522 |7143 |62,5
Replication | Train |92,98 83,33 [97,44 10,14 5 4 3
2 Test 69,57 42,86 81,25
Replication | Train [96,49 94,44 (97,44 10,34 7 4 3
3 Test |47,83 |57.14 |43,75
Replication | Train |92,98 83,33 |97,44 (0,18 6 4 3
4 Test |6522 |14.29 |87,5
Replication | Train [94,74 88,89 (97,44 10,12 7 6 4
5 Test 73,91 57,14 181,25
Average |[Train |94,03 85,55 (97,95 (0,19 6,2 4,4 3,6
Test 64,35 48,57 (71,25
Standard | Train | 1,57 6,33 1,14 0,08 0,84 0,89 0,89
deviation I 9.91  [2166 |18,01
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Table 5.10 Results of the CHAID algorithm for the output field with two levels

CORRECT
CHAID PREDICTION RATE(%)
Overall | Level | Level | Stability | Ease |Depth | Computational
1 2 of use |oftree |efficiency
Replication | Train | 100 100 100 0,28 11 6 4
1 Test |[56,52 57,14 |56,25
Replication [ Train | 96,49 100 94,87 10,16 8 6 2
2 Test |69,57 |2857 |875
Replication | Train | 96,49 94,44 (97,44 (0,26 7 4 3
3 Test |5652 |4286 |625
Replication [ Train |98,25 100 97,44 10,27 8 5 2
4 Test |5652 |14,.29 |75
Replication | Train [96,49 100 94,87 (0,26 8 8 3
> Test |56,52 |57,14 |56.25
Average |Train [97,54 98,89 (96,92 ]0,25 8,4 58 2,8
Test 59,13 40,00 |[67,50
Standard | Train | 1,57 2,49 2,15 0,05 1,52 1,48 0,84
deviation e 584  |18.62 |13,55

If we look at the averages of the correct prediction rates, for test data these values
reached to 60%. And it took its maximum in C5 algorithm which was 67%. The
decision tree graph of the replication three in C5 algorithm was seen in Appendix C
(Figure C.3). Although 66% is not so high, it shows that the results obtained from the
output with two levels can give us some considerable information about what affects

customer satisfaction.

All analyses show that our data isn’t enough to analyze customer satisfaction in
detailed levels. By using this data we only draw general frontiers of customer
satisfaction or no satisfaction. And we can identify influential variables on customer

satisfaction.

After deciding to examine customer satisfaction in two levels, we redrew the tree
using entire dataset. We used C5 algorithm because it gave us the best results in
replications. And we limited the number of records in leaf nodes as four. The
generated tree can be seen in Appendix C (Figure C.4). The rules derived from the

three are shown below. There exist support and confidence level of the rules in
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parenthesis. Here, support shows us the number of records that the rule covers and
confidence indicates how much percent of those records were predicted truly.

Rules for 1 - contains 5 rule(s)

Rule 1 for 1.0 (4; 0,75)
% if Soru33 = 1.0 and Soru43 = 1.0 and Sorul3in [ 0.000 1.000 ] and Soru22 =
1.0 and Soru7 in [ 1.000 2.000 ] and Soru27 = 0.0 and Soru80 <= 31.6 then 1.000
Rule 2 for 1.0 (6; 0,667)
% if Soru33 = 1.0 and Soru43 = 1.0 and Sorul3in [ 0.000 1.000 ] and Soru22 =
1.0 and Soru7 in [ 3.000 ] then 1.000
Rule 3 for 1.0 (5; 1,0)
% if Soru33 = 1.0 and Soru43 = 1.0 and Sorul3in [ 0.000 1.000 ] and Soru22 =
0.0 then 1.000
Rule 4 for 1.0 (7; 0,714)
% if Soru33 = 1.0 and Soru43 = 0.0 then 1.000
Rule 5 for 1.0 (10,127; 0,79)
% if Soru33 = 0.0 then 1.000

Rules for 2 - contains 3 rule(s)

Rule 1 for 2.0 (12; 1,0)
% if Soru33 = 1.0 and Soru43 = 1.0 and Sorul3 in [ 0.000 1.000 ] and Soru22 =
1.0 and Soru7 in [ 1.000 2.000 ] and Soru27 = 1.0 then 2.000
Rule 2 for 2.0 (6; 1,0)
% if Soru33 = 1.0 and Soru43 = 1.0 and Sorul3in [ 0.000 1.000 ] and Soru22 =
1.0 and Soru7 in [ 1.000 2.000 ] and Soru27 = 0.0 and Soru80 > 31.6 then 2.000
Rule 3 for 2.0 (29,873; 1,0)
# if Soru33 = 1.0 and Soru43 = 1.0 and Sorul3 in [ 2.000 3.000 ] then 2.000

The C5 algorithm generated eight rules by using seven input variables. The input
variables Soru33, Soru43, Sorul3, Soru22, Soru7, Soru27 and Soru80 were chosen
from the model as the most influential variable on customer satisfaction. The variable

Soru33 shows whether a customer can easily reach the mechanism which adjusts the
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back of the driver seat or not. The variable Soru43 shows whether the roughness of a
driver seat is appropriate or not. On the other hand, the variable Sorul3 represents
how frequently the customer uses that specified vehicle. In the variable Soru22, it is
questioned that whether the back of the seat supports the customers’ waist or not.
The variable Soru7 represents the income range of a customer whereas Soru27
represents the expectation of a customer from the head of the driver seat to show a
relaxing effect on head of the customer. And lastly, the variable Soru80 is the length
of the customer’s arm above the elbow. Five rules were extracted for level 1 whereas
three rules were extracted for level 2. All rules have a sufficient support and
confidence levels. We can accept Rule 5 for level 1, and rules 1 and 3 for level 2,
whose both support and confidence levels are very high, as the most powerful rules
generated by the model. Overall correct prediction rate of the model is 91, 25%. At
the same time correct prediction rates for level 1 and 2, which are shown in Table
5.11, are also high.

Table 5.11 Coincidence Matrix for C5 model (rows show actuals)

1.000000 | 2.000000

1.000000 25 0

2.000000 7 48

If we interpret the rules, the customers in the high level income group are less
satisfied with driver seat. So before the new design of a driver seat, the expectations
of the high level income customers can be collected. Then some extra properties
might be added to the driver seat considering these expectations. Furthermore, the
customers who frequently use or do not use the specified vehicle before are less
satisfied with driver seat. This shows the design of the driver seat isn’t suitable for
the long usage. Similarly, the business can identify the problems that customers face
with when using this vehicle frequently, and solve these problems in their new
designs. The other information is the customers with arm length above the elbow is
under 31,6¢cm are less satisfied. Then we can do further analysis to find the problems

of that people whose this anthropometric measure is in this interval.
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Moreover, gains charts, which are the visual evaluation tool which shows the
performance of a specified model on predicting particular outcomes [9], are drawn.
According to these charts we can say that the performance of the model is good for
level 1 and 2. Because the gains achieved by the models are very close to the best
line. These gain charts are illustrated in Figure 5.2 for level 1 and in Figure 5.3 for

level 2.
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Figure 5.2 Gain chart of C5 model for the hit level ‘1’
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5.4 LOGISTIC REGRESSION MODELING

The logistic regression modeling was used to check and compare the results of the
decision tree modeling. This was already implemented in the ongoing study [99]. So
that we use the results obtained from that study. In Table 5.12, 5.13 and 5.14, there
exist some entries showing the results of the logistic regression results.

The stepwise procedure was used to develop the model. As it can be seen from Table
5.12, there are nine input variables in the model. All of them appear in the main
effects. According to the Table 5.13, the overall model was found to be significant
(Pearson = 0.549, Deviance = 1). And, the Pseudo R-Square statistics are also very
high (Cox and Snell = 0,545, Nagelkerke = 0,777, McFadden = 0,651). From Table
5.14, we see that all the model parameters were found to be significant. The correct
prediction rate of the generated model is 83,75% which is smaller than the decision

tree model.
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The input variables Soru43, Soru33, 13-2, Soru7, Soru42, Soru24, std85, std76 and
Soru27 were selected by model as the most important variables. The variable 13-2
actually represents the variable Sorul3. In decision tree algorithms the levels within
the variables which are in ordered or nominal type can be combined automatically.
But in logistic regression users have to combine them. Here, 13-2 is the variable
which is obtained by combining some of the levels of the variable Sorul3. Moreover
the variables std85 and std76 show the standardized form of the variables Soru85 and
Soru76.

Table 5.12 Step summary table of logistic regression modeling

Step Summary
Model Fitiing Criteria | Effect Selection Tests
Action || Effect(s)

Model -2 Log Likelihood || Chi-Squaredah) |df | Sig.
Step0 | 0 ||Entered || Intercept 85.02
Stepl | 1 |Entered ||Sorud3 75.97 12.001 | 1.001
Step2 || 2 |Entered ||Zoru33 64.15 13672 1 (.000
Step 3 || 3 |Entered (132 56.78 6.638 | 1)].010
Stepd | 4 |Entered || Sorul2 49 649 79930 1.005
Step 5 || 5 |Entered || Zoru? 45.32 4234 1].038
Step6 | 6 |Entered || Sorudl 41.389 38740 1)).049
Step 7 || 7 |Entered ||Zoruld 3854 2928 | 1)|.087

8 |Entered | std35 35.23 34720 1)).062
Step §

9 |Rernoved | Soru2l 36887 La47 | 1].229
Step (10 |Entered || std76 33.30 3231 1)) 072
Step 10 |11 |Entered || Soru27 30.30 2884 | 1)|.089
stepwize Method: Forward Stepwise
a. The cli-square for entry 15 bazed on the score test.
b. The chi-square for remnowal is based on the likelihood ratio test.
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Table 5.13 Performance measures of logistic regression modeling

Model Fitting Information

Likelihood Ratio Tests

Model Fitting Criteria
Model -2 Log Likelihood Chi-Square || df | Sig.
Intercept Only 26.924
Final 30,297 56,626/ 9 .000

Goodness-of-Fit

Chi-Square |df | Sig.

Pearson

50080 162 549

Deviance

30,207 |62 1.000

Pseudo R-Square

Cox and Snell | 545

Nagelkerke |.777

McFadden || 651

Table 5.14 Parameter estimates of logistic regression modeling

Parameter Estimates

95.0% Confidence Interval for Exp(B)

B || Std. Error |Wald ||df | Sig. | Exp(B)
Soru63_2(a) Lower Bound Upper Bound
Intercept 3.517 2200|2556  1.110
[13_2=1.000000] 4.147 1.456 |8.112 ) 1[.004 6i3.215 3644 1096, 648
[13_2=2.000000] 1/§3)] 0
Sorud -3.158 1,382 |5.218 || 1|.022 |4.25E-002 2.83E-003 639
[Soru27=0.000000E+000] | 1.382 1183 | 2,533 1[.111 6.570 647 fi6.731
[Soru2?=1.000000] 11{4)] 0
1.000000
Soru33 -5.079 1.831 | 7.696 | 1|.006 |6.23E-003 1.72E-004 425
Sorud2? -4.055 1787 |5.147 || 1)|.023 | 1.73E-002 5.21E-004 576
Sorud3 -6.015 2.022||8.845 | 1.003 || 2.44E-003 4 64E-005 129
Soru? 2393 1.143 14.382 || 1 [.036 10.945 1.165 102.863
std76 -1.046 B85 | 2528 | 1127 .351 0.17E-002 1.347
std8s 1.101 5200|4.482 | 1(.034 3.008 1.085 8,337

a. The reference category is: 2.000000.

b. This parameter is set to zero because it s redundant.
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5.5 FINDINGS AND DISCUSSION

In the case study, logistic regression and decision tree methods were implemented. If
we examine the results of the two methods, we can see the similarities between them.
The variables Soru43, Soru33, Sorul3, Soru7 and Soru27 are commonly seen in both
of the models. And the magnitudes of the effects are also same in the models. Correct
prediction rate of the logistic regression model (83,75%) is smaller than the decision
tree model (91,25%). 63 of the records were predicted correctly by both of the two
models. Similarly 2 records were predicted wrongly by both of the two models. 4
records predicted wrongly only by decision tree model whereas 6 records predicted
wrongly only by logistic regression model. 4 records couldn’t be predicted in logistic
regression but it was truly predicted in decision tree model. And one record couldn’t

be predicted in logistic regression and wrongly predicted by decision tree modeling.

Decision trees are the models which include both the main effects and the interaction
effects of the variables. In small samples, they are useful for investigating the
relationship within the data. And they can be used to identify the influential
variables. Whereas in big samples, they are useful for both determining the important
variables and prediction/classification of the quality. Because this time we can divide
the dataset, then we obtain train and test data which both include sufficient number
of records. Then we can confirm the accuracy and the power of our model by using

test data.

On the other hand, logistic regression is a more advanced and accurate technique for
small samples. It can be used for both determining the important variables and
classification of the quality. When predicting the class of a new record, it gives us the
probability of being of that record in the predicted class. By this way we can know
the accuracy of our classification. Similarly it also gives us the significance level of

the selected variables.

In conclusion, in small samples we can think decision trees as initial analyses before

the logistic regression. We can use them to get some general information about the

data. Especially, they can be very useful when there are too many input variables
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which are also the case in our study. Moreover decision trees can be helpful to
combine the levels of the categorical input variables. In our decision tree model, the
levels 0 and 1 within the variable Sorul3 were combined automatically. If we look at
the results of the logistic regression, we see that the same levels were combined in
Sorul3. So we can think it also as another beneficial pre-information about the data.
However in big samples or when the number of the levels within the output field is
high, decision trees can be more preferable than the logistic regression. The reason of
this is interpretation of the decision tree models is easy whereas the logistic

regression is hard and complicated.
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CHAPTER 6

CONCLUSION AND FUTURE WORKS

In this thesis a comprehensive literature review of DM applications in quality
improvements is presented. There is very little information about DM and its usage
in a manufacturing environment in today’s literature [96]. One contribution of this
research is exploring that in which industries DM is used and in which quality
improvement studies in those industries it is used up to now. Therefore we are able to
determine the industries not used in DM studies and techniques which are not
implemented up to now. And this presentation of the incomplete areas will be a guide

for the future researchers.

Moreover there is an extended table in Appendix A for the people who want to look
for detailed information about the articles. In this table information about the data
and software used in articles and the DM processes followed in the articles can be
found. On the other hand there isn’t much information about the data preprocessing
part of the DM process in the articles. This is because this part isn’t mentioned in
detail in the articles, even not mentioned in some of them. Whereas this part is the
most time consuming and important part of the DM studies as mentioned in the DM
sources. Hence in this thesis we emphasize that this part should have been explained

in a more detailed manner.

In the second part of this thesis a case study approach is used to see how DM can be
used in the customer satisfaction from the driver seat. In the case study the data
which is obtained from another ongoing study [99] was gathered by questionnaire
approach. We applied decision tree to this data in order to see the most important
variables on the design of the driver seat. So we can think the decision tree modeling
as an initial modeling. We choose this technique because it is suitable to the

characteristics of our data and it is very user friendly. Also, it can quickly derive
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simple rules which can be interpreted easily. Because of these properties this
technique is very acceptable and desirable by the firms.

In the case study C5.0 which is a popular algorithm used for classification is
implemented. Then a model which has a correct prediction rate of 91,25% is
generated. This model extracts meaningful rules. And the rules have high support
and confidence level. At the end we identify seven input variables by using this
model. These variables are the factors which should be considered by the firm while

designing the seats.

After these we apply logistic regression to confirm the results obtained from the
decision trees. We choose logistic regression because it is one of the traditional
parametric statistical approaches. And it has been commonly used in manufacturing
up to now. We take the results of the logistic regression from another ongoing study
[99]. In the model constructed in the scope of that study, there are nine variables
which are found to be significant. All of these variables appear in the main effects.
The correct prediction rate of this model is also 83.75%. Five of the variables in the
model are same with the decision tree modeling. As a consequence we can say that

two models support each other.

Possible future work of this case study is modeling the significant input variables
respectively. For instance in logistic regression modeling Soru33 is chosen as an
important variable on customer satisfaction. This variable shows whether a customer
can easily reach the mechanism which adjusts the back of the driver seat or not. Then
by choosing this variable as an output variable we can describe the people who
couldn’t reach the mechanism which adjusts the back of the driver seat. For example
after the analysis we get information as “Tall people couldn’t reach the mechanism”.
By this way we can have a result as the firm should have a design which also
satisfies the tall people. As a result, like in this example the other variables can be

analyzed for further interpretations.
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APPENDIX B

SAMPLE OF THE QUESTIONAIRE

BOLUM I
sorul: Cinsiyetiniz?
Erkek [ ] (1) Kadin [ ] (2)
soru2: Yasiniz?
18-20 L] @
21-25 0 @
26-30 N E)
31-35 L1 @
36-40 HENG)
41-45 L] (6)
46-50 HENG)
51-55 ] (8
55 ve lizeri )

soru?: Ailenizin/sizin toplam aylik geliriniz?

1500 YTL nin alt1 ] 1)
1500-3500 YTL arasinda ] @)
3500 YTL’nin iistii L1 @
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BOLUM 11

1. sorul3:Araci hangi siklikla kullanacaksiniz / kullaniyorsunuz?
Tiim giin boyunca siirekli [] 1)
Giin icerisinde ihtiyacim olduk¢a [ ] (2)
Nadir olarak (haftasonu ve tatillerde)[ ]  (3)

4, soruld: Ayni segmentte / benzeri bir ara¢ kullandiniz mi1?
Evet [] 1) Markas1 /Marklart:
Hayrr [ ] 0)
BOLUM IV

1. soru22:Koltuk arkalig1 belinizi yeterince destekliyor mu?

Evet [] (1) Hayir [_](0)

2. Koltuk baslhigindan beklentileriniz nelerdir?
Soru26:Carpma aninda basi korumasi[_| = isaretli ise (1) degil ise (0)
Soru27:Basi1 dinlendirme [ ] = isaretliise (1) degil ise (0)

3. Koltuk ayar mekanizmalarina rahatlikla erigebiliyor musunuz?
Evet []
Hayir ]
Hangi ayarlar?
Soru31:ileri-geri ayar1
Soru32:Yiiksekli ayar1

-> isaretli ise (0) degil ise (1)
- isaretli ise (0) degil ise (1)
- isaretli ise (0) degil ise (1)
-> isaretli ise (0) degil ise (1)
- isaretli ise (0) degil ise (1)

Soru33:Koltuk arkas1 ayari
Soru34:Bel destegi ayari

Ddodo

Soru35:Baslik ayar1

4. soru43:Koltuk uygun sertlikte mi?
Evet [ ](1) Hayir [ ] (2) Neden?
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5. soru63:Koltuk hakkindaki genel diisiinceniz nedir?

Cok Kotii | Kotii | Biraz Kotii | Normal | Biraz iyi | Iyi Cok lyi
(1) () ©) (4) ®) (6) (7)
23. Koltukla ilgili iyilestirme 6nerileriniz nelerdir?
BOLUM 1V
Viicut Elde edilen
Olgiileri Aciklama olgiimler
Soru76:
agirlik
Soru77:
boy
Soru80: kol dirsekten 90 derece biikiildiigii zaman
ust kol omuzun dis ucundan dirsede kadar olan
uzunlugu | mesafe
Soru81: parmaklar diizglin olarak uzatildiginda
el bilekten orta parmak ucuna kadar olan
uzunlugu mesafe
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APPENDIX C

DECISION TREES
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FR-SoruGl

i Mode 0

| Category % rg:

|| 3000 2500 2|k

|| 4.000 21.083 12|}
5.000 7o1s 4

= 5.000 54386 31

|| 7.000 194035 =
Total 100000 57|

1.000 D.DDU:l Z.000
Mode 1 Mode &
Category % n Category % n|
= 3.000 25000 2 = 3000 o.oon o
LX) 25000 2 LEY] 0,403 10
5.000 5000 2 5.000 4082 I
L] 0.0on 0 = 5 gon 62265 31
W7 000 25.000 2 = 7000 12245 6
Total 14038 8 Total 25965 40
= | =
Sorudl? Sori.l34
0.000 1.000 D.D:DD 1.000
Hode 2 Hode 7 Hode @ Mode 10
Category & n Categony & n Categony K3 n Categony & |
G000 33333 2| |™ 3000 0000 0 3000 o.0m 0 o o000 0.000 0
= 4000 FAF33 2| |™ 4000 0000 0 = 4000 100,000 3 = 4000 15217 7
S.000 3333 2 S.000 o.oo0 o S.000 0.oo0 0 S.000 4348 2
M 5 oon ooo0 o |®soon oooo o |®E.000 0000 0 L] 67391 31
7000 0.000 of |™ 7000 100.000 2 =7 o00 0.000 0 = 7000 13.043 6
Total 10526 6 Total 2.500 2 Total 6263 3 Total 20.702 46
=l =
Soru3 Soruf
1.000 2.000; 3.000 1.000; 2.000; 3.000:: <4.000; 5.000; 7.000 G.000; 5.000
Mode 2 Hode 4 Hode 11 Hode 20
Category % n Cateqory & n Category & n Category % n
= 3000 100000 2 = 3000 o.oon o =3 .000 o.oon o = 3000 o.oo0 o
LEY] ooon of |®4000 A0.000 2 LEY] 15008 7 LEY] noon o
5.000 0.000 0 5.000 S0.000 2 S.000 4545 I 5.000 0000 0
G000 0000 O] |™E.000 0.ooo 0 G000 70455 31 G000 0.0on o
= 7000 0000 0 W7 000 0.oon o W 7000 Q9.001 4 = 7000 100000 2
Total 2500 2 Total TO01E 4 Total TT.192 44 Total 2500 2
| = | E
Sorudl Sorud
0.000 1.000 <= 1'.i‘.400 = 17400
Hode 5 Hode & Mode 12 MHode 13
Category & n Categony & n Categony K3 n Categony & |
= 3000 0.oo0 o = 3000 o.oo0 o = 3000 0.ooo 0 = 3000 o000 0
= 4000 o000 of |®4000 100000 2 = 4000 FEO000 3| |™ 4000 10,000 4
S.000 100000 2 S.000 o.oo0 o S.000 0.oo0 0 S.000 S.000 2
= & 000 ooo0 o |=®soo0 oooo o |®E.000 25000 1| |®™ @000 75.000 30
W7 000 a.000 of |® 7000 0.000 0 W7 000 0.000 of |®7F.o00 10,000 4
Total 3509 2 Total 3808 2 Total T01E 4 Total FOATE 40
=
Soru7d
<= 49:.100 = 40,100
Mode 14 Mode 17
Category % n Category % n
= 3000 0000 0 3000 0.0 0
= 4000 6656 2 = 4 000 S0.000 2
S.000 z2.7ve 1 S.000 25000 1
W 5000 80556 29 NG 000 25000 1
W 7000 11.111 4 o7 000 o.0o0 0
Total 62152 26 Total TaoiE o4
| = =
Sorus6 Sonuis
<= Qll 850 3 Ql|.850 0.000 1.000
Hode 15 Hode 16 Hode 13 Hode 189
Category & | Categony & n Category & n Category &
= 3000 o.oo0 o =3 .000 o.oon o = 3000 o.oon o = 3000 o.ooo o
LEXTT] G061 z| |®4.000 0.o0a 0 Ll el Ti] 100000 2| |®4.000 0000 0
5.000 3030 1 5.000 0.o0n 0 5.000 0000 0 5.000 S0.000 1
o 5000 84042 28 M 5.000 jecicicic B | W 5000 o.oon o L] S0.000 1
W7 000 G051 2| |M7.000 GE.GET LR e]11] 0000 o |=7.o00 0.000 0
Total 57895 33 Total 5263 3 Total 3.508 2 Total 38508 2

Figure C. 1 Decision tree of CART algorithm for output field with seven levels
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$C-Sonus3_t

Hode 0
Category % of:

Big00 24561 14)
Hz000  61.404 35
3000 1403 8

Ttal 100,000 &7

Sonudd

1.000 0.000

Hode 1 Hode 13
Category % n Category % n
1000 18893 10| |®1.000 93246 4
7000 65992 35| |M2.000 1754 1)
3.000 15.115 8 3.000 0.000 0

Total 02957 82 Tatal T84

[ ©
Sonuld
0.000; 1.000; 3.000 2.000
Hode 2 Hode 11
Category % i Category % i
By000 3230 B 1000 0.000 0
Bro00  B1201 18 B0 7T f6
3.000 G467 2 ) R E
Total S4261 31 Total 38,506 12
B | =
Soni74 SonH
1 .D|IJD 0.000 1.000 0.000
Mode 3 Hode 8 Hode 12 Hode 17
Category % n Category % n Category % n Category % n
Bioo0 2647 7 Bioo0 G000 3 B 000 0000 o) | =000 0000 0
Bioo 7300319 B3 000 0.000 o Broo0 8333315 |Mioo0 25000 A
3.000 0.000 0 3000 40000 2 3.000 16667 2 3000  TAO0Q 3
Total 45,439 36 Total ] Total 31579 18 Total T0ME 4
. [ © [ ©
SoniZ4 SoruT2 Sond
1.000 0.000 1.000 0.000 1.000 0.000
Hode 4 Hode 7 Hode 9 Hoda 10 Hiode 13 Hode 16

Categony % n Category % n Cateqory % n Cateqony % n Category % n Category % i
B 000 14334 3| |®1000 80000 4| |®4.000 0000 0| |®1000 100000 3| |™9.000 0000 0] |®1.000 0.000 0
Bi000  B5AEG1E| (M2o00 20000 1| |®Z.000 0000 0| |®z000 0000 0 |Mzo0p 50000 3| (MZ2000 100000 12

3.000 0.000 0 3.000 0.000 0 3.000 100000 2 3.000 0.000 0 3000 0000 3 3.000 0.000 10

Tatal WA Total 87T 4 Tatal 34609 2 Tatal 5263 3 Total 10,526 f Tatal 2105312

= | k]
Sonig SonTh

4= 17.300 H 1?|.3IJU 4= 8|5 A0 85800

Hiode § Hoide fi Hoda 14 Hiode 15
Category % n Category % n Category % n Category % n
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Figure C.2 Decision tree of C5 algorithm for output field with three levels
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Figure C.3 Decision tree of C5 algorithm for output field with two levels
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Figure C.4 Decision tree of C5 algorithm using entire dataset
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