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ABSTRACT

USING LEARNED AFFORDANCES FOR ROBOTIC BEHAVIOR DEVELOPMENT

Doğer, Mehmet Remzi
M.Sc., Department of Computer Engineering
Supervisor: Asst. Prof. Dr. Erol Şahin

September 2007, 66 pages

“Developmental robotics” proposes that, instead of trying to build a robot that shows intelligence once and for all, what one must do is to build robots that can develop [47]. A robot should go through cognitive development just like an animal baby does. These robots should be equipped with behaviors that are simple but enough to bootstrap the system. Then, as the robot interacts with its environment, it should display increasingly complex behaviors. Studies in developmental psychology [63, 28] and neurophysiology [56, 27, 3] provide support for the view that, the animals start with innate simple behaviors, and develop more complex behaviors through the differentiation, sequencing, and combination of these primitive behaviors. In this thesis, we propose such a development scheme for a mobile robot.

J.J. Gibson’s concept of “affordances” [33] provides the basis of this development scheme, and we use a formalization of affordances [13] to make the robot learn about the dynamics of its interactions with its environment. We show that an autonomous robot can start with pre-coded primitive behaviors, and as it executes its behaviors randomly in an environment, it can learn the affordance relations between the environment and its behaviors. We then present two ways of using these learned structures, in achieving more complex, voluntary behaviors. In the first case, the robot still uses its pre-coded primitive behaviors only, but the sequencing of these are such that new more complex behaviors emerge. In the second case, the robot uses its pre-coded primitive behaviors to create new behaviors.
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CHAPTER 1

INTRODUCTION

“Developmental robotics” is a new approach to “building” intelligent machines [47]. It proposes that, instead of trying to build a robot that shows intelligence once and for all, what one must do is to build robots that can develop. An artificial agent (a robot) should go through cognitive (and sometimes also physical) development just like an animal baby does. These robots should be equipped with sensors, actuators, and behaviors that are simple but enough to bootstrap the system. Then, as the robot interacts with its environment, it should go through developmental stages during which it displays increasingly complex behavior, develops its own symbol system, conceptual world, and learns to use its actuators and sensors more effectively.

Think of a baby that tries to reach out and make grabbing movements in every random direction when it is first born. These reaching-out and grabbing actions are simple innate behaviors that bootstrap the system in order to make the baby interact with its environment, and develop as a result of these multiple interactions [28]. In time, the baby will discover the situations in which the grabbing behavior has some real predictable effect, and it will be able to use these behaviors in a controlled and goal-directed manner, instead of making useless grabbing attempts in random directions.

A developing robot should also start with simple unintentional behaviors. Using these behaviors it should be able to interact with its environment and gather information about this interaction: information about the environment, its own body, and the things that it can consistently change in the environment using its body. Then, with increasing experience, it should be able to execute its behaviors voluntarily to achieve specific goals. It should also be able to demonstrate novel behaviors, or enriched versions of its primitive behaviors, as a result of this development. In the end, this development should have the effect of adapting the robot’s behaviors to its environment, and gradually increasing the robot’s performance.
Objectives and motivation

The objective of this thesis is to propose and implement a development scheme for an autonomous mobile robot. That is, starting from a set of simple pre-coded behaviors/actions, through interaction and experience, we aim to realize a transition from these unintentional behaviors to intentional voluntary behaviors for the robot. This development should also result in demonstration of novel/enriched behaviors that are different from the pre-coded existing behaviors.

On a more conceptual level, our objective is to contribute to the view which suggests that robots, just like human beings and other animals, should go through a developmental process, where they shape their “intelligence” through their own experience.

In MACS project \(^1\) we aimed to build a robot control architecture that learns, perceives, and uses affordances. The affordance concept, borrowed from psychology, provides us with a tool to think about the problems of robotics in terms of agent-environment interactions. In proposing the behavioral development of a robot through its interactions with the world, we also place the affordance concept at the core of our study. Using affordance representations and our formalization of the concept, the robot learned generic relations about its behaviors and its interaction with the world.

Relation to other work and contributions

This is the third in a series of theses, that used affordances to attack different problems in robotics.

In \([81]\), Uğur made a robot learn the “traversability” affordance in an environment. In this study, the features in the environment that specify if a specific behavior of the robot will succeed or not was learned by the robot. Using these learned structures, the robot was then able to traverse in an environment successfully, perceiving the affordances of the objects.

In a second study \([7]\), Çakmak used the learned affordance relations for the problem of planning. Based upon the learning structure of Uğur’s, Çakmak used an extended version of the affordance formalization \([13]\) where the robot learned the effects of its own behaviors along with the features in the environment that support these behaviors and effects. Çakmak then mapped these learned structures to the conventional planning structures of pre-condition, action, and post-condition, and investigated how good the robot performs in terms of planning.

\(^1\)http://www.macs-eu.org/
In this thesis, we will investigate the problem of \textit{behavior development}, using the learned affordance structures. Different from the previous work, we will investigate how new behaviors can emerge through the learning of affordance structures and the usage of pre-coded behaviors.

We still do not know the exact mechanisms of behavioral development in animals/humans (please see Chapter 4 for a discussion). But one way one can achieve “new” behaviors through innate primitive behaviors is through the use of these primitive behaviors in a \textit{sequential} and \textit{simultaneous} manner. In the development scheme we propose, our robot will start with primitive behaviors, and during its interactions with the environment, it will learn generic \textit{affordance relations}, which will then be used in the \textit{sequential} and \textit{simultaneous} execution of the primitive behaviors, so that our robot displays a more “intelligent” new behavior. By \textit{sequential} execution we mean the execution of the primitive behaviors one after another. In the case of \textit{sequential} execution, the robot will be executing only one of its primitive behaviors in an instant, but the sequencing of these behaviors will demonstrate a higher-level behavior. By \textit{simultaneous} execution we mean the execution of multiple of the primitive behaviors at the same instant, and a blending of them. In the end we will see that, our robot is able to discover behaviors that it has never seen or experimented with before, and that are different from the primitive behaviors that it has been trained with. The benefit is that, these “new” behaviors will improve the robot’s performance in situations where the primitive behaviors are not good enough.

In the next chapter we will first introduce our key concept, “affordances”, and give some brief information about the affordance-related studies in robotics. Then we will present various formalizations for the concept of affordances. Next, the studies related to “behavioral development” in psychology, neuroscience, and also in robotics will be presented. We will discuss these studies and see what they can offer to our study. Then we will present the experimental framework for our study. The next chapter will present our development scheme, how we implemented this on our robot, and our results. Lastly, we will conclude with a discussion of the results.
CHAPTER 2

AFFORDANCES

Animals perceive the world around them. They do this to act accordingly in that world. In this perceptual process they use the information coming through their sensors, and this information guides the animal’s actions. Perceiving the world and acting accordingly is key to an animal’s survival.

But what is in this perceptual information? Animals use perception for selecting and guiding their actions; but does the perceptual information directly specify which actions to execute to the animal? Or is it the case that the perceptual information includes only a valueless description of the world outside which is then subject to the animal’s interpretation, and only as a result of this interpretation an action can be selected?

2.1 Ecological approach to perception and “affordances”

J.J. Gibson, an influential psychologist of the 20th century and founder of the school of ecological psychology, believed that the perceptual information includes the action information [33]. According to this view, we perceive the environment in terms of affordances. Affordances are action possibilities in the environment that are directly specified to the agent acting in it through some variables in the perceptual data. Since these perceptual variables are action possibilities they are directly relevant for the agent’s behaviors in that environment. Some simple examples can be given: a rigid, horizontal surface affords walking on it; a small stone affords throwing; an opening wider than one’s shoulder width affords passing-through it; etc.

Beginning from his early studies Gibson identified certain “meanings” inherent in the environment that helped the perceiver to act accordingly [40]. These meanings were specified through certain optical variables. For instance, in his studies on the aircraft pilots at the
American army during the Second World War, he exemplified such an optical variable: *the optical center of expansion*. Gibson argued that the point in the visual field of a pilot, from which the picture seems to flow out, was an indicator of the direction of the plane. Gibson claimed that this point and its position relative to the horizon was an important optical variable that is *meaningful* for the behavior of the pilot. The point was that, there are certain optical variables that are directly meaningful for the behavior in a way that requires no more mental inference or calculation. It is sufficient just to pick the optical variable. In our case, it is sufficient for the pilot to perceive the difference between the optical center of expansion and the horizon, for a safe flight. This line of thinking later evolved into what we today called “affordances”.

Although Gibson used the word “affordance” as early as 1966 [32], he proposed a definition for the term only in his last book in 1979:

> The affordances of the environment are what it offers the animal, what it provides or furnishes, either for good or ill. The verb to afford is found in the dictionary, but the noun affordance is not. I have made it up. I mean by it something that refers to both the environment and the animal in a way that no existing term does. It implies the complementarity of the animal and the environment. (J.J. Gibson, 1979/1986, p. 127)

According to the theory of affordances, for an animal there is no need to make further processing of its perception in selecting the proper actions in its perceived environment. To perceive means to know which actions are possible. What is in perception is not valueless/meaningless descriptive data. Rather, it *directly* specifies which actions to execute, what the environment *affords*, without a need for further interpretation. This is known as *direct perception*. Quoting from J.J. Gibson himself:

> “The perceiving of an affordance is not a process of perceiving a value-free physical object to which meaning is somehow added in a way that no one has been able to agree upon; it is a process of perceiving a value-rich ecological object.”

(J.J. Gibson, 1979/1986, p. 140)

This approach to perception implies a very tight perception-action coupling. Classical approach to perception separates the selection of action processes from those of the perceptual processes. In this classical view, first perceptual data are retrieved, using these data a mental model of the actual world is built, and then according to this mental model proper
actions are taken. On the contrary, J.J. Gibson believed that perceptual and motor processes are highly intertwined. In accordance, perceptual data and action data are also coupled.

J.J. Gibson’s approach also implies a tight ecological coupling between the animal and its environment, hence the name ecological psychology. If perceptual information was simply a description of the world outside, it would point only one way: the environment. But in ecological approach, the perceptual information includes something about the animal too; the action. In this sense what is in perception points both ways: to the environment and to the animal. As a result, one should examine the animal-environment ecological system as a whole, and should not isolate either of them. In this sense, J.J. Gibson was very critical of laboratory experiments in psychology of perception, since the subjects (animals/humans) in these experiments were highly isolated from their natural environments.

2.2 Affordance-related research

After J.J. Gibson introduced the term, affordances has been the subject of many scientific studies. While most of these were studies of experimental psychology, other scientific disciplines such as neuroscience, design, and robotics have also shown interest in the subject.

2.2.1 Psychology

In psychology, the affordance related research mainly continued under the school of ecological psychology. These were studies that investigated the mechanisms of affordance perception; they tried to understand how affordances appear and disappear in the environment, what are the relations of affordances to the physical world behind, and how these relate to the animal’s own body.

A pioneer work in this aspect is [82], where Warren studied the perception of the affordance of stair-climbing. In this work, the mechanisms underlying the perception of this affordance, and the natural basis of the affordance categories “climbable-unclimbable” were investigated.

In the study, using a biomechanical model, Warren first found the critical stair height (in terms of its ratio to leg-length) needed to be able to climb a stair. After this, in the experiments he conducted with human subjects, he showed that the transition between the perceptual categories of “climbable” and “unclimbable” was happening at the same ratio (of stair-height/leg-length) predicted by the biomechanical model. He named the points where the transitions of these perceptual affordance categories took place critical points. Critical
points have \( \pi \) values that are essentially ratios between an environmental measure and a bodily measure. In this study it was the ratio between the stair-height and the leg-length of the subjects.

Warren did not just find the critical points, but he also found the optimal points for the action using his biomechanical model. Optimal points correspond to the values of the ratio between the stair-height and leg-length, such that the action (here, climbing) can be executed with minimum energy consumption. Again in the experiments conducted using human subjects, he showed that the optimal points computed using the biomechanical model correspond to the "preferred stair-height" judgments of the human subjects.

In summary, in this study [82] Warren investigated the natural basis of the perceptual affordance categories, and expressed these in terms of critical points and optimal points. He claimed that these critical and optimal points (ratios) are constants within a species, and perception of affordances becomes possible through the use of these values. This method of using critical point and optimal point values in expressing affordances has also been used in other subsequent studies, e.g. [83, 51], and opened the way to express affordances using numerical values.

Mechanisms of affordance perception have been investigated in many similar studies for different actions. In [51], Mark points that the perception of surfaces that afford "sitting on" is related to the ratio of the surface height to the subject's leg-length. Similarly, in [83] Warren and Whang show that for walking through apertures, the aperture-to-shoulder-width ratio gives the critical and optimal points for the affordance.

In summary, these experiments aimed to show that animals (mostly human) can perceive whether a specific action is do-able or not-do-able in an environment. This implies that, what we perceive is not necessarily objects (e.g. stairs, doors, chairs), but the action possibilities (e.g. climbable, passable, sitable) offered by the environment. These experiments are characterized by two main points: taking the ratio of an environmental measure and a bodily measure of the human subject; and, based on the value of this ratio, making a binary judgment about whether a specific action is do-able or not.

The first point indicates how the experimenters interpreted affordances. Since affordances were roughly defined as the properties of the environment taken relative to the organism acting in it, the goal was to show that the ratio between an environmental measure and a bodily measure of the organism have consequences for behavior. This ratio must also be perceivable, so that the organism is aware of this measure which, in a way, determines the success of its behavior. Thus, this relativity of environmental properties was incorporated into
the experiments simply as a division operation between two metrics, one of the environment
and one of the organism. From a conceptual point of view, this is a crude simplification
of the relation between the properties of the organism and the environment that comprise
an affordance, but for the particular actions and setups used in the experiments, it seemed
sufficient.

2.2.2 Neurophysiology and neuropsychology

A set of findings of neurophysiological and neuropsychological research that is also associated
with the idea of affordances came from studies on *mirror* and *canonical neurons* which were
discovered in the pre-motor cortex of the monkey brain. During experiments with monkeys
[64] (later similar findings were also found for human subjects [21]), mirror neurons fired both
when the monkey was grasping an object, and when the monkey was watching somebody
else do the grasping. These findings implied that the same neurons were used both ways: for
the execution of an action as output of the system, and also for perceiving that action as an
input to the system [25]. Their discovery supports the view that says action and perception
are closely related. These neurons, which are located in the premotor cortex of the monkey
brain, are thought to be responsible for the motor activation of actions like grasping and
holding.

Rizzolatti and Gentilucci [65] discovered that canonical neurons, normally considered
to be motor neurons for grasping actions, would fire when the subject does not execute a
grasping action, but only sees a graspable object. Their activity on such a purely perceptive
task that included an object that affords that particular action the motor neurons were
responsible for, indicated that they may be related to the concept of affordance. The resulting
conclusions are interestingly similar to those of the ecological approach:

“This process, in neurophysiological terms, implies that the same neuron must
be able not only to code motor acts, but also to respond to the visual features
triggering them. . . . 3D objects, are identified and differentiated not in relation
to their mere physical appearance, but in relation to the effect of the interaction
with an acting agent.” ( [24])

Similar results were found when subjects were doing a highly cognitive task such as ‘imag-
ing’ that they are doing a grasping action [34]. Again the motor neurons were activated,
showing that the neural circuitry that is used for motor activations are also utilized during
a cognitive task such as ‘imagining’.
In [37], Humphreys showed that, when presented with a tool, some patients, who lacked the ability to name the tool, had no problem in gesturing the appropriate movement for using it. According to Humphreys, this suggested a direct link from the visual input to the motor actions that is independent from more abstract representations of the object, e.g. its name. In another study that Humphreys presented, two groups were shown object pictures, non-object pictures and words. One of the groups was asked to determine if some actions were applicable to what had been presented. The other control group was asked to make size judgments. The brain activities in both groups were compared using functional brain imaging. It was observed that a specific region of the brain was activated more in the first group who were to make action judgments. It was also seen that this specific region was activated more when the subjects were presented with pictures of the objects rather with than the name. This showed that action related regions of the brain were activated more when the visual input was supplied, rather than just naming it. All these findings suggest that there is a strong link between perception and action in terms of neuropsychological activity.

2.2.3 Design

The concept affordance has influenced other, seemingly unrelated, disciplines as well. One of these is the Design domain. The concept was introduced to the Design community by D. Norman’s popular book, *Psychology of Everyday Things* (POET) [57]. In his book, D. Norman discussed the perceptual information that can make the user aware of an object’s affordances. In this context, he defined affordances as follows:

“... affordance refers to the perceived and actual properties of the thing, primarily those fundamental properties that determine just how the thing could possibly be used.”

Unlike J.J. Gibson however, D. Norman was interested in how “everyday things” can be designed such that the user can easily infer what they afford. He analyzed the design of existing everyday tools and interfaces, identifying design principles. In this respect, his discussion of affordances deviated from the Gibsonian definition of the term [52]. In [58], D. Norman writes:

“The designer cares more about what actions the user perceives to be possible than what is true”.
Since POET, the term affordance has been used in many ways in the Design community, some in the sense that D. Norman introduced, some being more loyal to J.J. Gibson’s definition, and others deviating from both of these and using the term in a totally new way [52].

In a later article [58], D. Norman, uncomfortable with the misuse of the term in the Design community, distinguished between “real affordances”, indicating the potentials in the environment independent from the user’s perception, and what he calls “perceived affordances” stating:

“When I get around to revising POET, I will make a global change, replacing all instances of the word ‘affordance’ with the phrase ‘perceived affordance’.”

2.3 Affordance-related work in robotics

The concept of affordances is highly related to autonomous robot control and it has influenced studies in this field. We believe that, for a proper discussion of the relationship of the affordance concept to robot control, the similarity of the arguments of J.J. Gibson’s theory and reactive/behavior-based robotics should first be noted [1].

The concept of affordances and behavior-based robotics emerged in very similar ways as opposing suggestions to the then dominant paradigms in their fields. J.J. Gibson constructed his theory based on criticism of the then dominant theory of perception and cognition, which favored modeling and inference. Likewise, behavior-based robotics was motivated by criticism of the then dominant robotic architectures, which favored modeling and inference. This parallelism between the two fields suggests that they are applications of the same line of thinking to different domains (p. 244, [1]; [18]).

Opposing modeling and inference, J.J. Gibson defended a more direct relationship between the organism and the environment and suggested that a model of the environment and costly inferential processes were not needed. In a similar vein, behavior-based robotics advocated a tight coupling between perception and action. Brooks, claiming that “the world is its own best model”, suggested an approach that eliminated all modeling and internal representation [5].

J.J. Gibson suggested that only the relevant information is picked up from the environment, saying “perception is economical”. In robotics a behavior is a sensory-motor mapping which can often be simplified to a function from certain sensors to certain actuators. In this sense, the perceptual part of a behavior can be said to implement direct perception by
extracting only the relevant information from the environment for action, without relying on modeling or inference. Such a minimality is also in agreement with the economical perception concept of the affordance theory.

As discussed above, most of the concepts within affordance theory are inherently included in reactive robotics. The behaviors should be minimally designed for the task, taking into account the niche of the robot’s working environment and the task itself. This is in agreement with the arguments of ecological psychology. Some roboticists have already been explicitly using ideas on affordances in designing behavior-based robots. For example, Murphy [54] suggested that robotic design can benefit from ideas in the theory of affordances such that complex perceptual modeling can be eliminated without loss in capabilities. She studied three case studies and drew attention to the importance of the ecological niche in the design of behaviors. Likewise, Duchon et al. [18] benefited from J.J. Gibson’s ideas on direct perception and optic flow in the design of behaviors and coined the term ecological robotics for the practice of applying ecological principles to the design of mobile robots.

The use of affordances within autonomous robotics is mostly confined to behavior-based control of the robots, and its use in deliberation remains a rather unexplored area. This is not a coincidence, but a consequence of the shortfalls in J.J. Gibson’s theory. The reactive approach could not scale up to complex tasks in robotics, in the same way that the theory of affordances in its original form was unable to explain some aspects of perception and cognition.

Recently a number of robotic studies focused on the learning of affordances in robots. In these studies, affordance learning is referred to as the learning of the consequences of a certain action in a given situation [22, 74, 73], or learning of the invariant properties of environments that afford a certain behavior [49].

MacDorman [49], extracted invariant features of different affordance categories. In his study, the invariant features are defined as image signatures that do not vary among the same affordance category but vary among different affordance categories. However, his affordance categories were defined in terms of internal indicators, such as tasty, poisonous, and were not directly related to the actions.

In a recent study [61], an artificial agent is used to represent the state of the world internally as behavioral affordances and goals. For each action in its repertoire, the agent has outcome predictors that correspond to preconditions for the action, and outcome indicators that correspond to post-conditions for the action. These predictors and indicators are used to represent the internal state of the agent.
Stoytchev [74, 73] studied learning for the so-called ‘binding affordances’ and ‘tool affordances’, where learning binding affordances corresponds to discovering the behavior sequences that result in the robot arm binding to different kinds of objects, whereas learning tool affordances corresponds to discovering tool-behavior pairs that give the desired effects. In this study the representation of objects is said to be grounded in the behavioral repertoire of the robot, in the sense that the robot knows what it can do with an object using each behavior. However, in this study, object identification was done by assigning unique colors to each object, hence leaving no way of building associations between the distinctive features of the objects and their affordances. Therefore, a generalization which would make the robot respond properly to novel objects was not possible.

In [22], Fitzpatrick et al. studied the learning of object affordances in a robotic domain. They proposed that a robot can learn what it can do with an object only by acting on it, ‘playing’ with it, and observing the effects in the environment. For this aim, they used four different actions of a robot arm, namely, pull in, side tap, push away, back tap, on four different objects. (bottle, cube, toy car, ball). After applying each of the actions on each of the objects several times, the robot learned about the roll-ability1 affordance of these objects, by observing the changes in the environment during the application of the actions. Then, when it needs to roll an object, it uses this knowledge. However, similar to Stoytchev’s study, Fitzpatrick et al. did not establish any association between the visual features of the objects and their affordances, giving no room for generalization of the affordance knowledge to novel objects.

In both Stoytchev’s works [74, 73] and Fitzpatrick et al.’s work [22], the objects were differentiated using their colors only. Therefore, when the learning had been done with a red toy car, if the robot was presented with the very same car but this time a blue one, it would have no idea about the rolling affordance of it. This again shows the importance of learning the distinctive features of objects, along with the effects that can be created by acting on these objects, and building the association between these two learned sets, so that the robot can make predictions about the effects it can create in the environment when it is presented with new objects that it had not seen before.

---

1What the robot actually learns about objects is the most probable rolling direction of the objects with respect to their principal axis. Hence, after the learning phase, the robot knows that the bottle rolls perpendicular to its principal axis, and the toy car rolls parallel to its principal axis.
CHAPTER 3

FORMALIZING AFFORDANCES

The discussions around the concept of affordances, discussions on what affordances are, and what kind of qualities they possess continued after J.J. Gibson died. One of the major reasons was that Gibson himself defined term differently in different places, revised the definition of the term constantly, and his understanding of the term also evolved over time [13]. Consequently, the need aroused to formalize the concept, and to collect and organize the properties associated with affordances in a coherent and formal structure. In this chapter we will present such attempts. In the next section we will present the previous formalization attempts. Then we will present our proposal for formalizing affordances, first discussed in [13].

3.1 Prior formalizations of affordances

After J.J. Gibson, there has been a number of studies [77, 67, 35, 85, 69, 72, 10, 53] attempting to clarify the meaning behind the term affordances and to create a common understanding on which discussions can be based. We will now review four of the proposed formalisms.

3.1.1 Turvey’s formalization

One of the earliest attempts to formalize affordances came from Turvey [77]. In his formalism, Turvey defined an affordance as a disposition. Here, a disposition is a property of a thing that is a potential, a possibility. These potentials become actualized if they combine with their complements (e.g. “solubility” of the salt is its disposition, and if it combines with its complement, which is water’s property of “being able to solve”, then they get actualized, resulting in the salt getting “dissolved”). Therefore, dispositions are defined in pairs, and when two complement dispositions meet in space and time, they get actualized. Basing
his views on this account of dispositions, Turvey defined affordances as dispositions of the environment, and defined their complement dispositions as the “effectivities” of the organism. He provided this definition:

“An affordance is a particular kind of disposition, one whose complement is a dispositional property of an organism.” (M.T. Turvey, 1992, p. 179)

Later in his discussion, Turvey formalized this definition as follows:

“Let $W_{pq}$ (e.g., a person-climbing-stairs system) = $j(X_p, Z_q)$ be composed of different things $Z$ (person) and $X$ (stairs). Let $p$ be a property of $X$ and $q$ be a property of $Z$. Then $p$ is said to be an affordance of $X$ and $q$ the effectivity of $Z$ (i.e. the complement of $p$), if and only if there is a third property $r$ such that:

- $W_{pq} = j(X_p, Z_q)$ possesses $r$. [where $j(\cdot)$ is the juxtaposition function that joins $X_p$ and $Z_q$]
- $W_{pq} = j(X_p, Z_q)$ possesses neither $p$ nor $q$.
- Neither $Z$ nor $X$ possesses $r$.” (M.T. Turvey, 1992, p. 180)

Here, when the physical structure that renders the stairs climb-able ($X_p$), and the effectivity of the agent ($W_q$) that makes it able to climb come together ($j(\cdot)$), a new dynamics-the action of climbing- ($r$) arise.

In this formalism, although the actualization of affordances requires an interaction of an agent on the environment to produce a new dynamics, Turvey explicitly attached affordances to the environment that the organism is acting in.

### 3.1.2 Stoffregen’s formalization

A criticism of Turvey’s formalism came from Stoffregen [72]. According to Stoffregen, there are two main views about affordances. The first view places affordances in the environment alone, while the second view places affordances in the organism-environment system as a whole. Stoffregen adopts the latter view and argues that affordances 	extit{can not} be defined as properties of the environment only, as Turvey did. In this line of view, Stoffregen [72] described affordances as:

“Affordances are properties of the animal-environment system, that is, that they are emergent properties that do not inhere in either the environment or the animal.” (T.A. Stoffregen, 2003, p. 115)
He claimed that attaching affordances to the environment was problematic for their specification to the organism. The reason was that if affordances belong to the environment only, and if what the organism perceives are affordances, then the organism perceives things that are only about the environment but not about itself. If this is the case, then the agent has to do further perceptual processing to infer what is available for him. However, this goes against the basic notion of direct perception.

Based on these criticisms, Stoffregen modified Turvey’s definition to propose a new one to resolve these problems. He presented it in the following way:

“Let $W_{pq}$ (e.g., a person-climbing-stairs system) = $(X_p, Z_q)$ be composed of different things $Z$ (e.g., person) and $X$ (e.g., stairs). Let $p$ be a property of $X$ and $q$ be a property of $Z$. The relation between $p$ and $q$, $p/q$, defines a higher order property (i.e., a property of the animal–environment system), $h$. Then $h$ is said to be an affordance of $W_{pq}$ if and only if

- $W_{pq} = (X_p, Z_q)$ possesses $h$.
- Neither $Z$ nor $X$ possesses $h$.” (T.A. Stoffregen, 2003, p. 123)

Here, affordances are defined as “properties of the animal-environment system”, rather than as properties of the environment only.

### 3.1.3 Chemero’s formalization

Chemero [10] also criticized Turvey’s view which placed affordances in the environment regarding them as environmental properties. Partially in agreement with Stoffregen’s proposal, Chemero suggested that:

“Affordances, are relations between the abilities of organisms and features of the environment.” (A. Chemero, 2003, p. 189)

This definition refines Stoffregen's proposal in a number of ways. First, it states that affordances are “relations within the animal-environment system”, rather than “properties of the animal-environment system”. Second, it also notes that this relation exists between the “abilities of the organism” and the “features of the environment”, as compared with a property (of the system) being generated through the interaction between the “property of the organism” and the “property of the environment”.

Formally Chemero proposed that an affordance is a relation that can be represented in the form of:
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Affords-$\phi$ (feature, ability), where $\phi$ is the afforded behavior.

Here the term “ability” stands for the functional properties of the organisms that are shaped through the evolutionary history of the species or the developmental history of the individual. In that respect, they are different from simple body-scale measures (e.g. the leg-length), but correspond to more general capabilities of the organism. One of the main differences between the two similar formalisms of Stoffregen and Chemero, which both define affordances at the organism-environment scale, is that while Stoffregen’s definition of affordance does not include the behavior exploiting the affordance, Chemero’s definition does include it.

3.1.4 Steedman’s formalization

Independent of discussions in the ecological psychology literature, there have also been other attempts of formalization of affordances. One of these came from Steedman [69] who used Linear Dynamic Event Calculus to reach a formalization of affordances. Steedman’s formalization skips the perceptual aspect of affordances (e.g. the invariants of the environment that help the agent perceive the affordances, and the nature of these invariants and the relation of them to the bodily properties of the agent etc.), but instead, it focuses on developing a representation where object schemas are defined in relation to the events and actions that they are involved in. For instance, Steedman suggests that a door is linked with the actions of ‘pushing’ and ‘going-through’, and the pre-conditions and consequences of applying these actions to the door. The different actions that are associated with a particular kind of object constitute the Affordance-set of that object schema, and this set can be populated via learning. More formally, in Steedman’s formalization, an object schema is a function mapping objects of that kind into second-order functions from their affordances to their results\(^1\). Thus, an object instance specifies what actions can be applied to it, under which conditions and what consequences it yields. This makes the formalization also suitable for planning, for which Steedman argues that reactive/forward-chaining planning is the best candidate. Steedman’s formalization is, as far as we know, the first attempt to develop a formalization of affordances that allows logical/computational manipulation and planning. Steedman also believes this structure of affordances to have implications for the linguistic capability of humans.

\(^1\)Steedman’s actual formalization requires at least a basic presentation of Linear Dynamic Event Calculus and Lambda Calculus. Since we do not have the space for these here, we restrict ourselves to the prose definition. For a complete account of this formalization, see [69].
To summarize, it can be said that Stoffregen’s and Chemero’s formalizations, by defining affordances as a relation on the scale of organism-environment system, differ from Turvey’s formalization which defines affordances as environmental properties. But there are also differences between Chemero’s and Stoffregen’s definitions, one of them being the inclusion of behaviors in the definition of affordances in Chemero’s formalization. Steedman’s formalization differs from the other three formalizations by providing an explicit link to action possibilities offered by the environment, and by proposing the use of the concept in planning.

We believe that none of the reviewed formalisms can be used as a base to develop an affordance-based robot control architecture. In the next section, we will introduce three perspectives through which affordances can be discussed, to explain the source of confusion on the discussions.

3.2 A new formalism for affordances

Although there are many prior formalizations of the affordance concept, in [13] we proposed a new formalization that will form the base of our study. We do not use the prior formalizations because they lack certain aspects that are critical in building a robotic system that uses affordances. Most of the prior formalizations are interpretations of the concept from a psychological-philosophical perspective, and do not propose-or discuss- the concept from the perspective of building agents that use affordances. This requires thinking about the concept again, keeping in mind that what we need is an interpretation of the concept which can provide us a representation inside the agent that will help the agent perceive the affordances in the environment. In other words, we need a formalization that can make it possible to interpret the concept from the perspective of the agent, since what we are trying to do is building an agent that makes use of affordances.

3.2.1 Three perspectives of affordances

There is not an agreement on the definition of the term affordance, and different sources define it differently. These definitions are sometimes conflicting, creating a confusion.

One important disagreement on the definition of affordances is on where to attach them. Some sources define affordances as properties of the environment, that an agent perceives and uses. Other sources define affordances as emergent properties of the animal-environment system, and claim that it can not be defined as an environmental property only. In the literature one can find different confusing statements where affordances are mentioned relative
to an environmental object (“an apple affords eating”), to an agent (“there is walkability affordance for the person”), or to the agent-environment system (“the stair affords climbing for the person”)

These different statements are confusing, yet not wrong. That is because we believe that there are three different perspectives to view affordances: the agent’s perspective, the environmental perspective, and the observer’s perspective. In these statements making explicit the perspective that the writer is using will be enough to solve the confusion.

The three perspectives to view affordances can be explained using the scene in Figure 3.1 [13]. In this scene, the robot dog is interacting with a ball, and this interaction is being observed by a humanoid who is invisible to the dog. Here, the dog has the agent’s perspective in perceiving the affordances of the ball, the ball has the environmental perspective in interacting with the agent, and the human has the observer’s perspective in observing the interaction possibilities between the dog and the ball.

From the agent’s perspective affordances are the behaviors (and their relevant consequences) offered to that specific agent by its immediate environment, that is, viewing affordances from the eyes of the animal living in that environment and actually using those affordances. In Figure 3.1 for example, the robot dog, using the agent’s perspective would see that it can “push” the ball. In our daily lives also we make use of this view of the affordances. This is also the view that is most relevant for the study of building robots that use
affordances.

From the *environmental perspective*, affordances are all the behaviors (and their relevant consequences) offered by that environment (or generally by a specific object in that environment) to the agents living in that environment. In Figure 3.1, the ball affords “pushing” and “hiding” to the dog, “throwing” to the human, etc. This is the most useful perspective to define an environment from a general perspective, and relative to the living organisms in that environment. In that sense one can claim that the *environmental perspective* of affordances has strong connections with the term *habitat*.

From the *observer’s perspective* affordances are the behaviors (and their relevant consequences) offered by the environment to the agent, in an agent-environment system. This is for example the perspective that a scientist uses when investigating an ecological system, with the environment and the organisms living in the environment taken as a whole. Also in Figure 3.1, the human observer sees that there is “push-ability” affordance in the dog-ball system. One can claim that, this view can also be used when one individual in a society is observing a different individual and its interaction with the environment. This opens the way of using *observer’s perspective* to view affordances, in explaining learning by imitation\(^2\).

In the following discussion, we will continue discussing only the *agent’s perspective* of affordances, since we believe that it gives us the view of affordances such that it can actually be used by a robot. You can find a more detailed discussion and definition of the other perspectives in [13].

### 3.2.2 A new affordance formalization

In this new formalization [13], Sahin et al. define affordances as a relation between the *agent* and the *environment*, in line with Chemero’s formalization. Affordances are results of a relation between certain properties of an agent and certain properties of its environment. In the formalism the properties of the agent are included as the *behavior*, and the properties of the environment are included as the *entity*. A third component, the *effect*, representing the result of the interaction between the behavior of the robot with the entity in the environment, is also included in the relation. The explicit inclusion of *effect* component is another point where the formalism differs from the previous ones.

The formalism is based on *relation instances* of the form (effect, (behavior, entity)). This can be read as, when the agent applies a certain *behavior* on a certain *entity* in the environment, a certain *effect* is observed. Here an *entity* should not be confused with the

\(^2\)In this thesis, we will not go any further to investigate the use of affordances in learning by imitation.
term *object*. An *entity* is a collection of features in the environment, that is not necessarily connected to an object. Of course, the set of features can correspond to an object, but it can also correspond to a part of an object, a relation between multiple objects, or features that can not be connected to any object. The *entity* represents the state of the environment (and the agent’s own state) as perceived by the agent. The *behavior* component represents the actualization of the action of the agent, including the bodily features of the agent and the physical dynamics of the interaction. The *effect* component represents the actual change created in the environment, as a result of the application of the *behavior* on the *entity* as perceived by the agent. Quoting from [13], “a certain *behavior* applied on a certain *entity* should produce a certain *effect*, e.g. a certain perceivable change in the environment, or in the state of the agent. For instance, the *lift*-ability affordance implicitly assumes that, when the *lift behavior* is applied to a *stone*, it produces the effect *lifted*, meaning that the *stone’s* position, as perceived by the agent, is elevated.”

Formally, in [13], a first definition for affordances is given as:

An affordance is an acquired relation between a certain *effect* and a (*entity, behavior*) tuple, such that when the agent applies the *behavior* on the *entity*, the *effect* is generated.

Such relation instances of the form (*effect*, (*behavior, entity*)) are acquired through the interaction of the agent with its environment. But they represent a single interaction of the agent with its environment. So they are not ready to be used in making generic predictions. But affordances must have predictive, anticipatory qualities.

Building on top of such *relation instances* we can form generic *affordance relations* that represent facts about the agent’s interaction with the world, rather than being a record of single interaction. Supposing that an agent interacts with its environment and collects many relation instances of the form (*effect*, (*entity, behavior*)), it can then merge these relation instances to extract generic affordance relations, generic rules about the nature of the interaction of the agent with its environment.

This can be done through the discovery of invariant properties in the collected *entities, behaviors*, and *effects*, and merging them in *equivalence classes*. Below, we will present the different kinds of equivalence classes, how they are formed, and what they represent.

Every behavior has some kind of an effect. While the effect created in the environment during a certain application of a behavior is never exactly the same with the effects of other applications of the behavior, some of them can be said to be equivalent. Lifting a “blue-
can” and a “black-can” creates different effects in the environment as the agent perceives it because of the different colors of the objects, but the effect “lifted”, is internal to both of the effects, and hence they are equivalent with regards to the “lifting” action. Discovering and merging the equivalent effects to build \textit{effect equivalence classes} is a first step in building other equivalence classes and affordance relations.

Two entities are equivalent, if, when a behavior is applied on them the interaction results in \textit{equivalent effects}. Keeping with the example above, if the “blue-can” and the “black-can” entities produces \textit{equivalent effects} when the “lift” behavior is applied, then they are \textit{equivalent entities} in terms of the “lifting” behavior. We can collect and merge such equivalent entities in \textit{entity equivalence classes}. Merging different entities into \textit{entity equivalence classes} is a process of narrowing-down to the set of features that are invariant in all the entities in that equivalence class. For example, for the two equivalent entities of a “blue-can” and a “black-can”, the common features can be represented as “*-can”; which basically says to the robot: “If it is a can, it affords lifting up, no matter what color it is.”

Two behaviors are equivalent, if, when they are applied to \textit{equivalent entities}, they result in \textit{equivalent effects}. This can be two different behaviors that produce the same result in that context; or this equivalence can be understood in terms of specifying a possible range for parameter values of the same behavior. As an example for the former, the “lift-with-left-hand” behavior and the “lift-with-right-hand” can be seen as equivalent behaviors in lifting a “*-can”. As an example for the latter, the parameters that specify the pressure that the hand of the robot will apply to the “can” may be different in different \textit{relation instances}, but the exact value may not matter if it is in a certain range. Such parametrized instances of the same behavior can also be merged in the same \textit{behavior equivalence class}.

The last equivalence class we can form is the \textit{affordance equivalence class}. We can merge the (entity, behavior) couples that produces equivalent effects into an \textit{affordance equivalence class}. An example for this case can be (“ground”, “walk”) and (“river”, “swim”) couples which both have the effect “traversed”.

Based on this account of \textit{equivalence classes}, Sahin et al. [13] revise their definition as:

\begin{itemize}
  \item \textbf{Affordance (agent perspective):} An affordance is an acquired relation between a certain $<\text{effect}>$ and a certain $<\text{(entity, behavior)}>$ tuple such that when the agent applies a $(\text{entity, behavior})$ within $<\text{(entity, behavior)}>$, an effect within $<\text{effect}>$ is generated.
\end{itemize}
CHAPTER 4

BEHAVIOR DEVELOPMENT

How behavior develops in humans and other animals have been the subject of many scientific studies. In psychology, theories of development have been proposed in this area. At the level of the sensors, central nervous system, and motor neurons, neuroscience has investigated behavior control, motor skills, and motor development. In robotics also, there have been efforts to make robots learn and develop behaviors. In this chapter, we will look at the literature on behavior development in these three scientific areas.

4.1 Behavior development in psychology

In psychology, under the subdiscipline of developmental psychology, Piaget is one of the most influential figures, with his theory of cognitive development. With his theory, Piaget investigated the character and development of human knowledge. He tried to understand how we acquire this knowledge, how concepts develop in our cognitive world, how these are related to behavioral development, and how certain high-level operations like logic develops.

According to Piaget the human cognitive development consists of successive stages [62]. Each stage constitutes the base on which the next stage will be built on. The first stages which start with sensorimotor schemata paves the way to conscious and voluntary behavior, and then to the acquisition of concepts and laws about the external world, and to formal logical thought. According to Piaget, in this transition from one stage to a higher stage, two basic processes take part: assimilation and accommodation [62]. These are two processes that complement each other. Assimilation emphasizes that the knowledge about external world experiences are acquired into the human cognitive system according to the already existing schemata in the system. In this sense, Piaget’s theory is epistemologically a constructivist theory. That means, the knowledge about the external world is not acquired as it is, and
the perceptual information is not the only force that shapes our cognitive structures; but knowledge is acquired in accordance with - and through - the already existing structures. On the other hand, *accommodation* expresses how these structures change through interaction with the world, and experience. Because these already existing structures are also not the only factor that shape human cognition of course; experiences take part in shaping human cognition too. So, in a sense, *accommodation* is the opposing process to *assimilation*: it is the process that tries to make the existing cognitive structures coherent with the external world.

For Piaget, the development of behavior also occurs in this framework [63]. The newborn baby, who has innate reflexes, executes and tries these reflexes and primitive behaviors, trying to accommodate them to the environment. As the baby experiments with these behaviors, it can then use these as voluntary behaviors. To quote from Gelman [26]

For Piaget, neonates spontaneously practice their reflexes, the effect being the differentiation of inborn reflexes into different sensory-motor schemes. Active use of these yields integrated action schemes, and thus novel ways to act on the environment. (...) (For Piaget), an infant’s initial knowledge is limited to innate reflexes and is combined with an inclination to actively use and adapt these as a result of repeated interactions with objects. This eventually leads to the development of intercoordinated schemes and movement to action-based representations that take the infant from an out-of-sight, out-of-mind stage to internalized representations (...).

E.J. Gibson was also interested in child development, and she was the first one to investigate affordances in the context of development [76]. She studied the mechanisms of the learning of affordances and used the ecological approach to study child development.

E.J. Gibson defined learning as a perceptual process and named her theory of learning “perceptual learning”. She based the process of learning on perception, not on mentally constructed representations of the world. She argued that learning is neither the construction of representations from smaller pieces, nor the association of a response to a stimulus. Instead, she claimed, learning is “discovering distinctive features and invariant properties of things and events” [28] or “discovering the information that specifies an affordance” [30]. Learning is not “enriching the input”, but discovering the critical perceptual information in that input. She named this process of discovery differentiation, and defined it as “narrowing down from a vast manifold of (perceptual) information to the minimal, optimal information
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that specifies the affordance of an event, object, or layout” [30]. E.J. Gibson suggested that babies use exploratory activities, such as mouthing, listening, reaching and shaking, to gain this perceptual data, and that these activities bring about “information about changes in the world that the action produces” [28]. As development proceeds, exploratory activities become performatory and controlled, executed with a goal.

4.2 Motor control and learning in neuroscience

In executing a motor behavior, the central nervous system commands the muscles through the motor neurons. It is a very complex process including driving multiple muscles in a synchronized way, in the correct timing and order. To achieve this, the central nervous system must map the motor goals (for example the final position of the arm, the direction or velocity of the movement) to neuron signals controlling the muscles. This is a difficult problem, since it constitutes a mapping from a small number of variables to a large number of variables that drive multiple muscles [3]. The current studies on motor control and learning, essentially investigates how to solve this problem, and how to learn this mapping.

There are studies proposing that the central nervous system solves this problem using inverse kinematics. These are mathematical methods to determine the parameters that drive the muscles during the complete motion, based on the final desired position and orientation of the joints and muscles. But this point of view entails the determination of the parameters of the complete motion from the very start, so it is not flexible and can not explain momentary reactions during motor behavior execution [3]. Another approach to the problem of motor control suggests that the motion of the joints can be expressed in terms of transitions between “equilibrium positions” that are determined by the central nervous system. These “equilibrium positions” corresponds to positions where the forces in the opposing muscles that drive a joint are equal [4].

Another approach that tries to explain how complex patterns of motor behavior emerge says that, these complex patterns are actually the result of combining more simple primitive actions [3]. For example, in [56] Mussa-Ivaldi et al. found that when they stimulated separate modules in the spinal cord of a frog one-by-one, they correspond to a limited number of force patterns and motor actions. But when they stimulated two modules simultaneously, the resulting force pattern corresponded to the vector summation of the individual force patterns of each individual module. Through this, they showed that using a linear combination of a set of simple pre-coded force patterns, it was possible to generate a different complex motion.
Mussa-Ivaldi et al. interprets this as [56]: “this linear behavior is quite remarkable and provides a strong support to the view that the central nervous system may generate a wide repertoire of motor behaviors through the vectorial superposition of a few motor primitives stored within the neural circuits (...).” According to Bizzi [3], “the limited-force pattern may be viewed as representing an elementary alphabet from which, through superimposition, a vast number of movements could be fashioned”.

Another study that supports this position is the influential work of “population coding” by Georgopoulos et al. [27]. Through experiments they conducted on rhesus monkeys Georgopoulos et al. found that the arm movements of the monkey can be predicted using the activation values of a population of neurons in the monkey brain. In this population of neurons, it was seen that each individual neuron has a preferred direction, and when it fires it makes the monkey arm move towards that direction. But when multiple of these neurons fire together, it was seen that the resulting direction of the monkey arm was a weighted sum of each individual neuron’s preferred direction. Moreover, these weights were given by the activation values of each neuron. So, the more a specific neuron fires, the closer is the direction of the monkey’s movement to the preferred direction of that neuron. That means each neuron contributes to the resulting direction, and the contribution is proportional to the activation value of that neuron. And the monkey’s movement is equal to this weighted vectorial sum.

We have seen that both in the studies of developmental psychology and in the studies of motor control and learning in neuroscience, the idea of starting from pre-coded primitive behaviors, and through training and development, achieving more complex behaviors is accepted as a possibility. If we combine the approach of developmental psychologists Piaget and E.J. Gibson (which says that a baby starts from innate primitive reflexes and enriches them through experience until they become voluntary action) with the approach of neuroscience (which says that complex patterns of motor behavior can be explained using combination of simple pre-coded behaviors), then we believe that this presents a very good research potential for robotic behavior development. In this kind of research, one should investigate how robots equipped with simple pre-coded(innate) behaviors can develop to achieve more complex behaviors through the usage of these simple behaviors. This actually constitutes the grounds where this thesis aims to make its contribution. But before going into the details of how we realized such a development, in the next section we will review the other robotics studies conducted in this area.
4.3 Behavior learning and development in robotics

In robotics, there have been increasing interest in behavioral development and learning in recent years. There are studies that makes a robot learn behavior parametrization [46], learn to use behaviors purposively [2, 22], and demonstrate stages of development through the usage of a fixed set of behaviors [60]. In this section we will present some of these studies.

In [44] Lee et al. use case-based reasoning in selecting parameters for their behaviors, for goal-directed navigation. In this study the robot has a “case-library”, where each case is indexed by environmental features and outputs a set of behavioral parameters. According to the values coming from its sensors, the robot tries to find a best candidate among the cases in the case library, that reflects the current environmental situation the most. After finding the best-matching case, the behavioral parameters of that case are used. In [44], the “case library” is created manually, which requires extensive experimentation and tedious work. In [46], Likhachev et al. extends this work by making the robot populate its case library through its own experience. In this work the robot starts with an empty case library. It creates new cases as it perceives set of environmental features that are not similar to the cases already existing in the library. But since the proper output behavior parameters of these new cases are not known by the robot at the beginning, they act rather randomly. By the help of an explicit performance evaluator, the performance of each case is computed, and a gradient-ascent search is made over the output behavior parameters of these cases. As the robot experiences more in the environment, the cases converge to the correct behavior parameters. Note that the external performance evaluator plays a crucial role in finding the proper parameters, providing reinforcement signals.

Another study that uses reinforcement learning is Asada et al.’s work on “purposive behavior acquisition” [2]. In this study, the robot has a fixed set of behaviors, and using these navigational behaviors it aims to shoot a ball into a goal. At the beginning the robot does not know when to execute which behavior in scoring goals; that is, it does not have any idea what its behaviors are good for. But through a reinforcement learning process, the robot learns using its behaviors purposively. Therefore, after training, the robot manages to select the correct behaviors in different situations, so that it gets closer to scoring goals.

In robotics, there are also studies that aims to mimic developmental stages that animals go through. In [60], Oudeyer et al. made a robot show different phases of cognitive development. In what they called “playground experiments”, Oudeyer et al. placed a robot-dog in a playground that included various simple toys. In this environment, by executing some
primitive behaviors randomly, the robot learned the dynamics and relation between its behaviors, and the events in the environment. When Oudeyer et al. also provided an external motivation to the robot to show interest in situations which are “neither too predictable nor too unpredictable”, the robot autonomously went through a developmental sequence. During this development, the robot’s complexity of activities increased at each stage.

In [14], Aarno et al. present a perceptual framework, using which they aim to make a robot learn about objects by interacting with them, like an human infant.

It is evident from all these studies that, there is an increasing interest in robotic behavior development and learning. Rather than the hand-coding of the behaviors of a robot by a human programmer, these new studies aims to make robots develop and learn their own behaviors.
CHAPTER 5

EXPERIMENTAL FRAMEWORK

In this chapter we will present the experimental framework of our study, before going into the details of our development scheme in the next chapter. Here, we will first present the robotics and simulation platform that we have used in our study. Then we will present the primitive behaviors implemented on our robot and give the details of the interaction environment where our robot will be trained. Lastly, we will present the details of the perceptual processes using which our robot gathers information from the environment. We will also see how our robot forms the entity and effect structures which are at the core our affordance formalization.

5.1 Robotic and simulation platform

The robotic platform KURT3D\(^1\) and its simulated counterpart are used in this study. KURT3D is a differential drive mobile robot equipped with a 3D laser range scanner (based on the SICK LMS 200 2D laser scanner). Using this laser scanner, the robot is able to create a range image of its environment. The maximum horizontal range for the scanner is 180°, and the maximum vertical range is also 180°. At the finest resolution a range value for every quarter degrees can be delivered by the scanner, both in vertical direction and horizontal direction. That means, at the maximum resolution and at the widest vertical and horizontal range, the range image has the size 720 \(\times\) 720. Such an image can be delivered in approximately 45 seconds. Of course, the resolution, vertical range, and horizontal range values can be set to lower values by the user. The robot also has encoders in its wheel system.

The simulator we used for KURT3D is MACSim [80] implemented using ODE (Open Dynamics Engine\(^2\)) library. The KURT3D is modeled inside the virtual world, together

---

\(^1\)URL: http://www.ais.fraunhofer.de/ABC/kurt3D/

\(^2\)URL: http://ode.org/
Figure 5.1: (a) The KURT3D. (b) A snapshot from MACSim showing the KURT3D robot facing a box-shaped object.

Table 5.1: The motor parameter values passed by the primitive behaviors.

<table>
<thead>
<tr>
<th>Behavior</th>
<th>LeftWheel</th>
<th>RightWheel</th>
<th>Duration</th>
</tr>
</thead>
<tbody>
<tr>
<td>TURN_LEFT</td>
<td>-0.25 m/s</td>
<td>+0.25 m/s</td>
<td>0.7 sec</td>
</tr>
<tr>
<td>MOVE_FORWARD</td>
<td>+0.25 m/s</td>
<td>+0.25 m/s</td>
<td>1.7 sec</td>
</tr>
<tr>
<td>TURN_RIGHT</td>
<td>+0.25 m/s</td>
<td>-0.25 m/s</td>
<td>0.7 sec</td>
</tr>
</tbody>
</table>

with its sensors and actuators. The simulator also supports creation of several types of objects in the virtual world of the robot, so that the robot can interact with them. You can see a snapshot from the simulator in Figure 5.1.

5.2 Primitive behaviors

We implemented and used three primitive behaviors on the robot for our experiments. These are move-forward, turn-left, and turn-right behaviors. The move-forward behavior drives the robot straight ahead that places the robot approximately 40cm away from its initial position, if the move is not obstructed by any obstacles. The turn-left, and turn-right behaviors turns the robot in place for approximately 50°. These behaviors are implemented by driving the right and left wheels of the robot at a constant speed for a constant duration. The values we used to drive the motors can be seen in Table 5.1.
5.3 Interaction environment

In our learning phase each trial is performed with a single object in the environment. The objects are placed randomly within a proximity of 1m to the robot, in the frontal area spanning 180°. The interaction environment contains four types of simple objects:

- rectangular boxes (☐),
- spherical objects (○),
- cylindrical objects, either
  - in upright position (□), or
  - lying on the ground (□),

An example interaction environment can be seen in Figure 5.1 where a box is placed in front of the robot.

After learning, the environment that the developed behaviors are tried in is not same environment, and it is cluttered with many objects. We will present an example of this environment in Section 6.3.1.

5.4 Perception and representation of entities and effects

The robot perceives its environment mainly through its 3D scanner. It uses the range images from the scanner to extract a set of features which consists the robot’s perception of the environment. This feature-extraction process was first used in [81] by Ugur. Here, we use the same process to extract shape and distance related features from the range image.

The feature set is obtained in three steps as shown in Figure 5.2. The robot makes a full resolution scan of 720 × 720. First, the image is down-scaled to a resolution of 360 × 360 pixels. Then, it is split into grids of size 12 × 12 pixels. This means that there are 900 such grids (since $(360/12)^2 = 900$), in total. Then, for each grid, distance and shape related features are extracted. The distance related features are the distance of the closest point, distance of the furthest point, and the mean distance of all the points within a grid. The shape related features are computed from the normal vectors in the grid. A normal vector for each point in a grid is computed using the range values. Then the direction of each normal vector is recorded in two base-dimensions, $\varphi$ and $\theta$, in latitude and longitude. Two angular histograms are computed for each of these dimensions. The histograms are sliced into 18
Figure 5.2: Phases of perception. Distance and shape features are extracted from the scanner range image. Also three displacement values are extracted from the encoders. (Figure taken from [17])

intervals of 20° each. And the frequency values in each of these slices of the histograms are used as the shape related features. Since there are two channels of 18 values each, there are 36 shape related feature for each grid. Adding the three distance related features of a grid, there are 39 features to represent a single grid. We mentioned that there are 900 such grids. So the total number of features to describe the scene becomes 900 × 39 = 35100. In addition to the scanner features, values from the wheel-encoders are also recorded.

In our formalization entity represents the state of the environment as perceived by the agent before performing a behavior. In this study it is represented with the scanner features obtained before the execution of a primitive behavior by the robot.

In our formalization effect represents the perceivable change in the environment or in the state of the agent, produced by performing a behavior. In this study, the effect is represented with the vectorial difference between the scanner features obtained after and before the execution of a primitive behavior of the robot, together with 3 more features extracted from the encoder values that correspond to the change of the robot’s position in the forward and left-right directions, and the change in its orientation. (Figure 6.1)
CHAPTER 6

USING AFFORDANCES FOR ROBOTIC BEHAVIOR DEVELOPMENT

In this section we propose a behavioral development scheme on a robot. We will make use of the theory and formalization of affordances in achieving such a development. The generic affordance relations that are acquired by the robot will provide the basic building blocks of the development scheme we are going to propose.

How can we realize behavioral development for a robot? The robot will start with a set of primitive behaviors. These will be simple pre-coded behaviors. Initially, the robot will not have any more knowledge about its behaviors than to execute them blindly. Starting from the set of primitive behaviors, the robot will have no initial knowledge about when to apply these behaviors, and what kind of effects they create once they are applied. The robot first has to learn the possible effects it can create in the environment using these behaviors. It should also learn when to apply which behavior to create a specific change in the environment. Discovering the uses of its primitive behaviors, the robot can then utilize them in developing more complex behavior patterns.

In creating new more intelligent behavior from the primitive behaviors, the primitive behaviors (that the robot has learned about, and has done its training with) can be used in two ways as the result of development: sequentially, and simultaneously. In sequential usage, the primitive behaviors can be used as they are: there will be one single primitive behavior active at an instant, but the cumulative effect of the execution of these behaviors will form a goal-directed intelligent behavior on a wider time-scale. In the second way of using the primitive behaviors in behavior development, the simultaneous way of using the primitive behaviors, the primitive behaviors can be combined, such that, at an instant it is not any of the primitive behaviors that is executing, but a new behavior that has never
been seen or demonstrated by the robot before, yet is used by it intelligently to create effects in the environment that are more in accordance with its goals than any of the primitive behaviors. This is the second way of using the learned primitive behaviors that we will try to demonstrate.

In the following, we will present the implementation of this development scheme. In the next section a brief overview of the behavioral development stages as implemented will be given. Then we will see how the robot collects the relation instances by interacting with its environment, and how it merges them in generic affordance relations. After this we will present the usage of the learned affordance relations in developing goal-directed behaviors. As mentioned before, we will demonstrate two ways of doing this: sequential usage of the primitive behaviors, and simultaneous usage of the primitive behaviors.

6.1 Methodology

In this section we will present a brief overview of the processes involved in using the formalization of affordances described in the previous sections, in making a robot learn about its own primitive behaviors and use them goal-directedly. The underlying process consists of two phases: learning affordance relations, and achieving goal-directed behavior.

Learning affordance relations The phase of learning affordance relations in turn includes two steps: data collection (interaction with the world), and forming affordance relations using these collected data. In the data collection step the robot executes its primitive behaviors one at a time, in a certain environment. It perceives and records the environment before executing a behavior, and after executing it. This corresponds to collecting (effect, (entity, behavior)) instances. After executing all of its behaviors in many different environments, the robot has a collection many such relation instances. This collection is then used in forming the affordance relations. This requires forming entity equivalence classes and effect equivalence classes from the relation instances of a specific behavior, and connecting them in an affordance relation. Practically, these affordance relations are trained classifiers that can then be used to create goal-directed behavior.

Achieving goal-directed behavior In this phase the robot uses the learned affordance relations to achieve more intelligent behaviors. Perceiving the current environment provides a description of the entity. Using this entity and the learned affordance relations (<effect>, (entity, behavior>), the robot can then execute the behavior(s) which will
result in the effect that will make the robot achieve its goal. We will present two approaches in developing goal-directed behaviors. In the first approach, the robot will use its primitive behaviors in a sequential manner to achieve goal-directed behavior. Practically this means feeding in the entity representation to the trained classifiers, of which there is one for each action. Then the predictions of each classifier, which are effect-prototypes, are compared to see which effect will be more useful in achieving the goal. The action, whose classifier predicted a better effect, is executed. In the second approach, the robot will use its primitive behaviors simultaneously to achieve goal-directed behavior. Practically, this will again correspond to feeding in the current entity representation to the trained classifiers, of which there is one for each action. Then the predictions of each classifier, which are effect-prototypes, are compared with the goal representation to see how similar each behavior’s effect prediction is to the desired effect. The similarity values will then be used as weights for the behavioral parameters, in blending the primitive behaviors so that a new behavior emerges.

6.2 Learning affordance relations

In learning generic affordance relations, the robot first interacts with its environment, collects data about the interaction, and then applies certain machine learning processes over the data to form generic affordance relations.

6.2.1 Data collection: Interacting with the world

In the interaction phase, the robot collects affordance relation instances. Perceived entity and effect instances are linked together with the primitive behavior that was executed to produce the effect. The three constitute a relation instance. Figure 6.1 depicts the extraction of these instances.

Here, for each trial, the robot perceives the situation before applying a primitive behavior and stores it as the entity. It then performs one of its primitive behaviors. After that, it perceives the environment again, and extracts and stores the effect as described in 5.4.

In this study a total number of 3000 trials for each primitive behavior were performed in the simulator during the interaction phase. The details of the interaction environment was presented in 5.3.
Figure 6.1: Representation of the entity and the effect. Distance and shape features extracted from the scanner image, taken before the execution of a primitive behavior, constitute the *entity*. The difference between the features extracted after the execution of the behavior and features extracted before the execution of the behavior constitute the representation of *effect*, together with the displacement values extracted from the encoders (see Figure 5.2).

6.2.2 Forming affordance relations

The aim of this phase is to derive *affordance relations* from the set of *relation instances* collected in the interaction phase, through the formation of equivalence classes. Within the set of *relation instances* of a behavior, similar effects are grouped together to get more general description of different kinds of effects that behavior can create. This is achieved through the unsupervised clustering of the effect instances. This corresponds to obtaining *effect equivalence classes*. After clustering, each *effect class* is assigned an *effect-id* and the *effect prototype* of the class is calculated.

Knowing the different kinds of *effects* that a behavior can create, the robot should then discover the *distinctive features and invariant* properties of the environments in which these effects are created. This corresponds to obtaining *entity equivalence classes*. This consists of two substeps. First, the robot selects the features describing the *entity* which are relevant in determining if a situation will result in one *effect* or another. This is achieved by applying a feature selection algorithm over the *entities*, using the corresponding *effect-ids* as their categories. Next, the robot learns the mapping from the *entities* to the *effect-ids*, for the execution of a behavior. This is achieved by training classifiers with the collected affordance *relation instances*. A separate classifier is trained for each behavior, using the *entity* (which now includes only the selected relevant features) as the input, and the corresponding *effect-id* of each instance as the target category.
In the rest of this section, we provide the details of these three steps in the learning phase.

**Forming effect equivalence classes with clustering**

A primitive behavior, when applied in different situations, creates different kinds of effects in the environment. Recognizing these different kind of effects is necessary if the robot is going to use the behaviors goal-directedly.

For this purpose, for each behavior, the 3000 effect data collected in the interaction phase were clustered using the k-means algorithm. The k parameter was experimentally set to 10. The k-means algorithm was applied with normalized distances to avoid the domination of scanner originated features over encoder originated features and shape related features over distance related features.

Figure 6.2 gives an interpretation of the results of clustering. After clustering, every effect class is assigned an effect-id. The effect prototype of a class is the mean of the individual effects in that class. The set of prototypes characterizes the different kinds of effects each behavior produces.

**Selecting relevant features**

The robot only needs the subset of features describing the entity which are important in determining if a situation will result in one effect or another. For this aim, we selected the relevant features in the entity, using the corresponding effect-ids as their labels. Selection of relevant features is done using the ReliefF algorithm, originally proposed by Kira and Rendell [43]. This method aims to estimate the weight of each feature in a feature set, based on its impact on the target category of the samples. In ReliefF, the weight of any feature is increased, if it has similar values for the samples in the same category, and if it has different values for the samples in different categories.

To speed-up this feature-selection process, instead of using the complete set of interaction samples, 50 samples from every class were randomly selected. We used the data-mining software WEKA [86] as an implementation of ReliefF.

In Figure 6.3, the grids corresponding to the relevant features for each behavior are given. It can be observed that the grids to which selected attributes belong, differ for each behavior.
Figure 6.2: Interpretation of effect classes obtained with unsupervised clustering for the primitive behavior *move-forward*. The upper image contains the distribution of object positions in the interaction phase for the samples in the resulting 10 clusters. In the enlarged pictures the types of objects can also be observed. The left image corresponds to a cluster whose prototype effect has a small value for “change in the forward direction”. It can be observed that in the samples which belong to this cluster, the object was placed in front of the robot, and it was close to the robot such that the robot would come in contact with the object during its forward motion. Moreover, the majority of these objects were boxes and upright cylinders, so that the robot’s motion would be blocked by the object. The right image, on the other hand, corresponds to a cluster whose prototype effect has a large change in the forward direction. This cluster contains interaction samples in which the object was either far enough, such that the robot would not get in contact with the object, or it was on the path of the robot’s motion but it was a sphere or a lying cylinder, so that it would be rolled away without blocking the motion. In the upper image, it can also be observed that clusters were formed according to the position of the object being roughly on the right or the left of the robot.
Figure 6.3: Relevant grids in the range image representation for three possible primitive behaviors: turn-left, move-forward, and turn-right. Darkness is an indication of relevance. It can be seen that only a small portion of all the grids are relevant for each behavior, and most of the grids are completely white, indicating no relevance. Also, for turn-left and turn-right actions, the grids on left and right, respectively, are more relevant.

Linking effects to entities

Support Vector Machines (SVMs) are trained to classify entities [which now include only the 2000 most relevant features selected in the previous step] into effect classes. We used the libSVM [8] library as an implementation of SVMs. For each behavior, an SVM was trained using the entities as the inputs, and the corresponding effect-ids of each instance as the target value. These SVM classifiers are then used in the execution phase, to predict what kind of effect a behavior will generate, given a perceptual representation (entity) of the current environment.

6.3 Achieving goal-directed behavior

In this section we will present the two ways of achieving goal-directed behavior, using the learned affordance relations: through the sequential use of primitive behaviors, and through the simultaneous use of primitive behaviors.

6.3.1 Achieving goal-directed behavior through the sequential use of primitive behaviors

In [17] we demonstrated how the learned affordance relations can be used in achieving goal-directed behaviors, through the utilization of the primitive behaviors sequentially. Here the robot uses the learned affordance relations in selecting the proper primitive behavior in a given context. Although the behaviors that are used by the robot are the same pre-coded primitive behaviors, since the robot now has the knowledge of what effects a behavior creates when applied in a certain context, it is able to use them to more intelligently. Therefore,
although the behaviors are the same, when viewed on a wider time-scale the sequencing of the behaviors displays a certain goal-directed behavior. As a consequence many different goal-directed behaviors can be achieved using the same restricted set of primitive behaviors, and the same learned affordance relations. The robot learns the generic affordance relations once, but it can use them to achieve many different goal-directed behaviors.

In this section we will first explain how the behavior selection is done by the robot. Then we will present three examples for the goal-directed behaviors. The traverse behavior uses the “traversability” affordance in the environment for navigation. The approach behavior makes the robot go towards an object. The avoid behavior tries to avoid any contact with the objects to navigate in the environment.

Behavior selection

The robot uses the learned affordance relations to select the primitive behavior in achieving goal-directed behaviors. Given the perceptual representation of the current environment as an entity, the trained classifiers will predict an effect-id which indicates the effect class that the behavior, for which the classifier was trained, will produce in this environment. By comparing the effect prototypes of the predicted classes with its desired effect determined by its current goal, the robot can select the behavior that will produce the most useful effect in

Figure 6.4: Behavior selection. The different possible effects prototypes are sorted according to the current desired effect. The current perception of the environment is supplied to the SVMs for each primitive behavior. The behavior, whose SVM predicts an effect that is higher in the sorted list, is executed. (Figure taken from [17])
achieving its goal. The behavior selection mechanism is shown in Figure 6.4.

Specifying the current desired goal and sorting the effect prototypes according to this desired goal is what results in different behaviors. This goal specification and assigning priorities to the possible effects can be done in different ways. The difference between the current situation and the desired goal gives us a description of the desired effect. We can then sort the effect prototypes according to their similarity to this desired effect. Another possibility is to assign priorities to certain effect prototypes directly, by using a global evaluation criteria. The behaviors that will be demonstrated in the next section use such a method. In the next section, we will present these behaviors together with the criteria we used to evaluate the possible effects prototypes in achieving these behaviors.

**Goal-directed Behaviors**

**Traverse** We define “traversing” as different from the conventional “wandering using obstacle avoidance”. In the obstacle-avoidance approach every object that is on the robot’s path is considered as an obstacle. In fact such a behavior is overly cautious compared to its intentions. For example if the object on its path is a ball that can be easily pushed away then there is no need for the robot to avoid it. Here the robot has to make the judgment of whether the situation affords “traversability” or not.

Given our robot and the objects in its environment, we can say that the environment is “traversable” for the robot, if there is an open-space, or a sphere (since it can be rolled away), or a cylinder lying on the ground in a proper orientation so that it can be rolled away. The other cases of when there is a box, or a cylinder in an orientation such that it can not be rolled away are the “non-traversable” cases.

If we want our robot to explore the environment using traversability, it should be able to drive onto (by executing forward motion) traversable objects and open spaces but avoid (by turn-left or turn-right) non-traversable objects. This can be achieved by a specific ordering of the effect classes. In this case the most desired effect is the forward displacement of the robot but without being stopped by an object. This means that the highest priority should be given to the effect classes whose prototypes have a forward-displacement value greater than a threshold. Then must come the effect classes for the two turning motions turn-right and turn-left. Lastly, as the most undesired cases, the effect classes of the forward motion whose prototypes have a forward-displacement value smaller than the threshold should come, since this small value is an indication of the motion’s being stopped by an obstacle, thus a non-traversable case. In our implementation we set this threshold to a value just below 40cm,
Figure 6.5: Three different behaviors achieved using the same three primitive behaviors and their learned affordance relations. In (a), the robot wanders around perceiving the traversability affordance of the objects. When there is a sphere or a cylinder in a rollable orientation on its way, the robot rolls it away and continues forward-motion. When there is a box or a cylinder in non-rollable orientation on its way, the robot avoids it by turning left or right. In (b), the robot displays a more typical obstacle-avoidance behavior, where it avoids all the objects, whether it is rollable or not. In (c), an example path where the robot follows an object using its approach behavior is shown. The plus signs marks the places that objects appear. The line shows the robot’s path.
which is the distance the robot covers when it executes an unobstructed MOVE_FORWARD behavior.

We have tested the traverse behavior by placing the robot in an environment randomly filled with multiple traversable and non-traversable objects. The robot successfully explored the environment and also used the traversability affordance of the objects by rolling away the traversable objects on its way, and avoiding the non-traversable ones. One example path of the robot can be seen in Figure 6.5(a).

We also measured the performance of the traverse behavior for different number of interactions in training the robot and analyzed the effect of the increasing number of interactions (increasing experience) on the performance of the robot.

We measured the performance of the traversability behavior as follows: In the simulator, we placed the robot in a rectangular arena of $44m \times 48m$. The arena was cluttered with 1000 simple objects randomly. You can see a portion of a sample arena in Figure 6.6. The robot started its trial at the center of this arena and executed the traverse behavior. The actions the robot executed and the distance it covered was recorded at each step. The execution of a trial stopped when the robot got stuck to an obstacle when executing the move-forward behavior (it is not possible for the robot to get stuck when executing turn-left or turn-right since they simply make the robot turn in place). When the robot got stuck the total distance
Figure 6.7: Performance for different number of training interactions. As the robot interacts with the environment more, the developed behavior performs better. When there are a few hundreds of interactions, the increase in the performance is not too clear, but when the robot reaches thousands of interactions it begins to perform remarkably better.

the robot has covered so far in that trial was recorded. If the robot got out of the arena borders without getting stuck, it was placed at the center again with a different distribution of objects in the arena, and the trial was continued until the robot got stuck.

We manipulated the number of training interactions the robot did with the environment to see its effect on the performance. For example when training the robot, we stopped at the $50^{th}$ interaction, went through the learning process to form the affordance relations, and measured the performance of the robot. Then the robot continued to experience with the environment until $100^{th}$ interaction, where we again measured the robot’s performance. We did this at the $50^{th}$, $100^{th}$, $250^{th}$, $500^{th}$, $1000^{th}$, $2000^{th}$, and $3000^{th}$ interactions. For
measuring the performance at each case we conducted 40 trials in the arena. One can say that the number of interactions corresponds to the “experience” of the robot during its development. So one expects an increasing performance with experience. In Figure 6.7 we can see that this is indeed the case. In this figure we can see an increase in the performance of the robot as its number of interactions increase. In fact, when there are a few hundreds of interactions, the increase in the performance is not too clear. But when the robot reaches thousands of interactions the robot begins to perform remarkably better.

**Approach** Approaching an object means going forward if the object is ahead, turning right if the object is on the right, and turning left if the object is on the left. In this view, the most desired effect would be to see an appearance, or approach, of objects in the middle portion of the 3D-scanning field. Recall that the 3D scan field is a $30 \times 30$ grid in our representation of the effect. We selected the horizontally middle portion of this grid. For every effect class, these grids holds the information about the change in the values of the features in the frontal region of the robot, when the corresponding behavior is executed. The priority of an effect class is assigned based on the sum of the change in the mean-distance features in these grids. Since the distance value is smaller when an object is close, the higher priorities are given to those classes with the most negative value of this sum. This way the effect classes, which correspond to approaching or turning to an object so that it is ahead, becomes higher in the sorted effect list.

We have tried this *approach* behavior first by placing objects to random places in front of the robot. It was observed that the robot was able to make the correct decision of going ahead if the object is in the front, turning right if the object is on the right, and turning left if the object is on the left. Next we have simulated a slowly moving object in front of the robot, by placing the object on random positions in front of the robot as the robot made its moves. An example path of the object and the robot can be seen in Figure 6.5(c).

**Avoid** As a third behavior a more traditional approach to the traversability problem was employed. The rollability of certain objects was not taken into consideration and the robot tried to avoid contact with any object in the environment. To achieve this behavior the priority of an *effect* was assigned in exactly the opposite way as it was in the *approach* behavior. So the sorting of the effect classes was based on the sum of the change in the mean-distance features in the frontal region of the robot, which is the horizontally middle portion of the $30 \times 30$ grid in our representation of the effect. This way, the effect classes
Figure 6.8: Three cases in which different goal-directed behaviors (traverse, avoid, approach) make use of different primitive behaviors (move-forward, turn-right, turn-left) in the same setting of the environment.

which correspond to turning away from an object that is ahead becomes higher in the sorted list of effects; and the effect classes, which correspond to approaching or turning to an object so that it is ahead, becomes lowest in the sorted list of effects. But this criteria was not enough to make the robot wander around, since it always tried to turn away from objects (by executing turn-left or turn-right) even if they were very far away, and never executed move-forward. So we disabled this sorting when there were no objects close in front of the robot, and made the robot execute the move-forward behavior in these cases. The path of the robot with this behavior is given in Figure 6.5(b).

The three goal-directed behaviors were also realized on a real robot. The trained controllers were transferred to a real KURT3D robot, and everyday objects like balls, trash bins, etc. were placed in front of the robot to test the behaviors. The robot was able to perceive the traversability of objects, so it rolled away the balls on its way, and avoided non-traversable objects like trash-bins. The robot was also able to display the approach and avoid behaviors as described in the previous sections. Figure 6.8 shows how the three goal-directed behaviors react in different environments.

6.3.2 Achieving goal-directed behavior through the simultaneous use of primitive behaviors

In the previous section the robot was able to use a set of primitive behaviors such that when viewed on a wider time-scale the robot's behavior corresponded to goal-directed intelligent behaviors. But while we claimed that in achieving such kind of goal-directed behavior the robot made use of a generalization over the effects it can create, and a generalization over the features of the entities it interacts with, it can not be said that the robot made use

---

1For a complete demonstration of the behaviors on the real robot, please see the video at http://kovanceng.metu.edu.tr/~mehmet/iros07.mpeg.
of a generalization over the behaviors. At any given moment the robot executed a single
primitive behavior, and these primitive behaviors were the same behaviors that it also used
during the training interactions, and they were programmed into the robot.

In this section we will try to achieve behavioral generalization (or more correctly, a
generalization over the motor control parameters of the behaviors), so that, after training,
the robot will not be constrained with the fixed set of pre-programmed behaviors but will be
able to demonstrate novel behaviors. While the robot will still have a limited set of behaviors
during training, after training it will react to situations with new behaviors, that are more
effective than the primitive behaviors in creating the desired effect in the environment.

To be able to do that, the robot needs to make a generalization over the motor param-
eters that it uses for the behaviors, and relate these to the effects it can create with these
parameters. Then, when it needs to create a specific effect in the environment, the robot
can choose the correct set of parameters to create the effect.

We achieved this generalization using a weighted sum of the motor control parameters
of the primitive behaviors, where the weights are determined according to the similarity of
their effects to the desired effect. The inspiration for this approach comes from the work on
population coding (See Section 4.2).

In the next section a general description of the method used for behavioral generalization
will be given. Then, a concrete implementation of this method for a specific behavior will
be presented.

Method

The method proposed uses motor parameter values of the primitive behaviors in determining
a new value for that motor parameter. Each primitive behavior passes values to the motors
as control parameters, and these values are fixed by the programmer for each behavior. For
example, the TURN_LEFT behavior passes -0.25 m/s as the left-wheel-speed and +0.25
m/s as the right-wheel-speed, and the TURN_RIGHT behavior passes +0.25 m/s as the
left-wheel-speed, and -0.25 m/s as the right-wheel-speed, etc.. During training only one
primitive behavior is active, so the values that are passed to the motors are the ones of that
behavior. After training these fixed values of the primitive behaviors are again used, but
this time, at an instant, all the primitive behaviors contribute to the value that is actually
passed to the motor. The weight of each primitive behavior’s contribution is determined by
the similarity of the predicted effect of that primitive behavior to the desired effect. As a
result if the predicted effect of a primitive behavior is very similar to the desired effect, then
it contributes more to the values passed to the motors and vice versa.

Suppose that there are \( n \) primitive behaviors \( B_1, B_2, \ldots, B_n \), and each behavior \( B_i \) has a set of motor parameter values \( v_{i1}, v_{i2}, \ldots, v_{im} \) for each of the \( m \) motors \( M_1, M_2, \ldots, M_m \). Further suppose that \( D \) is the desired effect prototype, and \( p_1, p_2, \ldots, p_n \) are the predicted effect-category prototypes in the current environment for each of the \( n \) behaviors. Also, let’s say that there is a similarity function \( S \) that takes two effect prototypes as arguments and returns a value indicating the similarity between these two prototypes. Then, in an arbitrary environment, we can find the new value \( v_j' \) to be passed to motor \( M_j \) as:

\[
v_j' = \sum_{i=1}^{n} \frac{S(D, p_i)}{\sum_{k=1}^{n} S(D, p_k)} \cdot v_{ij}
\]  
(6.1)

That is, the resulting motor parameter value is the sum of each behavior’s contribution for that parameter, and this contribution is proportional to the similarity of the predicted effect for that behavior to the desired effect. Note that, other than the learned affordance relations, we also need to define a similarity function that would indicate how similar a predicted effect is to the desired effect.

**Implementation**

An implementation of the proposed approach has been tried on the approach behavior. In the approach behavior presented in the previous chapter, the robot was using its primitive behavior \( TURN\_LEFT \) when an object was on its left, \( TURN\_RIGHT \) when an object was on its right, and \( MOVE\_FORWARD \) when an object was ahead. While this approach succeeded in making the robot approach to objects, the robot was limited with the use of these three behaviors only. In this section we will present the results of applying the behavioral generalization method to the approach behavior. In this case, the robot is still trained with the same three behaviors, but after training it is able to demonstrate novel behaviors that enables it to create its desired effect more successfully than any of the primitive behaviors that it has been trained with.

The three primitive behaviors that the robot is trained with are \( TURN\_LEFT \), \( MOVE\_FORWARD \), and \( TURN\_RIGHT \). Table 6.1 shows the motors and the parameter values each behavior uses.

All three behaviors use the left wheel and right wheel motors with different parameter values. The robot is trained with these primitive behaviors as described in Sec. 6.2.

For the behavioral generalization approach, we also need to define a similarity function...
Table 6.1: The motor parameter values passed by the primitive behaviors for behavioral generalization.

<table>
<thead>
<tr>
<th>Behavior</th>
<th>LeftWheel</th>
<th>RightWheel</th>
<th>Duration</th>
</tr>
</thead>
<tbody>
<tr>
<td>TURN_LEFT</td>
<td>-0.25 m/s</td>
<td>+0.25 m/s</td>
<td>0.7 sec</td>
</tr>
<tr>
<td>MOVE_FORWARD</td>
<td>+0.25 m/s</td>
<td>+0.25 m/s</td>
<td>0.7 sec</td>
</tr>
<tr>
<td>TURN_RIGHT</td>
<td>+0.25 m/s</td>
<td>-0.25 m/s</td>
<td>0.7 sec</td>
</tr>
</tbody>
</table>

that will return higher values for effect-prototypes that are similar to our desired effect. Since the goal of the behavior is approaching the object we used the same function we defined to assign priorities to effect-prototypes in Sec. 6.3.1. The robot should be approaching objects, so the most desired effect would be to see an appearance, or approach, of objects in the middle portion of the 3D-scanning field. And since the 3D scan field is a 30 × 30 grid in our representation of the effect, we selected the horizontally middle portion of this grid. For every effect class, these grids holds the information about the change in the values of the features in the frontal region of the robot, when the corresponding behavior is executed. So, the similarity value of an effect prototype is assigned based on the sum of the change in the mean-distance features in these grids. Since the distance value is smaller when an object is close, the higher similarity values are given to those classes with the most negative value of this sum. This way the effect prototypes, which correspond to approaching or turning to an object so that it is ahead, gets higher similarity values. Before using these similarity values as weights for the motor parameters, we mapped the lowest similarity value to 0 and normalized the values for each primitive behavior to the range [0, 1].

The results of applying this behavioral generalization approach can be seen in Figure 6.9, Figure 6.10, and Figure 6.11. In these figures the robot’s reaction to different situations are shown, for the two strategies of using only primitive behaviors, and using behavioral generalization. It can be seen that the behavior generalization approach enables the robot to discover new behaviors different than the primitive behaviors, and these new behaviors improves the robot’s performance in situations where the primitive behaviors are not good enough. An exception is the case in Figure 6.11 where the object is placed directly ahead of the robot. In this case the primitive behavior MOVE_FORWARD approaches the object better than the behavior executed using the behavior generalization method. But note that the place where the object is placed in this case is exactly the right position for
Figure 6.9: The object is placed 20° to the right of the robot, at a distance of 30cm. When using only the primitive behaviors to approach the object, the robot chooses to execute MOVE_FORWARD behavior. When using the behavioral generalization method, the robot makes a smoother motion towards the object which approaches the object more successfully. Actually this movement is a blending of the MOVE_FORWARD and TURN_RIGHT primitive behaviors, where the contribution of the MOVE_FORWARD behavior is more than TURN_RIGHT behavior.
Figure 6.10: The object is placed 45° to the right of the robot, at a distance of 30cm. When it uses only the primitive behaviors, the robot chooses the TURN_RIGHT behavior to approach the object. When it uses the behavior generalization method the robot again makes a smoother motion towards the object which approaches the object more successfully. This movement is also a blending of the MOVE_FORWARD and TURN_RIGHT primitive behaviors, but different from the case in Figure 6.9, this time the contribution of the TURN_RIGHT behavior is more than the contribution of the MOVE_FORWARD behavior.
Figure 6.11: The object is placed directly ahead of the robot. This time the primitive behavior executed seems to be more successful than the behavioral generalization strategy, since the purity of the MOVE_FORWARD behavior seems to be tempered by some contribution from the TURN_RIGHT behavior.

MOVE_FORWARD behavior, and while the positions like these are limited with the number of primitive behaviors, there are infinitely many positions where the primitive behaviors will not suffice and behavioral generalization will perform better.

This can be seen more clearly in Figure 6.12. In this figure it can be seen that, when compared with using only the primitive behaviors, the behavioral generalization approach spans the same angular range in turning towards the object, but it does so in a more finer manner, spanning whole of the angular range. The trade-off is some lose of precision in the directions of the original primitive behaviors.

To see the behavior of the proposed approach on a more global scale, we placed a sphere in front of the robot let the robot execute its behaviors many times. What emerged was a behavior where the robot dribbles the sphere (ball) in front of it. The path of the robot when it rolls the ball can be seen in Figure 6.13.
Figure 6.12: Robot’s reaction to different situations using the two different strategies of using only primitive behaviors, and using behavioral generalization. The arrows show the robot’s position and heading direction after executing the behavior. The circles denote the object’s position in each different case. If a circle and an arrow are of the same color, this means that when the object is in the location indicated by the circle, the robot’s heading direction and position after executing the chosen behavior is indicated by the arrow of the same color. In (a) the robot uses only the primitive behaviors in approaching the object. Therefore, in the figure, there are only three arrows, representing the robot’s position and heading direction after executing each of these three behaviors. It can be seen that the robot is able to approach the object and select the correct primitive behavior. But one can also notice that these primitive behaviors are very crude in turning towards the object. In (b) the robot uses the behavioral generalization strategy in turning towards the objects. In this figure there are eight arrows, corresponding to eight different reactions of the robot to different situations. Here again the robot is successful in turning towards the object, but this time it makes more detailed movements towards the objects showing an improvement over the case of using only the primitive behaviors.
Figure 6.13: Robot dribbling a ball using the learned affordance relations. In the simulator artificial perturbations are applied to the ball while it is rolling, so that it does not roll perfectly in one direction when the robot hits it. In (a) the path when robot uses only the three primitive behaviors. In (b) the behavioral generalization method is employed. It can be seen that this results in a smoother trajectory for the robot.
CHAPTER 7

DISCUSSIONS AND CONCLUSION

In this thesis we proposed a behavior development scheme for a mobile robot. We believe that, instead of trying to build intelligent machines from scratch, we should build robots that are equipped with simple capabilities that can bootstrap the system. Then, the robot should interact with its environment and collect its own experiences. As a result of this interaction the robot should develop capabilities and behaviors that were not coded into the initial system.

J.J. Gibson’s concept of “affordances” [33] provided the basis of our proposed development scheme. We used a formalization of affordances [13] to make the robot learn about the dynamics of its interactions with its environment. In this formalization, every interaction of the robot with the environment are represented as (effect, (entity, behavior)) triples. Collecting such affordance relation instances from the environment, our robot was then able to extract generic affordance relations pertaining to the relation between itself and the environment. Using these learned affordance relations our robot displayed higher-level behaviors.

In this thesis we implemented such a development scheme using three pre-coded behaviors: move_forward, turn_left, and turn_right. Using these primitive behaviors, our robot interacted with simple objects like boxes, cylinders, and spheres. Then, using the data it collected during its interactions with the environment, our robot formed affordance relations. In our implementation this practically corresponded to training SVMs that can predict the effects that will be created in the environment if a certain behavior is executed, in the current environment. Then, these trained SVMs were used by the robot to display more intelligent behaviors in the environment.

We tried two different methods in achieving more complex behaviors using the three simple pre-coded behaviors. As the first method we used the sequential execution of the
primitive behaviors. In this case, the robot uses its pre-coded primitive behaviors only, but
the *sequencing* of these primitive behaviors were such that new more complex behaviors
emerged. As the second method we used the *simultaneous* execution of primitive behaviors.
Here, the robot uses its pre-coded primitive behaviors to generate *new* behaviors that are
more effective in reaching its goal than any of the primitive behaviors, through blending of
the primitive behaviors. This is achieved by driving the motors of the robot using a value
which is equal to the weighted sum of the motor parameters of each primitive behavior.
The weight (contribution) of each primitive behavior is proportional to the similarity of the
predicted effect for that behavior to the desired effect the robot wants to create.

We showed that using these strategies, our robot was able to develop different higher-
level behaviors using its three primitive behaviors and the learned affordance relations. First
our robot demonstrated the “traverse” behavior, using which it was able to wander around
perceiving the “traversability” of the objects in the environment. We also showed that the
performance of this behavior increased with the number of training interactions. As a second
example, the robot demonstrated a classical obstacle-avoidance behavior. Here, it avoided
contact with any object in the environment while wandering around. The third behavior
was the “approach” behavior, where the robot approached and drove towards the objects.
We also showed that using the *simultaneous* execution of the primitive behaviors, our robot
was able to develop *novel* behaviors in approaching the object.

**Discussion and comparison with other robotic behavior learning approaches**

Lastly, we will compare the framework and the behavior development scheme we have pro-
posed, with the other approaches in robotics and machine learning in general. This will be
conceptual discussion rather than a quantitative comparison. In machine learning, there are
three main learning paradigms: unsupervised learning, supervised learning, and reinforce-
ment learning [19]. We will discuss where our study falls in the space that these three axes
of learning paradigms constitute, and its pros and cons in relation to them.

*Unsupervised learning* [19] is the name given to a set of methods, that are used in forming
clusters in a collection of data, according to some similarity measure. Even though unsuper-
vised learning is used in robotics studies in various ways, these are mostly at the perceptual
level, restricted to the methods used on perceptual feature data, and the action data are
not used. Therefore, if the aim is to make the robot learn some behaviors/actions, then
unsupervised learning methods do not prove enough by themselves. In this restricted way,
we also made use of an unsupervised clustering method (*k*-means), as a part of our learning
framework.

In supervised learning [19] there is a teacher, that gives the correct answers to the learning agent, in the course of the training. Even if it is possible to use supervised methods in robotic behavior learning, the implementation of these training schemes requires a very tedious work. That is because the robot will need a teacher that tells it what reaction to give in which situation, and generally, this teacher is either a human controlling the robot continuously, or a control program that is already demonstrating the behavior that we are trying to make the robot learn. Moreover, in such a learning scheme, the behavior that the robot learned would be one that is trying to imitate the performance of the human or the program that is controlling it, but that could not ever over-perform it. These issues create difficulty in making use of totally supervised approaches in training robots. Even so, this type of supervised methods are used, for example in bootstrapping reinforcement learning [68].

In our learning framework, supervised learning exists, not as the direct supervised teaching of a specific behavior, but as the usage of a supervised learning method: SVMs are trained, such that, given a description of the environment they tell the robot what kind of an effect it will be able to create in the environment, if it executes a specific primitive behavior. But in our framework the target values that are supplied during the training of the SVMs (that is, the supervision), are not supplied by a human or some “intelligent” controller. In this process, the structures that the robot uses are extracted using an unsupervised clustering method over the effect data it collected during its interactions. In this respect, our robot learns its behaviors in an autonomous way, without the need of an external teacher.

Reinforcement learning [75] is the most widely used paradigm in robotic behavior learning [2, 50, 41], among the three learning paradigms we have discussed. In reinforcement learning, there is not a teacher that tells the agent what to do in which situation, but rather, the robot gets “rewards” when it reaches certain states, and “punishments” when it reaches some other states. The agent’s main goal is to maximize the total amount of rewards it receives in the long-term.

In reinforcement learning, the robot has to be trained separately for each different behavior it is to execute, whereas this is not the case for our behavioral development scheme. In reinforcement learning, even if a robot is trained very well and is very successful for a specific behavior, one will still need to train it for different behaviors, since the training is task-dependent. The primary difference of our work from the studies that use reinforcement learning to make a robot learn a behavior is that, rather than aiming to make the robot learn a specific behavior, our work proposes a generic development scheme. This difference
becomes obvious when one notices that, the training our robot goes through is independent from the behaviors that it is able to display at the end. That becomes possible, because during training, our robot learns generic relations about the interactions of its body and the environment. These structures are task-independent, and holds the actual information about the effects the robot can create in its environment, using its primitive behaviors. Therefore these structures can then be used to achieve several different behaviors.

The structure and utilization of state representations in reinforcement learning also differ from the way the state representations are used in our learning framework. For reinforcement learning to take place, one has to map the situations of the environment to state representations. Ideally, these state representations are discrete, and as in [2], this is achieved through the mapping of environmental situations to a set of discrete states by the human programmer, employing domain knowledge. In our learning framework, the complete entity representation consist of 35100 raw features, and these raw representations are also mapped to discrete state representations (entity equivalence classes) implicitly. But this mapping is not due to a human programmer who has the expert knowledge as in reinforcement learning. Instead, this mapping is discovered by the robot itself, using the clustered effect representations which includes similar effects that the robot can create in the environment.

In reinforcement learning, the ‘utility’ values of each state are learned by the agent, whereas in our study the actual effects the robot can create at each state are learned. The ‘utility’ values in reinforcement learning are meaningful only for a specific behavior, and indicates the amount of reward the robot can receive from that state. But in our development framework, by using an effect representation that is unifiable with the state representation (entities), our robot is able to predict the future changes in the environment, and this constitutes also a base for planning [7].

Lastly, our work is not an isolated behavior learning study, but is the part of a bigger developmental framework for robotics [6], which includes robot control, learning, planning, and conceptual development. In this framework, by making a robot learn generic affordance relations between its behaviors and the environment, we investigate how such an approach would perform in solving various problems in robotics [13, 79, 17, 78, 81, 7].
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