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Hexagonal boron nitride (h-BN) thin films are deposited by plasma enhanced chemical vapor deposition (PECVD). Effects of heat treatment and source gases on the structure and physical properties are investigated. Chemical bonding is analyzed in comparison with the better understood isoelectronic carbon compound, graphite. It seems that the basic difference between h-BN and graphite arises from the different electronegativities of boron and nitrogen atoms. Optical absorptions in UV-visible range for crystalline and amorphous structures are outlined. The expressions used for the evaluation of mechanical stress induced in thin films are derived. The deposited films are considered to be turbostratic as they do not exhibit the characteristic optical absorption spectra of a crystal. A new system, stylus profilometer, is implemented and installed for thin film thickness and mechanical stress measurements. Hydrogen atom density within the films, estimated from FTIR spectroscopy, is found to be a major factor affecting the order and mechanical stress of the films. Heat treatment of the films reduces the hydrogen content, does not affect the optical gap and slightly increases the Urbach energy probably due to an increased disorder. Increasing the nitrogen gas flow rate in the source gas results in more ordered films. The virtual crystal of these films is detected to be unique. Relative bond concentrations of the
constituent elements indicate a ternary boron-oxygen-nitrogen structure. The physical properties of h-BN such as high resistivity and wide band gap seem suitable for optoelectronic applications such as gate dielectrics in thin film transistors and light emitting devices in the blue region.
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yoğunlukları üçlü bor-oksijen-azot yapısının varliğına işaret etmektedir. h-BN’nin yüksek elektrik direnci ve geniş yasak enerji aralığı gibi fiziksel özellikleri ince film transistörlerde yalıtkan tabaka ve mavi ışık bölgesinde ışık yayan bileşenler gibi optoelektronik uygulamalara uygun gözükme ve.

Anahtar kelimeler: turbostratik bor nitrür, elektron çekerlik, Urbach enerjisi, sanal kristal, ince film stresi.
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CHAPTER 1

INTRODUCTION

1.1 Boron Nitride Structures

The existence of stable polyatomic species (whether elemental or compound) implies that atoms can act upon each other to form aggregates which have lower potential energy than separate atoms. In other words, chemical bonds exist between atoms. Consequently, the nature of chemical bonding determines the chemical and physical properties of elements and compounds. Qualitatively an electron is shared more or less equally by a group of atoms in a bond (equal sharing for covalent bonds and unequal sharing for ionic bonds). One of the approaches for studying bonds is to consider the bonds as “molecular” orbitals which are “built” of overlapping atomic orbitals.

Although the boron atom in its normal electronic configuration has only one half filled orbital \((1s^2, 2s^2, 2p^1)\), the maximum possible number of partially filled orbitals is 3 \((1s^2, 2s^1, 2p^2)\). Consequently, it can form three covalent bonds (e.g. BF₃) rather than one as suggested by its normal configuration. As for the nitrogen, it has 3 half filled orbitals \((1s^2, 2s^2, 2p^3)\), normally it is able to form three covalent bonds. Bonding electrons in atomic orbitals being not equivalently located in space, the equivalence of bonds in compounds (such as BN) is built by the hybridization of atomic orbitals. Both for boron and nitrogen, 3 equivalent (hybrid) orbitals may be obtained by combining one 2s-orbital with two 2p-orbitals (planar \(2p_x\) and \(2p_y\)) as three \(sp^2\) hybrid orbitals (Fig. 1.1).
Figure 1.1: Combination of one \( s \) and two \( p \) orbitals to form three \( sp^2 \) hybrid orbitals.

Three planar \( sp^2 \)-like \( \sigma \) bonds (with cylindrical symmetry around BN axis) are formed around each of the components (Fig. 1.2). Each of these \( \sigma \) bonds could not be considered as purely covalent that is, bonding electrons are not equally shared by the two components. On the contrary, in these hetero-nuclear diatomic bonds, electrons are expected to be concentrated rather towards the nitrogen atom side since atomic orbitals on the nitrogen are located relatively lower in potential energy (due to the greater nuclear charge of nitrogen) than do the atomic orbitals on the boron. In other words, the B-N bond is slightly polar \( (B^{+\delta} \leftrightarrow N^{-\delta}) \), leading to a finite dipole moment \( \mu = d\delta \).

Figure 1.2: Three planar \( sp^2 - \sigma \) like bonds of boron nitride and their representation.
During the formation of above described three planar $sp^2$-like $\sigma$ bonds around each atom, an unhybridized free $p_z$ atomic orbital remains on each component, which are perpendicular to the plane of the three $sp^2$ orbitals (Fig. 1.3). As stated previously, the nitrogen orbital $(p_z)_N$ is lying lower in potential energy than that of the boron $(p_z)_B$. Consequently, $(p_z)_N$ is expected to be occupied by two electrons (of opposite spin) and $(p_z)_B$ remains empty (it is assumed here that one of the $2s^2$ electrons of nitrogen atom participates in $sp^2$ bonding, the other is excited to $(p_z)_N$ orbital). Moreover, the lobes of $(p_z)_B$ and $(p_z)_N$ above and below the $sp^2$ bonds should be symmetrically cut by the plane of $sp^2$ bonds.

![Figure 1.3: $p_z$ orbitals are perpendicular to the plane of $sp^2-\sigma$ bonds. The interaction between neighboring $p_z$ orbitals contributes to the planar structure.](image)

At this stage of boron-nitrogen (B-N) bonding, it may be useful to compare this bonding with that of the carbon-carbon (C-C) bonding. The combination of B-N is isoelectronic to C-C pair (boron and nitrogen atoms are of similar atomic number, they are located on either side of the carbon in the periodic table of elements). Furthermore, the covalent radius and the electronegativity comparison locate carbon between boron and nitrogen elements (Table 1.1). (Pauling’s electronegativity value, $x$, for an element is related to the average of its ionization potential energy $I$ and its electron affinity $\chi$, in eV, by the following relation: $x = 0.18(I + \chi)$. )
Table 1.1: The average radii and electronegativities for boron and nitrogen are nearly the same with those for carbon thus, isoelectronic structure of carbon and boron-nitrogen compound is expected.

<table>
<thead>
<tr>
<th>Element</th>
<th>Electronegativity [1]</th>
<th>Covalent Radius</th>
<th># of valence electrons</th>
</tr>
</thead>
<tbody>
<tr>
<td>Carbon</td>
<td>2.5</td>
<td>0.77</td>
<td>4</td>
</tr>
<tr>
<td>Boron</td>
<td>2</td>
<td>0.88</td>
<td>3</td>
</tr>
<tr>
<td>Nitrogen</td>
<td>3</td>
<td>0.7</td>
<td>5</td>
</tr>
</tbody>
</table>

The overlapping of $p_z$ orbitals for carbon-carbon combination, shown in Fig. 1.3, forms the second bond ($\pi$ bond together with the $sp^2-\sigma$ bond, leading to the famous double bonded ($\geq C = C \leq$) structure. The existence of double bonding in BN has been extensively discussed [2]. One might speculate as follows about double bonding of BN combination. The two ($p_z$)$_N$ electrons around the nitrogen as shown in Fig. 1.3 might be partially available for $\pi$-bonding, by the partial transfer of ($p_z$)$_N$ electrons to ($p_z$)$_B$ at the boron site, without totally compensating the transfer along the $sp^2-\sigma$ bond from boron to nitrogen due to the differences in electronegativity between boron and nitrogen. However, the low magnitude of this double bond character could not seem to be comparable to that of a carbon-carbon double bond. Therefore, for a rough analysis, the sharing of nitrogen ($p_z$)$_N$ electron pair in the bond building remains limited and then negligible. The following figure depicts this configuration (Fig. 1.4).
Figure 1.4: Net charge distribution around boron and nitrogen atoms as they are bonded. Nitrogen attracts electrons more due to its relatively high electronegativity and becomes negatively charged while the opposite case holds for boron atom.

Within the previously described boron-nitrogen combination where each component atom of one sort has three planar trigonal $sp^2 - \sigma$ bonds $120^\circ$ apart to three atoms of second sort. The configuration may easily lead to six sided planar ring structure, reasonable due to the following two phenomena:

a. Optimization of the interactions between the lobes above and below hexagonal plane of the unhybridized $(p_z)_B$ and $(p_z)_N$ orbitals (Fig. 1.3).

b. Tendency to cancel the total dipole moment although B-N bond is polar (Fig. 1.5)

Figure 1.5: Total dipole moment in the $sp^2$ bonding configuration is expected to be zero at each site if the $\sigma$ bonds are planar and $120^\circ$ apart from the neighboring ones.
The above described hexagonal structure has the obvious ability to be arranged into a three $sp^2$ – $\sigma$ like coordinated hexagonal 2-dimensional infinite layers. These six-fold B$_3$N$_3$ rings of a giant planar molecule are held together by weak van der Waals or dipolar interaction. In other words, this interaction might be interpreted as a secondary weak bond between the hexagonal planes. As depicted in Fig. 1.6a, these hexagons are packed directly on top of each other where a boron atom in one layer remains closest to each corresponding nitrogen atom in the neighboring layers with ABAB… sequence of planes. However, omitting the diatomic structure, sequence of hexagonal lattice is as AAAA…, exhibiting the second difference apart from the polarity of bonds from the packing of graphite where the hexagons are shifted by one bond length along the neighboring planes and leading to ABAB… sequence.

![Figure 1.6](image)

Figure 1.6: $sp^2$ bonded layer structure of (a) hexagonal BN of ABAB… sequence along c-axis and (b) rhombohedral BN of ABCABC… sequence.

The analysis so far establishes the theoretical basis of hexagonal boron nitride (h-BN) crystals. Experiments have carried out indicate that h-BN is the only stable
phase found in nature. On the other hand, the above described hexagonal structure is not the only symmetry of boron nitride. This crystalline BN solid can have (more or less stable) different microscopic arrangement (it is polymorphous or allotrope). For example, rhombohedral (r-BN) symmetry is obtained from ABCABC… sequence of hexagonal planes with \( sp^2 - \sigma \) like trigonal bonding (Fig. 1.6b). Rhombohedral structure is thermodynamically unstable and can be considered as an extended stacking fault of hexagonal structure. It is not found in pure form but rather in combination with hexagonal structure.

Another stable form of BN crystal is the cubic structure which may be converted from the h-BN crystals by heat treatments. In this arrangement, the components boron and nitrogen supply 8 valence electrons which are hybridized from the linear combination of \( 2s^1 2p_x^1 2p_y^1 2p_z^1 \) atomic orbitals of both B and N atoms into 4 \( sp^3 \) identical orbitals equivalently located in space around each component; these hybrid orbitals from one component form \( \sigma \)-like tetrahedral bonds with the four neighboring second component (Fig. 1.7a). This cubic arrangement requires exceptional laboratory conditions to be produced as one might realize from the above description of \( sp^3 - \sigma \) like bond formation. In spite of fabrication difficulty, this cubic form renders BN one of the most interesting candidates for hard and protective coating applications since its hardness approaches that of diamond [3].

Figure 1.7: \( sp^3 \) bonded symmetries of (a) cubic and (b) wurtzite BN.
Next form of BN symmetry is the wurtzite structure (w-BN) which is a metastable version of cubic phase. It may be considered as two interpenetrating hexagonal structures leading to tetrahedral ($sp^3 - \sigma$ like) coordination such that each component is surrounded by 4 equivalently located neighbors of second sort (Fig. 1.7b). In this respect, one should keep in mind that the zinc blende type c-BN is obtained by two interpenetrating face centered cubic structures of each component supplying the tetrahedral $sp^3 - \sigma$ like bonding.

Apart from the above presented single crystalline forms of BN compound, various polycrystalline (or microcrystalline or nanocrystalline) forms might exist. In this respect, the qualification turbostratic is commonly used. Aggregates of hexagonal crystallites of distributed sizes constitute the material. Each crystallite may be more or less perfect; most of them may contain a varying number of defects such as vacancies or dangling bonds, cavities and other imperfections. This porous structure is ready to receive impurities such as hydrogen, oxygen, etc.

When BN material is produced in thin film form, a disordered turbostratic structure is produced [4]. Relatively far from the substrate, these $sp^2 - \sigma$ bonded hexagonal BN planar crystallites, which are relatively defect free, can have random orientations (i.e. rotated more or less around c-axis which is perpendicular to the hexagonal plane). These layers of planar hexagonal grains may not be perfectly parallel to each other and the ABAB… sequence of layers might be no longer maintained. However, the “grain” boundary regions might be extremely defective (a typical diagram depicting the turbostratic structure is given in Fig. 1.8).

The degree of porosity and contamination by impurities may, of course, depend on the production conditions and surrounding and then the resulting physical properties are affected. At the extreme limit, this turbostratic structure may be qualified as “amorphous” where almost only short range order might exist. During the film growth, at the initial stage, due to mainly the effects of substrate surface, the first layer on the substrate of thickness 2-4 nm may be amorphous. This layer might
contain defects of all sorts leading to a huge density of electronic states which are expected to be distributed from valence band to the conduction band.

Figure 1.8: Turbostratic (disordered) hexagonal \((sp^3)\) structure.

The three dimensional tight-binding (TB) band structure for h-BN has been calculated [5] by transferring the TB interactions from the analogous and better understood graphite. The results are partially reported in Fig. 1.9a and Fig. 1.9b from ref. 2. These figures are in reasonable agreement with the experimental electronic structure extracted from X-ray and photoemission measurements [5]. Contrary to the graphite without forbidden gap, h-BN exhibits a net direct gap at the Brillouin Zone (BZ) boundary along the quasimomentum line KPH (Fig. 1.9c). Moreover, the valence band region around the maximum is eventually constituted by \((p_z)_N\) orbital dominant bonding \(\pi\) states, while the region of the conduction band around minimum is rather constituted by \((p_z)_B\) orbital dominant anti-bonding \(\pi^*\) states (Fig. 1.9a). This behavior might be depicted in Fig. 1.9d with the following interpretation: the relatively lower potential (due to larger nuclear charge) of \((p_z)_N\) is the origin of the relatively larger electronegativity of nitrogen atom and therefore the bonding \(\pi\) orbital seems to be located rather near the nitrogen atom (it is \((p_z)_N\)
(dominant) and it is occupied by both electrons. On the contrary, the anti-bonding \( \pi^* \) orbital might be located rather near boron atom (it is \( (p_z)_B \) dominant) since boron atom has relatively lower nuclear charge and then it remains non-occupied. One more remark about \( \pi \) and \( \pi^* \) bands that must be mentioned here is that they are relatively wide (especially \( \pi^* \) band). This may be interpreted as follows: the \( (p_z)_B \) and \( (p_z)_N \) orbitals of the h-BN layer structure have relatively greater spatial extension throughout the larger interlayer space (interlayer distance = \( c/2 \approx 3.33 \, \text{Å} \)) than the \( sp^2-\sigma \) like in plane bonds (B-N bond distance in the plane is almost the half, \( 1.45 \, \text{Å} \)). The relative higher width of \( \pi^* \) band might be due to the fact that the \( (p_z)_B \) atomic orbitals are less bound, more interacting and then more affected (Fig. 1.9d).

However, the above discussion is relevant to an ideal layered h-BN structure where all states are extended throughout the whole crystal. In real cases (Fig. 1.8), there are unavoidable deviations from the ideal configurations leading to localized states, existing within limited regions of the material. These localized states may be roughly divided into two classes:

a. **Tail states**

b. **Deep states**

The energy levels of these states are expected to be distributed in energy due to the possible differences in the surrounding of each state.

**a. Tail states:** They should derive from the relevant band states due to bond angle and bond length distortions. A distortion around a site, at the average position \( R \), leads to a local trapping potential \( V(R-r) \), which, in its turn, localizes one of the band energy levels \( E \). The total number of states remaining conserved, the width of the density of states (DOS) of a band may be broadened more or less on either side depending on the strength of the local perturbations.
Figure 1.9: (a) Density of states around the energy gap. (b) Energy versus quasimomentum along the indicated direction in the Brillouin Zone [6]. (c) First BZ of h-BN structure energy gap occurs at the BZ boundary KPH [6]. (d) Schematic representation of atomic $p_z$ orbital interaction for producing both valence and conduction bands.
The overall amount of $V$, reflecting the strength of local distortion, is related to the defect formation energy such that larger defect formation energy decreases the thermodynamical existence probability of this defect. Taking into account the independence and randomness of each local potential, the probability of occurrence of a local potential $V$ is reasonably expected to be a “one sided” Gaussian relation:

$$P(V) = \frac{1}{\sqrt{2\pi\sigma_s^2}} \exp\left(-\frac{V^2}{2\sigma_s^2}\right) \quad (1.1)$$

where $\sigma_s$ is the standard deviation from the reference value; which is the extended state band edge, (this is taken as reference level zero). In this respect, $\sigma_s$ may be taken as a degree of average distortion or disorder parameter.

The effective extension of each local potential should remain within about the interatomic distance; at least the core effect distortion might be very narrow. Consequently, these local potentials might be replaced by more or less deep square well type potentials (schematically shown in Fig. 1.10).

Figure 1.10: (a) Potential distribution where the fundamental wave function and resulted localized energy level are shown. (b) The distribution of density of states (DOS) from band edge into the gap as a function of energy.
Considering only the fundamental states as binding trap energies, the calculation supplies a density of states $N(E)$ (the number of energy level per unit energy interval per unit volume) which is taken simply as exponentially decreasing function of energy towards the gap (Fig. 1.11):

$$N(E) = N_{\text{edge}} \exp \left( -\frac{|E|}{E_0} \right)$$

(1.2)

with $E_0 = \frac{\pi^2 \sigma^2}{2V_0}$ and $V_0 = \frac{\pi^2 \hbar^2}{8ma^2}$

(1.3)

where $2a$ is the potential well width and $m$ is the mass of electron.

![Diagram](image)

**Figure 1.11:** Various sorts of DOS expected in distorted semiconductor.

**b. Deep states resulting from coordination defects (dangling bonds):** The coordination defect states are mainly related to the broken or dangling bonds (DB). Defects of much more larger sizes together with foreign atoms would contribute to these deep states very different from constituent atoms B and N. As the surrounding
of each atomic site might be different in this randomly distributed hexagonal BN clusters (Fig. 1.8), the density of energy levels associated with these DBs, exhibits Gauss-like distribution,

\[ N = N_0 \exp \left( -\frac{(E - E_m)^2}{2\sigma^2} \right) \] (1.4)

around the middle of the gap. Taking into account the amphoteric nature of DBs (i.e. simultaneous presence of positive, neutral and negative charge states), the doubly occupied sites lead to a shifted Gauss-like DOS distribution due to the correlation energy. Thus, these DB distributions together with the localized DOS of weakened bonding (valence band tail) and anti-bonding states (conduction band tails) should cover the whole forbidden gap at least within defective “amorphous” layer neighboring the substrate.

1.2 Interaction of Electrons with Electromagnetic Radiation

A photon of vector potential \( \vec{A} \), modifies the momentum of an electron by a term \(-e\vec{A}/c\), which governed by Maxwell’s Equations. An electron at the top of the valence band of a semiconductor, thus interacts with a photon to have the Hamiltonian

\[ H = \left( \hat{p} - \frac{e}{c} \vec{A} \right)^2 + V(r) \] (1.5)

This expression may be expressed in terms of the Hamiltonian in darkness and an additional perturbation term caused by the illumination. To obtain the Hamiltonian for illumination, we need to use the Lorenz Gauge (\( \nabla \cdot \vec{A} = 0 \)) and keep only the first order term of the vector potential as the contribution of the quadratic term is negligible:
\[ H = H_0 + W, \quad (1.6) \]

\[ W = i \frac{\hbar e}{mc} \mathbf{A} \cdot \mathbf{\nabla}, \quad (1.7) \]

where, \( W \) is the perturbing term responsible for the transitions. To obtain the transition probability from an initial state to a final state, time-dependent perturbation theory should be considered (Appendix A). This theory gives out approximate results as it is derived from a series expansion of a time-dependent function, however, the physicist is free to take as many terms as necessary from the series according to the conditions of the problem. In the case of electromagnetic radiation, the perturbation is usually very small, such that only first few terms in the series expansion of transition probability will be enough. Up to first order approximation, the transition probability from an initial state \( i \) to a final state \( n \) is given by (Appendix A):

\[
\left| c_n^{(1)} \right|^2 = \frac{1}{\hbar^2} \left| \int_n \left( \langle n | W | i \rangle e^{i \frac{E_n - E_i}{\hbar} \tau} \right)^2 \right| dt \quad (1.8)
\]

where \( c_n^{(1)}(t) \) is the first order term in the series expansion of the weight function of the final state \( n \). The transition is defined by the rate of change of transition probability per unit time:

\[
M_{in} = \frac{d}{dt} \left| c_n^{(1)}(t) \right|^2 \quad (1.9)
\]

The transition rate of an electron is strongly related to the absorption of light in semiconductors. In general, principles of conservation of energy and that of momentum lead to the absorption probability per unit time (Appendix A):

\[
M_{in} = \frac{2\pi}{\hbar} |\psi_{in}|^2 \delta(E_n - E_i - \hbar \omega) \delta_{\kappa \kappa_s} \quad (1.10)
\]
Absorption process is usually described by the absorption coefficient which is a measure of amount of energy absorbed per unit length by the system. It is naturally related to the absorption cross section (effective area of electrons for absorption) and density of initial and final states. The effective cross section of electrons can be defined as the transition rate per energy flux and density of states can be determined by considering that the smallest volume cell may contain two electrons with spins up and down. Then, the absorption coefficient is given as (Appendix A):

\[
\alpha = \frac{e^2}{\pi^2 \rho \hbar \omega} \int \left| \nu_{ij} \right|^2 \delta \left( E_f (k_i) - E_i (k_j) - \hbar \omega \right) d \tau_{k_i}
\]

(1.12)

where \( d \tau_{k_i} \) is the volume element of momentum space. In a semiconductor, majority of the electrons are located in the valence band, slightly bound to its nucleus. If the semiconductor is illuminated with a light of enough energy, an electron can break its bond and jump to the conduction band and becomes ready to contribute to the conduction mechanism. Electronic band structure of semiconductors is divided into two groups: direct band and indirect band. This categorization is done according to whether the valence band maximum and conduction band minimum occur at the same momentum.

In direct band semiconductors, valence band maximum is below the conduction band minimum on energy axis (Fig. 1.12). A photon with at least the band gap energy can be absorbed and the electron can make a transition to the conduction band without a necessity of phonon absorption for momentum conservation. Eliminating the momentum conservation factors in Eq. 1.12, absorption coefficient for direct band gap semiconductors is (Appendix A):

\[
\alpha = \frac{2e^2}{\rho \Omega \hbar \omega} \left( \frac{2m^*_{red}}{\lambda} \right)^{3/2} (\hbar \omega - E_g)^{1/2} \frac{1}{\hbar \omega}
\]

(1.13)
Figure 1.12: Direct band gap semiconductor in which the extrema of valence and conduction bands are in the same momentum.

The calculation of absorption coefficient for indirect band semiconductors requires momentum conservation principle. In indirect band semiconductors, the extrema of valence and conduction bands do not have the same momentum (Fig. 1.13). In this respect, a photon itself is not enough to carry an electron to the conduction band minimum; phonon absorption is required for the transition along the momentum axis.

Figure 1.13: Indirect band structure and the compensation of insufficiency of photon energy by phonons.
As the electron has to catch a phonon with the required momentum, indirect transitions seem to happen slower relative to the direct ones, in which only photon absorption is enough. The required momentum of the phonon can be converted into its energy counterpart and the calculations can be followed in Appendix A, giving out the result:

\[ \alpha(\hbar\omega) = \frac{A' (\hbar\omega - E_\alpha + E_{ph})^2}{\hbar\omega} \]  

(1.14)

As for the amorphous semiconductors the uncertainty in momentum becomes very large and the momentum conservation seems to be irrelevant since a transition from any momentum to any other momentum is possible without a requirement of specific phonon absorption. Then, double integration over the initial and final momenta gives out absorption coefficient for amorphous semiconductors [7]:

\[ \alpha(\hbar\omega) = B \frac{(\hbar\omega - E_\alpha)^2}{\hbar\omega} \]  

(1.15)

where \( B \) is a disorder parameter. Another disorder parameter for amorphous semiconductors is the Urbach energy. It was mentioned that the bond angle and length distortion, due to local imperfections of amorphous materials, results in tail states extending throughout the forbidden gap with an expression given in Eq. 1.2. This extension of density of states is exponentially decreasing with energy. Since absorption coefficient is proportional to the density of states, it is naturally expected to be an exponentially decreasing function of energy:

\[ \alpha = C \exp\left(-\frac{E}{E_0}\right) \]  

(1.16)

where \( E_0 \) is the Urbach energy which is a measure of extension of tail states throughout the band gap and \( C \) is a constant related to the properties of the material.
1.3 Mechanical Stress in Thin Films

The existence of stress in thin films was first recognized in the early nineteenth century. For instance, Gore in 1858 observed that an antimony film was prone to cracking as a result of external vibrating force or local heat application. He attributed the bending of the deposited layers to the development of “unequal states of cohesive tension” through the thickness of the deposit. The Earl of Rosse, in 1865, tried to form flat mirrors by evaporating silver on glass substrates prior to the copper deposition. He intended to do so since copper has more strength against external physical effects. However, copper on glass, without a prior silver evaporation, contracted so as to be detached from the glass substrate. Thus, a silver deposition before copper relaxed the system and reduced contraction. In addition, Stoney, in 1909, observed that the copper film electrodeposited as a protective layer on silver for searchlight applications were easily peeled off when the thickness of copper exceeded 10\( \mu m \).

Stoney’s observation was that a metal film on a thick substrate had tension or compression in the absence of any external force, which would consequently strain the substrate so as to bend it. He made a series of experiments to relate the film stress to the amount of strain in the substrate. To do so, he deposited thin nickel films of thicknesses varying from 5.6\( \mu m \) to 46.2\( \mu m \) on steel substrates of dimension \((0.31\times102\times12)\)\( \text{mm}^3 \). From the measurements of film thickness, amount of substrate bending and the elastic constants of steel, Stoney estimated tensile stresses of nickel films varying from 152 MPa to 296 MPa for film thicknesses from 46.2\( \mu m \) to 5.6\( \mu m \), respectively. Moreover, when the samples were heated to a “red heat so as to anneal them”, their amounts of bending were considerably reduced.

Although very improved experimental tools have been produced since Stoney, the basis of determination of thin film stress is still very similar to his way. Therefore, the commonly used formula for film stresses is called Stoney’s Formula in spite of
some modifications to the original form. There are several ways of obtaining Stoney’s formula. A simple derivation is in what follows.

Virtually all experimental determinations of thin film stress use the variants of the equation first given by Stoney in 1909 [8]. That equation will now be derived with reference to Fig. 1.14. Let us imagine that the film is initially separated from the substrate, both of them are free of any stress and strain (Fig. 1.14a). Then, the film should be adapted to the substrate with some temporary external forces to keep the interfacial dimensions of the film identical to those of the substrate assuming film surface is larger than that of the substrate. Now, the film tends to have its initial surface area. In other words, at the instant of contact, let us assume the inwards forces are removed and then the film is forced to extend. This extension tendency can be represented by the interfacial forces, $F_f$, on the film which can be assumed to be uniformly distributed over the cross sectional area of the film, $(d_fw)$ as shown in Fig. 1.14b. On the other hand, an opposite force, $F_s$, should be applied from the substrate interface to limit film extension and keep it in contact. These forces which might be caused from lattice misfit, differential thermal expansion, film growth effects, etc. should be the source of stress at the film-substrate interface. The deformation will stop when these forces cancel each other. Hence, in equilibrium,

$$\tilde{F}_f = \tilde{F}_s \tag{1.17}$$

The moment resulting from mechanical stress is given by (Appendix B):

$$M_{ik} = \oint (\sigma_{ik}x_k - \sigma_{ik}x_i) df_i \tag{1.18}$$

The total moment around the contact layer is responsible for the bowing of the film-substrate composite and equals

$$\frac{(d_f + d_s)}{2} F_f = M_f + M_s \tag{1.19}$$
Figure 1.14: Stress analysis in a film-substrate composite. (a) Film above substrate with corresponding thicknesses and elastic constants. (b) Equibiaxial forces resulting in a moment at the interface. (c) An isolated moment $\bar{M}$ leads to a bending of the composite with curvature $1/R$. 
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Consider an isolated moment $\tilde{M}$ shown in Figure 1.14c. In this case, the deformation is the distance between the upper end corner of the body and the mid-plane of the composite. Above this mid-layer the body is extended ($+\sigma$) and below this layer the body is compressed ($-\sigma$). That is why it is taken as strain-free and reference. In terms of radius of curvature, $R$, and angle, $\theta$, Hooke’s Law (Appendix B) yields

$$\sigma = E \left[ \frac{(R + \frac{d}{2})\theta - R\theta}{R\theta} \right] = \frac{Ed}{2R} \quad (1.20)$$

which corresponds to the bending moment $M$ as

$$M = 2 \int_0^{d/2} \sigma \left( \frac{y^2}{d/2} \right) wdy = \frac{\sigma wd^3}{6} = \frac{Ewd^3}{12R} \quad (1.21)$$

This result can now be applied to the film and substrate moments as

$$M_f = \frac{E_f wd_f^3}{12R} \quad \text{and} \quad M_s = \frac{E_s wd_s^3}{12R} \quad (1.22)$$

$E_f$ and $E_s$ are the Young’s moduli of film and substrate, respectively. Young’s modulus is the proportionality constant between longitudinal strain and longitudinal stress. However, the stress leading to the longitudinal deformation here is the transverse stresses. Thus, Young’s moduli need to be modified so as to give the transverse stresses for a unilateral compression (Appendix B):

$$E_f \rightarrow \frac{E_f}{1 - \nu_s} \quad \text{and} \quad E_s \rightarrow \frac{E_s}{1 - \nu_s} \quad (1.23)$$
Hence;

\[
\left(\frac{d_f + d_s}{2}\right)F_f = \frac{w}{12R} \left[ \frac{E_f}{1 - \nu_s} d_j^3 + \frac{E_s}{1 - \nu_s} d_s^3 \right]
\]  \hspace{1cm} (1.24)

and considering \(d_f \ll d_s\) and stress is the force per unit area, \(\sigma = F_f / (wd_f)\),

\[
\sigma_f = \frac{1}{6R (1 - \nu_s)} \frac{E_s d_s^2}{d_f}
\]  \hspace{1cm} (1.25)

This equation is called Stoney’s Formula, relating the film stress, \(\sigma_f\) with the curvature, \(1/R\).

1.4 Negative Electron Affinity (NEA)

1.4.1 Electron Affinity

Ionization energy is a commonly known concept that describes the energy required for an atom to release one electron so as to become a positively charged ion. Electron affinity can be regarded as the opposite of ionization energy. It is the energy released when a neutral atom gains an electron to become negatively charged. For instance chlorine atom gets an electron and releases 3.6 eV/atom via the following reaction:

\[
\text{Cl} + e^- \rightarrow \text{Cl}^- \hspace{1cm} \text{Energy} = -3.6 \text{ eV}
\]

The negative sign in front of the reaction energy conventionally means energy is given by the system. Therefore, chlorine atom becomes a stable negative ion.
From semiconductors point of view, the electron affinity is the energy difference between conduction band minimum and the vacuum level (Fig. 1.15). An electron at the valence band maximum requires the band gap energy $E_g$ to transit from bound states to the mobile (unbound) states. If the material has positive electron affinity (PEA), the energy required for that electron to reach the vacuum level is $E_g + \chi$, where $\chi$ is the electron affinity (Fig. 1.15a).

### 1.4.2 Negative Electron Affinity

The phenomenon of negative electron affinity (NEA) is observed when the conduction band minimum lies above the vacuum level. Any electron excited to an unbounded state in the conduction band then eligible to escape into vacuum (Fig. 1.15b). Hence for the materials having NEA, the energy required to reach the vacuum level is only $E_g$. This property has unique applications for electron emission devices, such as UV and X-ray photodetectors, cold-cathode emitters. Many photodetector designs already consist of NEA photocathodes. On the contrary, the photocathodes are easily contaminated which impedes the development of NEA electronic device technology.

![Energy band diagrams of (a) positive electron affinity, (b) negative electron affinity semiconductor. $E_C$, $E_F$, $E_V$ are the energies at conduction band minimum, Fermi level and valence band maximum, respectively.](image-url)
In intrinsic materials, vacuum level is always above the conduction band minimum, which is thermodynamically inevitable. However, there are cases where the vacuum level is pulled to lower energies. To do so, a layer of alkaline metal or its oxide should be deposited on the surface of the semiconductor film [9]. Thin solid films should satisfy some conditions to be a good candidate for NEA applications such that a negative electron affinity device (NEAD) is expected to give out sufficient performance. It should have small response times and the images should be sharp enough if a NEAD is to be used as the photocathode of photodetectors or the cold cathode of an electron emitter. Therefore, direct band gap thin film semiconductor materials and high optical absorption coefficients would result in high performance NEADs.

After the possibility of negative electron affinity was proven in 1960s, the subject attracted a great interest owing to its promising unique applications [10]. In the following years, a deceleration in the research followed because NEA surface can be easily poisoned from atmospheric contaminations. On the other hand, the proposals of new NEA materials in recent years, such as AlN and BN, have retaken the attention on the subject [11],[12]. Development of high efficiency NEADs might be possible; however, urgent understanding is required on the activation of NEA on the surfaces of semiconductors.

1.4.3 Activation of NEA

NEA phenomenon was first observed on GaAs samples coated with a thin cesium (Cs) layer [13]. The effective electron affinity could be lowered more by the additional surface treatment with oxygen to form CsO layers [14]. Activation of NEA of semiconductor surfaces by Cs layers was widely accepted to obey the dipole layer (ionic) model until late 1980s [15]. This model was subjected to objections by 1989 [16], [17]; however, it consistently explains the main idea of the phenomenon.

As more than one atom come closer to form a molecule, the atomic orbitals overlap, which is a natural consequence of the electrons being attracted by the neighboring
atoms. However, no such overlaps can occur at the surface of a solid. A linear array of atoms binding to form a solid state with the surfaces at each end can be seen in Fig. 1.16. At each end of the solid the absence of atomic orbital overlaps arranges the potential distribution so as to prevent electrons from escaping to the vacuum where the potential of the nucleus is negligible. The height of this potential is called the vacuum level. The energy necessary to carry one electron from the surface of the Fermi electron sea to the vacuum level is the work function. The electrons need to reach the vacuum level for emission. Hence, emission of electrons from a relatively low vacuum level is easier.

![Figure 1.16: Linear array of atoms with schematic energy bands where the electron affinity is indicated.](image)

To reach the NEA surface, the use of low vacuum level materials is essential at the first step. Vacuum level of semiconductors can be lowered by various surface treatments. Common surface treatments are done by the deposition of Cs and hydrogenated atomic layers for GaAs and diamond, respectively [18]. Lowering the vacuum level itself is not enough for the activation of NEA surfaces. The vacuum level is kept above the conduction band minimum as far as the band structure is flat (Fig. 1.17a). Pulling the vacuum level below the conduction band is possible by the creation of a depletion region of negative ions at a semiconductor/layer interface (Fig. 1.17b). Positive charges located at the surface states may be present due to dislocations, stacking faults, impurities, etc. Accumulation of positive charges at the
surface layer repels positive charges of the bulk material away from the surface. As a result, a depletion region is created consisting of only negative ions and the bands are bent downwards, pulling the vacuum level to lower values. The energy of the vacuum level might be pulled below the conduction band minimum depending on the electron affinity of the intrinsic material and the amount of band bending (Fig. 1.17b).

There are some factors contributing to the lowering of vacuum level, such as the dipole strength, thickness of the activating layer and the band gap energy of the bulk material. First, increasing the dipole density and dipole moment of the surface is one way of pulling down the vacuum level more. Dipoles are the sources of band bending at the surface of the material and thus, their density determines the bending amount. The thickness of the activating layer is another factor affecting the electron affinity. The band bending at the surface of a very thin layered surface might not be enough for the activation of NEA. Similarly, a very thick layer would act like an independent layer of a heterojunction and activating layer concept, which was discussed above, would be meaningless. On the contrary, an optimal thickness is efficient in the activation of NEA. For the same band bending behavior, an optimal thickness of activating layer results in NEA surface; however, a very thin layer makes the material remain at PEA. Finally, the effect of band gap energy width on NEA should be mentioned here. For a very low band gap semiconductor, the effective barrier height \( E_b \) between the bulk and the activating layer would be very high such that the escape of electrons over the barrier is greatly reduced. On the contrary, the barrier height for wide band gap semiconductors is relatively smaller such that the height of the effective potential barrier might lie below the conduction band minimum as the surface is being activated by the layer. Therefore, once an electron is excited to the conduction band, it is free to transmit above the barrier and escape into the vacuum.
Figure 1.17: (a) In the flat band condition the vacuum level is above the conduction band minimum. (b) As the bands are bent by the creation of a depletion region due to the positively charged surface states, the vacuum level can be pulled below the conduction band minimum (above) and charges accumulated at the interface (below).

1.4.4 Negative Electron Affinity of Boron Nitride

Hexagonal boron nitride (h-BN) is a direct gap semiconductor with a wide forbidden gap of 5-6 eV. In addition, it has high absorption coefficients about $5 \times 10^4 \text{cm}^{-1}$ at band gap energy. These optical properties of h-BN bring up the possibility of its usage in NEADs. Indeed, h-BN thin film was observed to exhibit NEA in 1995 [11]. A brief introduction of the NEA properties of h-BN and basic issues will be discussed below.

Diamond, which is isoelectronic to BN, is known to be NEA [18]. As a consequence of the previously discussed effect of forbidden gap on NEA, c-BN having larger
band gap than diamond may be expected to exhibit a NEA [19], whereas h-BN having more or less a similar band gap with diamond, would not. However, experiments on h-BN of various thicknesses have contradicted that judgment on h-BN; these experiments had shown that h-BN has a characteristic strong emission of a NEA [11].

It is discussed above that surface termination is the basic source of dipole creation along the interface of a semiconductor and the surface layer. In this respect, an example of surface investigation of h-BN may be done in the following manner: wide band gap and dipolar bonding configuration between B and N atoms of h-BN should be effective on the creation of a depletion region (or weak accumulation so as to result in a suitable band bending) at the interface of the bulk film and a surface layer. Although the properties of the surface layer built NEA of h-BN is still being debated, surface treatments of h-BN with hydrogen and oxygen or heat treatment of the h-BN thin films showed the following results [12], [20]: as deposited h-BN films may exhibit NEA. Heat treatment of the film at 1100 °C eliminates the NEA of h-BN surface; h-BN becomes PEA. Subsequently, exposure of PEA surface to atomic hydrogen at room temperature regenerates the NEA condition. Possible consequence of this process cycle is that hydrogen on the h-BN surface plays a fundamental role. That is, it might be at the origin of the required suitable surface dipolar layer (in this respect, the effect of H on the diamond NEA should be remembered). Moreover, the difference of electronegativities for B and N or that of their reactivities to H should contribute for that purpose [12]. Oxygen plasma treatment effect on the emission characteristics of h-BN seems rather obscure.

1.5 Possible Current Transport Mechanisms in Insulating Materials

As mentioned above, BN film has large energy gap value of about 5 eV which places it among the insulating materials. It is well known that the current transport mechanisms in insulating materials are complex. Let us give an outline on this subject in order to assess the film resistivity as correctly as possible.
The current flow \((I)\) under a d.c. voltage \((V)\) is either limited by metal-insulator interface or by the bulk properties of the BN films.

### a. Interface limited current

In the first case, the injection or supply of charge carriers from metal electrode Fermi level \((E_F)\) to the relevant band of the insulator will limit the current since the energy barrier \(q\phi_b\) at the interface impedes the transport of carriers (emission or contact limited current). Two mechanisms may be considered to overcome this barrier: carriers can pass over the barrier by thermionic (Schottky) emission (mechanism “1” in Fig. 1.18) [21], or carriers can tunnel the barrier (Fowler-Nordheim) towards the insulator band (mechanism “2”) or towards insulator trap level \(E_t\) (mechanism “3”).

The thermionic current is the strongly temperature dependent mechanism (mechanism “1” in Fig. 1.18) [21]:

\[
I \sim T^2 \exp\left(\frac{a\sqrt{V}}{T} - \frac{q\phi_b}{kT}\right)
\]

where \(V\) is the applied d.c. voltage, \(T\) is the temperature, \(a = \sqrt{q/(4\pi\varepsilon d)}\), \(\varepsilon\) is the insulator permittivity and \(d\) is the insulator thickness. The slight voltage dependence in this mechanism is due to the image force induced lowering of the barrier \(\phi_b\) under applied electric field [21].

The Fowler Nordheim tunneling current is obtained by considering the transmission probability of the carrier through triangular shaped energy barrier. This current is strongly applied voltage (electric field) dependent (almost temperature independent) [22]:

\[
I \sim V^2 \exp\left(-\frac{b}{V}\right)
\]

where \(b\) is a constant.
Figure 1.18: Possible charge carrier transport mechanisms across a MIM (metal-insulator-metal) structure (• electrons, o holes, $E_F$ metal Fermi levels; $E_C$, $E_V$ conduction band and valence band edges respectively of the BN film, $E_t$ a single trap level chosen symbolically for illustrating the mechanisms). The Fermi level of aluminum (Al) (having work function of about 4 eV) is placed closer to the valence band of BN film, whose vacuum level can be roughly considered to be slightly above or below the conduction band minimum. Therefore, the charge seems to be carried mainly by holes.

The current may be limited also by the emission of trapped carriers from traps towards the relevant band (Fig. 1.19). This mechanism is similar to the above mentioned Schottky emission (Eq. 1.26) [21]:

$$I \sim V \exp \left( \frac{2a\sqrt{V}}{T} - \frac{\Delta E_t}{kT} \right)$$

(1.28)
Figure 1.19: Frenkel-Poole emission of carrier from a trap where the potential around the trap is lowered from \((\Delta E_t)_{0}\) to \(\Delta E_t\) by the applied voltage (or electric field).

b. Bulk limited current

Beyond a certain value of electric field or the temperature, the current is not limited by the contact “resistance”; but it is rather limited by space charge formed in the bulk of the insulator due to the injected carriers. Let us outline the space charge limited current.

b.1. Insulator without trap

Consider first an ideal insulator without trapping localized states (free carrier density \(p_0 = 0\) and trapped carrier density \(p_t = 0\)). Assume that the carriers are injected from the metal electrode at \(x = 0\) (Fig. 1.18). Current density \((J)\) at the position \(x\) in the insulator may be expressed as a sum of drift and diffusion current densities:

\[
J = q p \mu \xi - q D \frac{dp}{dx}
\]  

\[\text{(1.29)}\]
where \( p \) is the injected carrier concentration, \( \mu \) is the carrier mobility, \( \xi \) is the electric field and \( D \) is the diffusion coefficient of free carriers. At the same \( x \) position, the Poisson’s equation may be written as:

\[
\frac{d\xi}{dx} = \frac{q p}{\varepsilon_i}
\]  

(1.30)

reporting Eq. 1.30 into Eq. 1.29, \( J \) becomes:

\[
J = \mu \varepsilon \frac{d\xi}{dx} - D \varepsilon \frac{d^2\xi}{dx^2}
\]  

(1.31)

Using the Einstein relation \( D = \frac{kT}{q} \mu \), the Eq. 1.31 can be integrated:

\[
J \cdot x = \frac{\mu \varepsilon}{2} \frac{\xi^2}{2} - \frac{kT}{q} \mu \varepsilon \frac{d\xi}{dx}
\]  

(1.32)

The diffusion term may be neglected when \( V \gg kT/q \) since \( \frac{d\xi}{dx} \approx 0 \). Considering \( V = \int_0^d \xi dx \), the Mott-Gurney square law may be obtained:

\[
J = \frac{9 \varepsilon \mu}{8 d^3} V^2
\]  

(1.33)

This relation (Eq. 1.33) does not reflect the ohmicity where \( J \propto V \).

b.2. Insulator with traps

As discussed towards the end of Section 1.1, there are plenty of localized states (traps) within the forbidden gap. Let us assume, first, a single trap level \( E_t \) for
simplicity. These traps, via capturing part of the free carriers from the relevant band, influence the conductivity by immobilizing a fraction of the injected carriers [22]:

\[ p = p_0 + p_i = N_V \exp\left(\frac{E_V - E_{FP}}{kT}\right) \]  
\[ p_i = \frac{N_i}{1 + \frac{N}{g p \exp\left(\frac{E_i - E_{FP}}{kT}\right)}} \]  

(1.34)  
(1.35)

where \( p, p_0, p_i \) and \( p_t \) are the free, thermal free, injected and trapped carrier concentrations, respectively. \( N_V \) is the effective density of states, \( E_{FP} \) is the carrier quasi Fermi level, \( g \) is the degeneracy factor and \( N_t \) is the trap concentration.

Let us assume \( p_t >> p \) (note that for opposite condition, the effect of traps might be negligible). Using Eq. 1.34, the expression of \( p_t \) may be written as:

\[ p_t = \frac{N_i}{1 + \frac{N}{g p \exp\left(\frac{E_i - E_{FP}}{kT}\right)}} \]  

(1.36)

where \( N = N_V \exp\left(\frac{E_V - E_{FP}}{kT}\right) \).

The equilibrium trap occupancy results from a balance between capture of carriers into the traps and their thermal re-emission into the relevant band (process 6 in Fig. 1.18)

In the presence of the applied electric field, if it is not too strong, the balance between free and trapped carriers is altered only through the change in free-carrier concentration accompanying injection. If the trap energy level \( E_t \) is a relatively shallow energy level, that is, if \( E_{FP} \) lies above \( E_t \) (i.e. \( (E_{FP} - E_t)/kT > 1 \)), the Eq. 1.36 becomes:
Among the injected carriers, the fraction of free carriers is as follows (with $p_i \gg p$):

$$\theta = \frac{p}{p + p_i} \approx \frac{p}{p_i} = \frac{N}{gN_i} = \frac{N_i}{gN} \exp\left(\frac{E_v - E_t}{kT}\right)$$  \hspace{1cm} (1.38)

This fraction is independent of the applied voltage.

As a result, the relatively shallow traps of concentration $N_i$ at energy level $E_t$ will substantially affect the space charge limited injection current if $\theta \ll 1$ and in this case the current voltage relation becomes:

$$J = \frac{9 \mu \epsilon \theta}{8 d^2} V^2$$  \hspace{1cm} (1.39)

If there are traps distributed in energy instead of a single trap at energy $E_t$, the space charge limited current versus voltage relation will be changed. If this distribution is an exponential function of trap energy, the following relation can be obtained [22]:

$$J = \text{constant} \frac{V^{a+1}}{d^{2a+1}} \text{ with } a > 1$$  \hspace{1cm} (1.40)

c. **Ohm’s law regime**

In an insulator of large band gap $E_G$, the free carrier density $p_0$ is expected to be very low $[p_0 \approx \exp(-E_G/2kT)]$. The free carrier density may be exceptionally large if there is a shallow dopant level of sufficient concentration. These dopants can supply free carriers to the relevant band, leading to the Ohm’s law:
This ohmic behavior will last until the average injected excess free carrier density $p_i$ becomes comparable (or dominant) to the thermally generated carrier density $p_0$. In other words, the Ohm’s law regime is valid below a certain applied voltage.
CHAPTER 2

EXPERIMENTS

2.1 Production of Boron Nitride Films

2.1.1 Substrate Cleanliness

For each production cycle, crystalline silicon (100) wafers polished on both sides, glass microscope slides and quartz plates are used as substrates which are cleaned using the following standard procedure: First, glass and quartz substrates are boiled both in trichloroethylene solution and then in $\text{H}_2\text{O}_2$:$\text{H}_2$O (1:1) mixture for 2 min each. Si substrates are boiled in the trichloroethylene solution for 3 min, followed by boiling both in $\text{H}_2$O:$\text{NH}_4\text{OH}$:$\text{H}_2\text{O}_2$ (6:1:1) mixture for 5 min and then in $\text{H}_2$O:$\text{H}_2\text{O}_2$:HCl (6:1:1) mixture for 10 min. After each step, all substrates are rinsed in deionized water (DW) and washed in ultrasonically agitated DW for 10 min. Additionally, Si substrates are dipped in $\text{H}_2$O:HF (50:1) solution for 30 s to remove the eventual SiO$_x$ layer and rinsed in DW just before all substrates are dried with the nitrogen gun. When cleaning process is over, the substrates are immediately loaded on the grounded bottom electrode of the parallel plate capacitive type plasma reactor (Fig. 2.1). Small glass pieces ($\approx 1 \times 5 \times 75 \text{ mm}^3$) are placed as mask on some of the substrates for thickness measurements. These shadow masks avoid the plasma deposition on the selected substrate surfaces and a groovy surface is formed; see Section 2.2.2. Next, the reactor is pumped down to below 1 mTorr and before starting the growth process in situ nitrogen cleaning is performed for 5 min.
2.1.2 Plasma Reactor

As previously mentioned, BN thin films are deposited using parallel plate plasma enhanced chemical vapor deposition (PECVD) system at 13.56 MHz (Plasma Lab μP 80) with ammonia (Chapter 3) or nitrogen (Chapter 4) and hydrogen-diluted diborane (15%) as source gases. Temperature and RF power of the ground electrode together with the pressure of the chamber are controlled by the interface unit of the deposition system. As the chamber is adjusted at a constant pressure of 0.5 Torr for NH₃ source gas (Chapter 3) or 0.1 Torr for N₂ source gas (Chapter 4), the reactant gases are sent to the chamber through a shower head which is placed at the center of the upper electrode and pumped out of the system with a rotary pump from under the bottom electrode (Fig. 2.1). Outgases are first burnt in high temperature oven and then released to open air as decomposed molecules in order to eliminate any explosive risks. During gas transition over the substrates, RF power of 250 W is applied between the electrodes and then plasma is created. As the deposition is performed, RF power is switched off, and the pressure is decreased down to high vacuum. Next, the chamber may be opened to collect the samples when the temperature of the ground electrode is decreased to about 40 °C.

Figure 2.1: Schematic diagram of RF PECVD reactor for thin film deposition with commonly used substrate positions indicated.
2.2 Main Measuring Systems for Film Characterization

2.2.1 Mechanical Measurements

A mechanical stylus profilometer (AMBIOS XP-2) with tip radius of 2.0 microns, approximate lateral resolution of 100 nm and vertical resolution in between 1.5-62Å is used to obtain the surface profile of the samples (Fig. 2.2). Data processing within the profilometer may be briefly explained as follows: Let a sample be placed on the sample stage (the implementation of this system has been achieved within the frame of this thesis by using the documents and software supplied by the producer company [23]). The tip is engaged onto the sample with a user-defined stylus force (between 0.05 and 10 mg). Surveying on a rugged surface, as the tip moves up or down stylus force can be kept constant with the force coil creating a suitable moment on the frictionless pivot. In order to determine the tip height, a red laser light is reflected from the mirror-like back of the tip holder and aimed to the split photo detector (SPD). When the tip holder is horizontal (zero altitude) the laser light is equally shared by both sub-detectors of the SPD. Then, the signal intensities of both sub-detectors are subtracted from each other and zero altitude is verified (signals are identical and subtraction gives zero). On the other hand, when the tip holder is not horizontal (i.e. tip climbs up a valley or goes down a cavity) the laser light would be rather projected more on the lower or upper sub-detector. In this case, the subtraction of the signal intensities does not give zero and the resultant signal is amplified for a precise height determination. This process is done for every data point (maximum data points for a measurement is 60,000) and the result is loaded to the computer screen as the two dimensional surface profile of the sample.
Figure 2.2: Schematic diagram, depicting the main parts and measurement principle of mechanical stylus profilometer.
2.2.2 Thickness Measurements

Prior to the deposition, small glass shadow masks are placed on the substrates resulting in the formation of a groovy surface (Fig. 2.3). The base of the grooves is the substrate surface and deposited film structure begins at the end of the grooves. Naked eye hardly ever recognizes the color difference between the groove and the film; however, the profilometer relieves the surface morphology precisely where the thickness of the film can be seen clearly (Fig. 2.3). It should be noted here that the film thickness at the vicinity of the groove edges may not be uniform since these places are possibly shadowed from gas flow during the growth in the reactor. An eventual nonuniformity (if exists) has to be taken into account for a correct thickness determination.

![Figure 2.3: An example of profile supplying the thickness determination where the thickness is the difference between the lower and upper horizontal signal levels. Inset shows the various tip paths for determining eventual thickness distribution.](image)
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2.2.3 Thin Film Stress Measurements

Thin film stress is related to the substrate deformation by Stoney’s Equation (1.25), in which the curvature of deformation should be predetermined. To determine the final shape of the substrate after film deposition, various sophisticated experimental methods can be used. For instance, the mechanical stylus profilometer would be helpful as it gives out the two dimensional profile of the film surface. Then, the data may be fitted to a least square curve as shown in Fig. 2.4. The equation of the curve is

\[ y = \sqrt{R^2 - (b - x)^2} - c , \]

which can be fitted to the original data by curve fitting tool of MATLAB© finding the most suitable values for the parameters \( R, b \) and \( c \).

Figure 2.4: Strained film-substrate composite due to the compressive film stress leading to a curved shape of curvature \( 1/R \).
An example for measurement of surface profile of h-BN film on Si (100) substrate and its stress analysis are illustrated in Fig. 2.5. In this figure, least square fit of a circular arc to the absolute profile yields R, b and c values of 5.585 m, 1.22 cm and 5.543 m, respectively. Using this radius of curvature and elastic constant of Si (100) as 180.5 GPa, the film stress can now be calculated.

Figure 2.5: Stress analysis of h-BN film on Si (100) substrate whose thicknesses are 370 nm and 200 μm, respectively. Absolute profile is obtained by subtracting pre-deposition data from post-deposition one.

The result of the stress calculation from Stoney’s formula application to the least square fit revealed a stress value of 585.4 MPa. On the other hand, a comparison of this finding has been done with the software result of the thickness profilometer for thin film stress. The software gave out a stress value of 596.7 MPa corresponding to a radius of bending of 5.45 m. The difference between the two results is almost negligible. That is, the experimenter is free to choose any one of the two methods according to surrounding of the conditions.

2.2.4 Optical Measurements: UV-VIS, XPS, IR Spectroscopies

UV-visible transmission spectra of the samples are measured to obtain the band gap energy, Urbach energy, refractive index and thickness of the samples (by Perkin
Elmer Lambda 2S Spectrometer). Measurements were taken in the wavelength region of 200-1100 nm. The transparent region of the transmission data could be well fitted by the minimization program, OPTICHAR©. Refractive indices and thicknesses were found from this region. These values were used to obtain the absorption coefficients as a function of energy by Swanepoel’s method [24].

Chemical compositions of the films were determined by the XPS analyzer Specs EA 200, using an anode of Al Ka (1486.3 eV) as X-ray source (Mg Ka (1253.6 eV) is also available). The films deposited on glass substrates were used for this purpose. The surfaces of the films were cleaned from carbon contamination by sputtering with argon ions of energy 5000 eV for about 20 minutes till the carbon peak is vanished. The photoemission process leads to positively charged ion formation at the surface. Those ions attract the ejected electrons back to the surface and thus reduce their kinetic energies. This attraction leads to the shift of the binding energies to higher energies in the XPS spectrum. The calibration of peaks is done according to B 1s peak, which is located at 190.5 eV [25]. Calibration with respect to O 1s peak at 532.0 eV is also possible [26]. Atomic sensitivity factors (ASF) of boron, oxygen, and nitrogen are taken as $\sigma_B = 0.13$, $\sigma_O = 0.66$, and $\sigma_N = 0.42$, respectively. For the deconvolution of the peaks, the computer program PeakFit © is used.

Bonding structure analysis was based on Fourier transform infrared (FTIR) spectroscopy. Subsequent to the deposition (within first 30 min.), infrared absorption spectra of the films under normal incidence were measured by Nicolet 520 spectrometer (4 cm⁻¹ resolution) purged with dry air. The background was corrected by measurements of substrate transmittance ($50\,\Omega\cdot cm$ Si) just before taking the spectra of the samples. In order to investigate the evolution of the films within the humid atmosphere, measurements were repeated 80 days after the deposition.

The transmission data was transferred to absorption using the formula (disregarding reflectance):

$$T = \exp(-\alpha d)$$  \hspace{1cm} (2.2)
where $\alpha$ is absorption coefficient and $d$ is the thickness of the film. Background correction, deconvolution of the peaks and fitting were done using the computer program PeakFit ©.

### 2.2.5 Electrical Measurements

Both the vertical and lateral resistivities of the films are measured for testing the degree of insulating behavior and for carrying out eventual resistivity anisotropy (Fig. 2.6). Current-voltage characteristics of the films were measured by Keithley 6517 electrometer for high resistive systems. The device is controlled by computer via the software LabView ©. The films for electrical measurements were deposited on glass and crystalline silicon substrates. Then, aluminum planar and dot contacts were evaporated onto the films in a vacuum system. The dimensions of the contacts and distances between them were determined by the mechanical profilometer.

![Figure 2.6](image)

**Figure 2.6:** Electrical resistivity measurements through (a) lateral and (b) vertical contacts.
CHAPTER 3

RESULTS AND DISCUSSIONS ON BN FILMS USING AMMONIA

3.1 Introduction

As outlined in Chapter 1, boron nitride consists of a III-A element boron and a V-A element nitrogen which are both nearest neighbors to carbon in the periodic table. Thus, BN has the same electronic configuration as carbon molecules. Consequently, the physical structures of BN and carbon are very similar. BN, like carbon, is formed in two main phases. Hexagonal BN (h-BN) is similar to graphite as both are very soft and have a layered structure; however, unlike graphite, it has a very high electrical resistivity (along both a and c axes) and it is transparent to visible light. Other phase is cubic BN (c-BN) which is similar in bonding structure to diamond. In fact, c-BN is second, after diamond, in the list of hard materials [27]. However, h-BN is relatively easier to deposit in thin film form by PECVD system, which is an essential system for the production of large area low cost electronic materials.

A sub-phase of h-BN is the so-called turbostratic boron nitride (t-BN). This structure constitutes clusters of parallel hexagonal planes which are rotated randomly around the c-axis (Fig. 1.8). Indeed, t-BN is fairly defective as the tissue between the clusters is considered to be highly disordered. This tissue may contain (together with amorphous boron nitride (a-BN)) hydrogen and oxygen atoms which should naturally affect the film characteristics [28], [29]. Except for the turbostratic phase being a disordered structure, h-BN and t-BN exhibits the same B-N bond frequencies in infrared.
Although it has not gained a commercial importance yet, h-BN is a potential material for thin film optoelectronic applications. Having optical gap in the range 5.0-6.0 eV, it may be used as a UV-source or UV-detector [30]. Negative electron affinity of h-BN also promises unique applications like photo detectors and cold cathode emitters [31]. High breakdown field \(6\times10^6\) V/cm and high resistivity bring up the idea of using h-BN as an insulating layer of thin film transistors [32], [33], [34], [35]. On the other hand, despite its low cost and easy production, h-BN thin films containing turbostratic form in majority comes up with defects and stoichiometry problems. High density of states (both tail and deep states) can damp its dielectric properties [26]. In addition, relative compositions of boron and nitrogen are reported to affect the film properties enormously so that boron rich films results in a very low band gap of 3.7 eV [32]. Optimization of deposition parameters should help in both increasing the structural order and reaching stoichiometry.

Ammonia and nitrogen are commonly used as source gases for nitrogen containing thin film depositions. In this Chapter, ammonia is used as the nitrogen source for BN deposition. It has several advantages, but the essential one is that ammonia dissociates easily and leads to rich chemical reactions within the plasma. It also carries the hydrogen into the plasma, which may affect the growth and hydrogenation of the films. As hydrogen is expected to play a major role in the film structure, the investigation of its effects on physical properties of h-BN films is the main goal of this Chapter.

3.2 Experiments

The c-Si wafers \(5\times20\) mm\(^2\), glass microscope slides and transparent quartz plates are cleaned by a standard process as described in Chapter 2. IR, UV-visible, thickness and mechanical stress measurements are conducted within the first half of an hour after the deposition. After the characterization of the as-deposited films is completed, four identical pieces \(5\times5\) mm\(^2\) are obtained by cutting the film/c-Si composite \(5\times20\) mm\(^2\). One is kept for reference at room temperature (RT) and the
other three are annealed in a furnace for 1.5 hours under nitrogen atmosphere at 475, 650 and 800 °C, respectively. Three film/quartz composites are also annealed at 400, 600 and 800 °C, respectively. The optical constants of the films are obtained from UV-visible spectroscopy measured on annealed film/quartz composites. The IR and mechanical stress measurements are taken from annealed film/c-Si composites.

3.2.1 Mechanical Stress Measurements

Stress in the films is determined by measuring the substrate curvature and the calculation via thin film stress software of the profilometer as described in Chapter 2. Manual calculation by the external MATLAB© fit program is not necessary since the obtained curve is smooth enough; whereas, some disturbing parts are taken out from the original data. The photographs of the sample surfaces are taken by a stereo optic microscope using 400X zoom. The relation between stress and microphotos of the corresponding sample surfaces is shown in Fig. 3.1. The scales of x and y axes in different graphs (in Fig. 3.1) are kept same for easy mutual comparison between the measurements. The stress of as-deposited film is tensile ~100 MPa. As the samples are annealed at 475 °C, stress is converted from tensile to compressive with a value 585 MPa, and further increased to 1910 MPa when annealed at 650 °C. Stress of 800 °C annealed film could not be measured; however, it may be concluded that the film possesses high compressive stress which was released by the cracking observed in the microphoto. The drastic increase in compressive stress indicates a change of atomic bond configuration at the interface. The relaxation of these bonds seems to be reduced with annealing. When the relaxation of these bonds becomes deficient (at 800 °C) the system should relax itself by cracking.

3.2.2 UV-visible Measurements

Optical transmittance spectra are taken in the UV and visible region (Fig. 3.2). The Urbach energies and optical gaps are calculated from the medium and strong absorption regions of the spectra as shown in Fig. 3.3. Optical gap of the films seems
Figure 3.1: Surface profiles of the as-deposited and annealed films with the corresponding microphotos for the mutual comparison of film stresses.
Figure 3.2: UV-visible transmission spectra of the film/quartz composites annealed at different temperatures. Inset shows the medium and strong absorption regions.

to increase slightly by heat treatments. As the error in the gap determination is considered to be around 10% arising mainly from the error of thickness measurements, the increase might be speculated within this limit. The measured gaps are about 5.3 eV which is close to the gap values of h-BN reported in literature [36]. Additionally, Urbach energy, which is a disorder parameter for an amorphous material, is obtained by linear fit of logarithm of absorption coefficient versus energy in the medium absorption region. In this region, tail-to-band transitions are taken into
account. The observation of Urbach energy for as-deposited and annealed samples exhibits a slight increase with increasing annealing temperature, which implies a rise in bond distortions. The descending relaxation of coordination defects will be attributed to the decrease in hydrogen content with annealing (discussed in the following section) and then, internal stress increases as expected.

Figure 3.3: Optical gap determination from energy-axis intercept of the fit of the linear region (strong absorption). Medium absorption starts at lower energies where linear fit is separated from the data points.
3.3 Discussions

3.3.1 FTIR Measurements

In this work, bonding structure analysis of BN films was based on Fourier transform infrared (FTIR) spectroscopy technique, which allows determining phase structure (hexagonal or cubic) very fast and non-destructively. For infrared light absorption process to occur the atoms in the solid must possess time-varying dipole moment; quasimomentum and energy conservation laws should be valid simultaneously. The values of resonance frequencies are determined by transverse optical (TO) and longitudinal optical (LO) vibrational modes branches within the center of the first Brillouin zone (wavevector $≈ 0$). In amorphous material quasimomentum selection rule is relaxed and phonons of any wavevector value can contribute to the absorption, resulting in broadened and low energy shifted peaks. For near-normal incidence, infrared spectroscopy gives a peak near the frequency of the TO phonon mode, since LO phonons could not absorb light because their dipole moment vector is perpendicular to the incident electric field vector.

For h-BN, the two IR-active phonons have TO frequencies at about 783 cm$^{-1}$ and 1367 cm$^{-1}$, while LO frequencies are at 828 cm$^{-1}$ and 1610 cm$^{-1}$. These correspond to a bending of the B-N-B bond between the basal planes and stretching of the B-N bond within the basal plane, respectively (Fig. 3.4). Very similar frequencies are observed for t-BN as well, only with broadened peaks. c-BN has a phonon with TO component at 1065 cm$^{-1}$ and a LO component at 1340 cm$^{-1}$ [37]. Since frequencies of c-BN and h-BN are different, FTIR is suitable to distinguish between sp$^2$- and sp$^3$-bonded phases. Although w-BN is not very well investigated, phonon frequencies at 1085, 1125 and 1250 cm$^{-1}$ have been reported [38]. Usually, to distinguish w-BN from c-BN the peak at approximately 1130 cm$^{-1}$ is used [39].
BN film FTIR spectra were fitted taking into account the fact that the surface of Si substrate with film on it is cleaner than the surface of original Si wafer substrate alone (used for background subtraction). That is, in the spectra of background Si wafer, peaks at the 550-1200 cm\(^{-1}\) region, especially around 607 and 1107 cm\(^{-1}\) associated with Si-C and Si-O bonds respectively, might have larger intensity than the intensities in the actual Si substrate. Thus, overestimation of the background may lead to artificial decrease of the absorption intensity of BN film spectrum around these peak positions. The fitting for this region is clarified in the Fig. 3.5.

FTIR spectra for as-deposited, 475 °C and 650 °C annealed BN films were fitted in similar way. Asymmetric peak around 1380 cm\(^{-1}\) was deconvoluted into three peaks with Lorentzian peaks around 1380, 1540 cm\(^{-1}\) and Gaussian peak at 1430 cm\(^{-1}\); for 650 °C spectrum a Gaussian peak at 1250 cm\(^{-1}\) was added. Peak around 3434 cm\(^{-1}\) was fitted with Lorentzian, while Gaussian peak fitting was used (Fig. 3.6) for remaining peaks in the spectra. For the film annealed at 800 °C Gaussian peaks are
Figure 3.5: Removal of the Si substrate contribution in the spectra of BN/Si substrate sample (overcorrection is not impossible).

used except peaks at 1380 and 1598 cm\(^{-1}\), for which Lorentzian distribution is used. The deconvoluted peak positions and their FWHM are given in Table 3.1 together with possible peak assignments found by scanning the relevant literature.

Broad peak around 1380 cm\(^{-1}\) and the one near 790 cm\(^{-1}\) are the characteristic peaks of sp\(^2\) bonded t-BN films. For both of these peaks the LO and TO components are
Figure 3.6: Deconvoluted FTIR spectra of as-deposited and annealed (475, 650, 800 °C) BN films.
Table 3.1. Peaks with their FWHM obtained from the deconvolution of FTIR spectra of BN films and possible assignments of vibrational modes.

<table>
<thead>
<tr>
<th>Peak</th>
<th>Peak range (cm$^{-1}$)</th>
<th>FWHM (cm$^{-1}$)</th>
<th>Peak assignment</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>680</td>
<td>110</td>
<td>B-O-H out of plane bending [40]</td>
</tr>
<tr>
<td>P2</td>
<td>770</td>
<td>57</td>
<td>B-N-B out-of-plane bending (TO) [41]</td>
</tr>
<tr>
<td>P3</td>
<td>795-813</td>
<td>37-67</td>
<td>B-N-B out-of-plane bending (LO) [41]</td>
</tr>
<tr>
<td>P4</td>
<td>900</td>
<td>75</td>
<td>B-H out-of-plane bending [42]</td>
</tr>
<tr>
<td>P5</td>
<td>927</td>
<td>55</td>
<td>B-O stretching (BO$_4$) [43]</td>
</tr>
<tr>
<td>P6</td>
<td>1080</td>
<td>60</td>
<td>c-BN stretching (TO) [37] &amp; w-BN [38]</td>
</tr>
<tr>
<td>P7</td>
<td>1140</td>
<td>60</td>
<td>w-BN [38]</td>
</tr>
<tr>
<td>P8</td>
<td>1200</td>
<td>92</td>
<td>w-BN [38]</td>
</tr>
<tr>
<td>P9</td>
<td>1250-1320</td>
<td>98-54</td>
<td>B-O stretching (BO$_3$) [43]</td>
</tr>
<tr>
<td>P10</td>
<td>1365-1380</td>
<td>89-74</td>
<td>B-N in-plane stretching (TO) [41]</td>
</tr>
<tr>
<td>P11</td>
<td>1430</td>
<td>150 (±30)</td>
<td>B-O-N [44]</td>
</tr>
<tr>
<td>P12</td>
<td>1532-1595</td>
<td>149-166</td>
<td>B-N in-plane stretching (LO) [41]</td>
</tr>
<tr>
<td>P13</td>
<td>2520</td>
<td>104</td>
<td>B-H stretching (h-BN) [42]</td>
</tr>
<tr>
<td>P14</td>
<td>2600</td>
<td>168</td>
<td>B-H stretching (a-B:H) [45]</td>
</tr>
<tr>
<td>P15</td>
<td>3434</td>
<td>40</td>
<td>N-H stretching [42]</td>
</tr>
<tr>
<td>P16</td>
<td>3506</td>
<td>50</td>
<td>O-H stretching [46]</td>
</tr>
</tbody>
</table>

assumed to be present because of random orientation of basal hexagonal planar crystallites throughout the t-BN structure. The peak at 795 cm$^{-1}$ is interpreted as the shifted longitudinal optical (LO) vibration mode of h-BN (B-N(LO)) at 828 cm$^{-1}$. Similarly, the peak at 1532 cm$^{-1}$ might be the shifted B-N(LO) at 1610 cm$^{-1}$ [47]. As discussed earlier, this LO peak may result from the vibrations of the edges of h-BN clusters present throughout the film [48]. For LO modes to be active at normal incidence of light, the c-axis of h-BN basal planes should not be perpendicular to the plane of the sample. Considering this presence of the LO modes, t-BN films of this study can be assumed to be composed of h-BN clusters (parallel to the substrate.
surface), some planes at the edges of which may be oriented at different angles with respect to normal of the sample.

Deconvoluted peaks around 2520 cm\(^{-1}\) and 2600 cm\(^{-1}\) are related to B-H stretching modes. The lower frequency is the value mostly found for B-H stretching in h-BN films [42], while the higher frequency can be attributed to usually reported 2560 cm\(^{-1}\) value for the B-H modes in hydrogenated amorphous boron thin films [45]. Peak at 3434 cm\(^{-1}\) is addressed to N-H stretching mode [42]. The small broad peak around 3506 cm\(^{-1}\) can be assigned to the O-H stretching of the water molecules which might be present at the surface of the film [46]. Broad peak around 680 cm\(^{-1}\) is the out-of-plane bending mode of B-O-H [40], which is also assumed to be mostly on the surface. Peak around 900 cm\(^{-1}\) is generally referred to B-H bending mode [42]. Peak around 1430 cm\(^{-1}\) obtained after deconvolution can be associated with vibration of B-O-N system [44]. Only for 650 and 800 °C annealed films, the peaks at 1250 and 1320 cm\(^{-1}\) respectively, are detected showing the presence of B-O stretching vibration for trigonal BO\(_3\) units [43].

The spectra of the film annealed 800 °C contain new peaks. The one at 927 cm\(^{-1}\) is assigned to the B-O stretching vibration of tetragonal boron coordination [43]. Also, the wurtzite phase was detected through peaks at 1080, 1140 and 1200 cm\(^{-1}\), close to the ones found earlier [49]. The peak of c-BN was reported to be at 1080 cm\(^{-1}\) for the films with high compressive stress [37]. The sample annealed at 800 °C, which was cracked into consecutive pieces under excessive compressive stress, might be constituted by the coexistence of the c-BN and w-BN phases.

In the literature there exists misinterpretation of the peaks around 1080 cm\(^{-1}\), since the absorbance peak around 1100 and 1050 cm\(^{-1}\) together with the shoulder about 1150 cm\(^{-1}\) is also a fingerprint of SiO\(_x\) structure [37]. However, in this work for two BN films of different thicknesses (380 and 250 nm) annealed similarly at 800 °C, the intensity of the peak around 1080 cm\(^{-1}\) increases proportionally to the thickness. Besides, the BN film is not too thin (380 nm) to be affected by the absorbance intensity of possibly present thin (few nanometers) SiO\(_x\) layer at the film substrate.
interface. Therefore, it was concluded that peaks around 1080, 1140 and 1200 cm\(^{-1}\) are the signature of c-BN and w-BN phases.

The integrated absorption areas \(I = \int a(\omega) d\omega\) of the deconvoluted peaks were used to follow the change in bond concentrations with the increasing annealing temperature. B-O-H and B-H bending, B-H and N-H stretching bond concentrations decreased with annealing temperature, pointing out the escape of hydrogen atoms from the film. The only hydrogen containing bond, which remains in the film annealed at 800 °C, is the surface B-O-H bending bond. Surface O-H stretching increases with temperature but disappears at 800 °C. For B-H stretching bond the decrease is almost due to the peak around 2520 cm\(^{-1}\). Besides this, for 650 °C annealed film the shift of the peaks at 2520 cm\(^{-1}\) and 2600 cm\(^{-1}\) to higher frequency values at 2545 and 2650 cm\(^{-1}\) respectively occurs. This shift may be due to the increase of the compressive stress (\(-1.91\) GPa). If a solid body is subjected to compressive stress, it will react with a decrease of the bond length and thus with a decrease of its volume. Within the harmonic oscillator model commonly used to describe the bonding (i.e. a linear chain of mass points connected by Hookian springs), in case of no compressive stress, the stretching of the bonds by an amount \(x_0\) results in a restoring force of \(F_0\). Under the compressive stress if the stretching is again at point \(x_0\) the restoring force is now greater than \(F_0\). Consequently, force constant, \(k\), defined as the force per unit length, increases in the presence of a compressive stress. The increase of \(k\) value results in a steeper increase of the inharmonic potential around the equilibrium state of the oscillators. Thus, the resonance frequency shifts to higher wavenumbers. However, it should be mentioned that a frequency shift is not exclusively related to compressive stress. Other factors may shift the IR peaks, including film thickness, the degree of crystallinity, the optical properties of the substrate, and deviations in film stoichiometry [50].

The peak around 1380 cm\(^{-1}\) is easier to follow if the RT spectrum is subtracted from 475 and 650 °C spectra (Fig. 3.7). The division of the spectra gives the similar result (Fig. 3.8). Peaks around 1060, 1250, 1380 and 1600 cm\(^{-1}\) are increased and become more narrowed with increasing annealing temperature. From the deconvolution it
was also found that the full widths at half peak maximum (FWHM) are decreased for peaks at 1380 cm\(^{-1}\) and 1540 cm\(^{-1}\) from 74 to 61 cm\(^{-1}\) and from 149 to 122 cm\(^{-1}\), respectively, indicating more ordered hexagonal planes. In the film annealed at 800\(^{\circ}\)C B-N(TO) bond concentration decreases drastically while its FWHM increases from 61 to 89 cm\(^{-1}\), with position shifted from 1380 to 1365 cm\(^{-1}\). This accounts for a decrease in the order within h-BN planes, which may be the result of deformation in the network caused by huge compressive stress at 800 \(^{\circ}\)C. B-N\(_{(LO)}\) mode shifts to the higher (from 1532 to 1595 cm\(^{-1}\)) and B-N-B\(_{(LO)}\) to lower (from 795 to 793 cm\(^{-1}\)) wavenumbers as annealing temperature is increased, indicating that \(\theta\) (angle between the c-axis of the h-BN basal planes and the normal of the sample surface) increases from 0 to 90\(^{\circ}\), according to Schubert’s model [47]. B-N-B(TO) bond concentration increases, while B-N-B\(_{(LO)}\) stays the same with annealing temperature. At 800 \(^{\circ}\)C B-N-B bond concentration decreases drastically, forming a single peak at position shifted to higher wavenumber (813 cm\(^{-1}\)). This shift is probably connected with the increase of the stress as described above. It is also worthwhile to look at the increasing peak intensity ratio \(P_{770}/P_{1380}\) for RT, 475 and 650 \(^{\circ}\)C: 0.13, 0.15, and 0.16 respectively. As shown in Fig.3.9 this means that there are more basal planes with c-axis parallel to the substrate surface [37], since only those modes with the vibration axis parallel to the electric field vector can be excited by unpolarized IR light in near normal incidence. This is also supported by the increase in LO mode around 1600 cm\(^{-1}\), indicating more planes at the edges of the h-BN clusters oriented non-parallel to the plane of the sample [47]. The in-plane orientation of these clusters (c-axis parallel to the substrate plane) can be considered to support the increase of the compressive stress in the structure, which eventually trigger nucleation of c-BN and w-BN on the basal planes oriented perpendicularly to the substrate surface for film annealed at 800 \(^{\circ}\)C [37]. As at 800 \(^{\circ}\)C the peak around 1400 cm\(^{-1}\) is greater in intensity than the one at 813 cm\(^{-1}\), it can indicate that h-BN clusters parallel to the substrate are still present in the network together with wurtzite phase. These last two consequences imply that the nucleation of w-BN is mainly on the thin amorphous tissue.
Figure 3.7: Comparison of the FTIR spectra of the films annealed at both 475 °C (1) and 650 °C (2) with that of the as-grown sample by subtraction of spectra.
Figure 3.8: Similar comparison of spectra as in Fig. 3.7 by normalizing the spectra of the annealed samples 475 °C (1), 650 °C (2) to the one of as-grown sample.
The oxygen incorporation into the film in the form of trigonal boron units BO$_3$ starts at 475 °C (1250 cm$^{-1}$ peak, Fig. 3.7). When wurtzite and cubic phases are formed at 800 °C, BO$_4$ units appear together with BO$_3$ ones, the former being greater in absorption intensity. Since w- and c-BN are the four coordinated structures, the formation of boron tetragonal coordination BO$_4$ can be the result of incorporation of oxygen atoms to saturate part of the dangling bonds of wurtzite structure. Similarly, three coordinated structure of t-BN, still present at 800 °C, may promote BO$_3$ formation.

Apart from identifying the phases present in BN films FTIR spectroscopy technique is also suitable to quantify the c-BN volume fraction, which is roughly given as:

$$c\text{-BN volume fraction} \approx \frac{P_{1080}}{P_{1080} + P_{1380}}$$

(3.1)

where $P_{1080}$ and $P_{1380}$ are the normalized reflected or transmitted IR absorbance peak intensities at approximately 1080 and 1380 cm$^{-1}$, respectively [37]. However, application of this formula gives only a very rough approximation due to the fact that
h-BN (sp²-bonded BN in general) is not isotropic. As the t-BN interlayer present in almost all ion beam deposited c-BN films, has its basal planes perpendicular to the substrate surface, the out-of-plane 780 cm⁻¹ mode is enhanced compared to the in-plane 1380 cm⁻¹ mode. Thus, 1380 cm⁻¹ mode is infrared inactive for the planes perpendicular to substrate surface (Fig. 3.9) and then, the c-BN content is most often overestimated. For mixed sp³ phases (w-BN and c-BN) existing in the film annealed at 800 °C the extended formula [51] can be used:

\[
\text{sp}^3 - \text{bonded BN phase volume fraction} \approx \frac{I_{1080, 1140, 1200}}{I_{1080, 1140, 1200} + I_{1320, 1365, 1430, 1595}}
\]

(3.2)

where \( I_{1080, 1140, 1200} \) and \( I_{1320, 1365, 1430, 1595} \) are the integrated absorption areas of the corresponding peaks for sp³- and sp²-bonded phases, respectively. The sp³-bonded volume fraction was estimated to be 56.9 % for film annealed at 800 °C.

To calculate hydrogen content in films, oscillator concentration N was calculated:

\[
N = A \frac{I}{\omega}
\]

(3.3)

where \( A \) is the proportionality factor and \( \omega \) is the peak frequency. For N-H bonds \( A = 2.8 \times 10^{20} \text{ cm}^{-2} \), as it was determined from \( a-SiN_x : H \) films [52]. For B-H stretching and bending bonds the determination of A was based on equation [45]:

\[
N_{B-H} = \frac{c n_0 \mu_{B-H}}{2 \pi^2 e_s^*} I
\]

(3.4)

where \( c \) is the velocity of light, \( n_0 = 1.78 \) is the refractive index of the BN film, \( \mu_{B-H} = 0.92 \) reduced mass, \( e_s^* \) is the effective charge. The local field correction of the effective charge led to \( e_s^* = e_s^* \varepsilon_m \) (where \( e_s^* = 0.2, \varepsilon_m = n_0^2 \)) [45].
proportionality constant $N_{B-H}/I$ was obtained to be $4.61 \times 10^{16} cm^{-1}$. Assuming the oscillator strength to be equal for both stretching and bending B-H bonds, the concentrations for B-H bending, B-H and N-H stretching bonds were determined as a function of annealing temperature (Fig. 3.10). The O-H bonds were not taken into account, because of their surface rather than bulk nature. From Fig. 3.10 it can be concluded that hydrogen bonded boron atom density decreases more rapidly than the nitrogen atom density, which was also observed by Z. L. Akkerman et al. for low temperatures (below 650 °C) [47]. The total concentration of hydrogen containing bonds results in hydrogen atom density, which decreases with the increasing annealing temperature. Since FTIR spectra for RT, 475 and 650 °C resulted in the noticeable change of only hydrogen oscillators, the changes in the mechanical stress of the film are expected to be related to the decrease of hydrogen amount. The relationship between stress and hydrogen atom density was established to be almost linear for the RT - 650 °C temperature region (Fig. 3.11). The decrease of hydrogen atom density in films can account for the increase in dangling bond amount in the films. Dangling bonds associated with boron atoms can be saturated with those of nitrogen atoms by forming B-N bond. This B-N formation may complete the hexagonal planes at the edges of the clusters (with c-axis not perpendicular to the substrate surface), therefore increasing bond distortion in the network leading to more stressful structure. Besides the formation of B-N bonds by the dangling bonds, left boron atoms may form B-N bonds with the nitrogen atoms of N$_2$ gas used during annealing process. In any case B-N bond formation is promoted with increasing annealing temperature, while hydrogen amount in films is decreased. For 800 °C annealed sample hydrogen is only present on the surface of the film. In this respect, the relaxation of coordination defects by hydrogen saturation is totally eliminated. Then, the film structure became expectedly cracked due to internal stress.
Figure 3.10: Evaluated concentrations for (a) nitrogen-hydrogen, (b) boron-hydrogen oscillators of BN film as a function of annealing temperature.

The reduced absorption intensity at 800 °C may stem from the fact that the infrared light is partially focused on the possible film-free regions created by the cracking of the film (Fig. 3.1). Besides, this reduction in absorbance might be due to the decrease in thickness of the film. One possible reason for decrease of thickness might be the peeling off of the films as a result of high stress.
3.3.2 Plasma Chemistry

In plasma environment gas molecules lose some of their electrons or atoms as a result of the collisions with charged plasma species. Then, the created ions are accelerated through the ground electrode under the radio frequency (r.f.). These ions are responsible for the film deposition and therefore study of the plasma chemistry is unavoidable for understanding the film growth process.

Figure 3.11: Variation of stress with calculated total hydrogen atom density for BN film at RT, 475 and 650 °C.
Let us first focus on the reactions in the gaseous phase. Adding ammonia (NH$_3$) to diborane (B$_2$H$_6$) gives different compounds depending on the mixture ratio and temperature. At the room temperature (RT) a stable white solid borohydride, the diammoniate of diborane $\left[H_2B\left(NH_3\right)_2\right]^+ \left[BH_4\right]^{-}$, is produced (Figure 3.11, Eq. 3.2). Another product at the RT is $H_3B\cdot NH_3$ (Eq. 3.1), which sublimates just above the RT eliminating hydrogen molecule to form aminoborane $H_2B = NH_2$ (Eq. 3.3). For temperatures above 200 °C borazine $B_2N_3H_6$ is produced together with some boranes of form $(BNH)_n$ (Eq. 3.4). While temperature is increased, hydrogen is eliminated, then, $(BNH)_n$ (Eq. 3.5) and finally BN (Eq. 3.6) is left [42].

\[
\begin{align*}
RT & \quad \begin{cases} 
B_2H_6 + NH_3 \rightarrow H_3B \cdot NH_3 & (3.1) \\
B_2H_6 + NH_3 \rightarrow [H_2B(NH_3)_2]^+ [BH_4]^– & (3.2) \\
B_2H_6 + NH_3 \rightarrow H_2B = NH_2 + H_2 & (3.3) \\
B_2H_6 + NH_3 \rightarrow B_3N_3H_6 + H_2 + \text{solid boranes} & (3.4) \\
B_2H_6 + NH_3 \rightarrow (BNH)_n + H_2 & (3.5) \\
B_2H_6 + NH_3 \rightarrow BN + H_2 & (3.6)
\end{cases}
\end{align*}
\]

Figure 3.12: Compounds created as a result of gas mixture of diborane and ammonia [42].

In the presence of capacitively coupled r.f. plasma NH$_3$ and B$_2$H$_6$ mixture shows strong modifications if compared to its gas phase. The dissociation of reactant gases occurs. White solid (diammoniate of diborane) disappears. Also, new BN-containing, $BH_y$ ($y \leq 4$) and $NH_z$ ($z \leq 2$) radicals are created, indicating the aminoborane ($H_2B = NH_2$) production [42]. It can be then deduced that the film growth in the case of NH$_3$ and B$_2$H$_6$ mixture may be due to the B- and N-containing species that already exist within the plasma.
3.4 Summary

Hexagonal boron nitride (h-BN) thin films are deposited by PECVD using ammonia (NH₃) and diborane (B₂H₆) as source gases. On one side B₂H₆ is diluted in hydrogen (15% B₂H₆, 85% H₂) on the other side both source gases contain hydrogen atoms, the deposited BN film may be considered “hydrogenated” and then hydrogen content within the film is expected to affect the physical properties. In this respect, hydrogen atom concentration has been estimated for the films annealed at 475, 650 and 800 ºC. The hydrogen concentration is observed to gradually decrease by heat treatment; parallelly, internal compressive stress of the films increases with increasing annealing temperature. In other words, the linear dependence of stress on hydrogen atom density implies that the hydrogen atoms should relax the network by first breaking the overstrained (and then weakened) bonds under stress and by then saturating them. Consequently, the release of hydrogen due to annealing process, both recreate partly the dangling bonds and partly reconstruct the strained bonds. These strained bonds lead to the increase of stress and Urbach energy. Increasing Urbach energy is known to decrease the band gap energy. However, BN bond promotion together with increased order within the hexagonal clusters (not the whole film structure) with increasing annealing temperature should tend to increase the energy gap. These two last consequences seem to compensate each other since the energy gap of the BN films at hand remains almost constant. At 800 ºC, hydrogen seems to be totally removed from the system and phase transition from hexagonal to wurtzite (mixed with hexagonal and possibly cubic phases) boron nitride (w-BN) is observed. In addition, high compressive stress, which is expected for wurtzite phase, leads to cracking of the film.

It was also observed that during the deposition processes (with ammonia and diborane as sources) the reaction described in Eq. 3.2 occurs and leads to the precipitation of white powder inside those gas tubes that are combined before reaching the chamber. Unfortunately, the PECVD system at hand can not afford to carry these gases in different tubes within the chamber. Therefore, in the following depositions of BN films ammonia source gas is replaced by nitrogen gas.
CHAPTER 4

RESULTS AND DISCUSSIONS ON BN FILMS USING NITROGEN

4.1 Introduction

Ammonia and diborane gases react at room temperature outside the reactor, in the tubing, to form solid state compounds [53]. This phenomenon, which was presented in Chapter 3, caused serious problems within the deposition system during the production and ammonia is replaced by nitrogen gas. Nitrogen gas does not react with diborane. It is also commercially cheaper and easily available. Besides, it was reported that the deposition rate in nitrogen case is greater than that in ammonia case [42]. Therefore, the subsequent depositions are performed by nitrogen and diborane as source gases.

4.2 Production

Three sets of boron nitride (BN) thin films are deposited with different $\frac{N_2}{B_2H_6}$ flow ratios by plasma enhanced chemical vapor deposition (PECVD), as described in Chapter 2. The deposition parameters for the sets are given in Table 4.1. In order to increase the ion bombardment rate on the surface negative d.c. bias voltage is applied on the bottom electrode of PECVD. The variations of physical properties in different deposition sets are analyzed by optical, mechanical and electrical measurements using FTIR, X-ray photoelectron (XPS) and UV-visible spectrometers, a mechanical stylus profilometer and a current-voltage (I-V) system.
Table 4.1: The parameters used for the depositions. All the depositions were performed with pressure 0.1 Torr, power 200 W, temperature 250 °C and ground electrode dc bias voltage -300 V.

<table>
<thead>
<tr>
<th>Sample</th>
<th>F (N₂) (sccm)</th>
<th>F (B₂H₆, 15% in H₂) (sccm)</th>
<th>Flow Ratio (r = N₂/B₂H₆)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BN1</td>
<td>18</td>
<td>30</td>
<td>4</td>
</tr>
<tr>
<td>BN2</td>
<td>30</td>
<td>20</td>
<td>10</td>
</tr>
<tr>
<td>BN3</td>
<td>40</td>
<td>10</td>
<td>25</td>
</tr>
</tbody>
</table>

It is seen from Table 4.1 that N₂/B₂H₆ flow ratio is increased from r = 4 to r = 25 as follows: N₂ flow rate is increased while B₂H₆ flow rate is decreased so as to keep the total flow rate in the reactor constant under the pressure of 0.1 Torr. Therefore, as N₂/B₂H₆ increases from r = 4 through r = 25, boron amount within the reactor becomes more deficient.

4.3 Deposition Rate and Mechanical Stress

Although high deposition rate is desirable for lower cost, it does not always result in good quality films [54]. On the other hand, possible deposition rate variations along the radial direction of a plasma electrode (Fig. 4.1) remain one of the drawbacks to be surmounted. Such nonuniformities may give insight into the physical dynamics inside the system [55], [56]. Moreover, a thickness distribution might lead to the microscopic structure and composition inhomogeneity of the film.

Thicknesses of the films were measured by mechanical stylus profilometer with error ≤10%. These values were used for mutual control of the thicknesses and refractive indices found via decomposition of the optical path, \( n \cdot d \) measured by UV-visible spectrometer. A minimization program, OPTICHAR was used to decompose the optical path [57].
Figure 4.1: The glass substrates were placed along the radius of the lower electrode of PECVD system. Grooves were created placing relatively thin glass shadow masks on the substrates prior to the deposition. The tip path of the profilometer is such that the thickness can be easily seen from the profile data.

Deposition rates were found by dividing thicknesses to the deposition times. At the edge of the electrode, the deposition rate decreases with increasing $r$ as: 9.7, 8.9 and 5.3 nm/min for $r = 4$, 10 and 25, respectively. The variations of deposition rates along the reactor radial direction seem to depend on the flow ratios $r$ (Fig. 4.2). The sample with $r = 25$ shows the larger distribution magnitude (which is defined as the difference between the deposition rates at the center and at the edge of the electrode), where the deposition rate gradually decreases from the center towards the edge. Despite the presence of some waviness or roughness, the distribution magnitude is gradually reduced when $r$ decreases to 4 (see Fig. 4.2).

Mechanical stress measurements exhibit compressive stress and no significant change with increasing $r$: 0.38, 0.34 and 0.39 GPa.
Figure 4.2: Deposition rate variations of three BN films prepared with $r = \frac{N_2}{B_2H_6}$ flow ratios 4, 10 and 25, along the radial direction of the ground electrode. Position 'zero' indicates the center of the electrode.

4.4 Discussions

4.4.1 Deposition Rate Measurements

It was mentioned earlier that there are several nonuniformity sources along the reactor radius such as perturbation of electric field lines at the electrode edges [55], standing wave effect [58], plasma potential nonuniformity [59], gas injection distribution [60], etc. In the literature, it was reported that boron is the limiting factor of BN film deposition rates and that the growth rate of pure boron was assumed to be
higher than that of BN [61]. Thus, greater number of boron atoms at the center of the reactor relative to the edges observed by IR spectra can be a confirmation of this hypothesis. Thus, for lower B$_2$H$_6$ flow rate, through edge of the reactor boron amount inside the system might be assumed to decrease. Reduction of deposition rate towards the edge of the electrode seems to be preferred instead of promoting nitrogen rich film structure. In this boron deficient environment, supposing B-H bonds to have smaller energy relative to B-N ones, B-H bonds might be broken by nitrogen and hydrogen etching [62]. B-H radicals return to the plasma from the film surface. Then, B-N bonds can be formed on the surface, whose energies are much higher, thus are relatively harder to be etched by bombardment (to be consistent with the plasma chemistry, discussed in Section 4.4.4). Deposition rate limited by B$_2$H$_6$ flow rate mostly explains the differences in the nonuniformity characteristics of the films along the reactor radial direction. As boron amount becomes more efficient (from $r = 25$ to $r = 4$) the distribution magnitude decreases and instead of the deposition rate limitation, a wavy and randomized growth rate is observed along the radius. This waviness may reflect that the bonds of the films prepared by higher B$_2$H$_6$ flow rate are more affected by the electrodynamics within the reactor (Fig. 4.2).

4.4.2 XPS Measurements

The XPS technique was used to estimate the main atomic compositions of the BN films at hand. In this Chapter, the relative ratio of N$_2$ flow rate to B$_2$H$_6$ one was increased systematically to carry out the effects of N$_2$ flow on the composition and properties of the films. Although the compositional variations of B and N atoms obtained from XPS analysis seems small when r increases, a weak tendency towards stoichiometry is observed (Table 4.2). Apart from B and N constituents, serious unintentional oxygen content was detected in the BN films. The deconvolution of the main peaks of B1s, N1s and O1s are shown in Fig. 4.3. Oxygen presence in the films is probably due to a leakage in the reactor during deposition or an atmospheric contamination by diffusion through the surface subsequent to the deposition. The later one seems probable due to a sudden diffusion through the interlayer spacing of the hexagonal structure either saturating the dangling bonds of boron or binding
boron atoms at the nitrogen sites [63]. Eventual oxygen diffusion should be relatively rapid since the IR transmittance of the samples showed no evolution between the first day and 80 days after the deposition.

Table 4.2: Elemental composition and bond concentration percentages obtained from XPS analysis.

<table>
<thead>
<tr>
<th></th>
<th>%</th>
<th>Ratio</th>
<th>B1s</th>
<th>N1s</th>
<th>O1s</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>B</td>
<td>N</td>
<td>O</td>
<td>O/B</td>
<td>O/N</td>
</tr>
<tr>
<td>1</td>
<td>55.21</td>
<td>33.38</td>
<td>9.41</td>
<td>0.17</td>
<td>0.27</td>
</tr>
<tr>
<td>10</td>
<td>55.44</td>
<td>33.62</td>
<td>9.94</td>
<td>0.16</td>
<td>0.25</td>
</tr>
<tr>
<td>25</td>
<td>51.73</td>
<td>36.39</td>
<td>11.88</td>
<td>0.23</td>
<td>0.32</td>
</tr>
</tbody>
</table>

B1s peak could be deconvoluted into three sub-peaks located at 188.0, 190.5 and 191.5 eV corresponding to B-B, B-N and B-OxNy (B-OxNy3n) bonds, respectively [54], [62], [64], [65], [66], [67], [68], [69]. B-B bond peak area is decreased while B-N and B-OxNy areas are increased with increasing relative N2 flow ratio. At 397.9 and 399.7 eV of N1s peak there are N-B and Ny-OxB (Ny-OxB3n) sub-peaks, respectively [54], [63], [64], [67], [70], [71]. From Table 4.2, N-B peak area increases and Ny-OxB peak area decreases as the N2 flow rate is increased. Increasing B-OxNy in B1s and decreasing Ny-OxB in N1s indicates that \( y \) is getting smaller. The decrease in the coalescence of N atoms in the ternary B-OxNy or Ny-OxB structure and decrease in B-B bonds are probable to lead to an increase in B-N peak area leaving B/N ratio unchanged. It might be thought that B-B acts as boron source and both B-OxNy and Ny-OxB ternary structures act as nitrogen sources for the B-N formation. This explanation is supported by the evolution of O1s sub-peaks located at 531.5 and 533.0 eV corresponding to N-O and B-O peaks, respectively [69], [72]. Increasing N2 flow rate results in fewer N-O bonds and more B-O bonds. The full width at half maximum of B-O peak is 2.4 eV and that of N-O
peak is 4.3 eV. In this respect, N-O bonds within the structure should be relatively more distorted and B-O bonds should be promoted if a more ordered structure is reached by increasing $N_2$ flow rate.

![XPS analysis of (a) B1s, (b) N1s, and (c) O1s peaks.](image)

Figure 4.3: XPS analysis of (a) B1s, (b) N1s, and (c) O1s peaks. Circles show the original data and bold line is the fit obtained from deconvolution.

As a result of the XPS analysis, despite the B/N ratio does not significantly change, regardless of a slight decrease with increasing $N_2$ flow, B-N bond formation is preferred where B and N atoms are supplied as a result of internal conversion of
bonds from other configurations. Increasing relative N₂ flow seems to be acting as a catalyst for the formation B-N bonds. However, oxygen incorporation into the network creates very stable B-O bonds and prevents the composition form approaching the stoichiometry.

4.4.3 FTIR Measurements

The deconvoluted FTIR spectra are shown in Fig. 4.4. The deconvolution of the spectra was done similarly to the case of as-deposited BN films discussed in Chapter 3 (Fig 4.4). The results of FTIR spectra are consistent with the XPS analysis. In addition, it provides information about hydrogen evolution of the films with increase of the relative nitrogen flow rate. Peak around 1385 cm⁻¹ is related to in-plane B-N stretching transverse optical mode of vibration (B-N(ΣO)) and the one near 780 cm⁻¹ to out-of-plane B-N-B bending mode; both peaks being the characteristic peaks of sp² bonded h-BN films. No evidence of the sp³ bonds (cubic BN), that result in peak around 1065 cm⁻¹, was detected. There are also absorption bands around 2520-2580 cm⁻¹ and 3439 cm⁻¹, corresponding to B-H and N-H stretching modes respectively. Peak around 910 cm⁻¹ is generally referred to B-H out-of plane bending mode. Peak around 1420 cm⁻¹ obtained after deconvolution can be attributed to vibration of angular B-O-N system. The other absorbance peak near 1530 cm⁻¹ can be considered is the shifted B-N₃(LO) at 1610 cm⁻¹. As it was discussed in Chapter 3, LO peak may result from the vibrations of the edges of h-BN clusters present throughout the film. So, again, BN films can be deduced to be composed of h-BN clusters with some planes at the edges of the clusters oriented at different angles with respect to normal of the sample. B-N bond concentration (near 780 cm⁻¹ and 1385 cm⁻¹) increases with increasing nitrogen flow rate, keeping the ratio I₁₇₈₀/I₁₃₈₅ almost the same. This means that only the amount of h-BN basal planes inside the clusters increases holding the orientation of planes almost the same, i.e. increase in size of the clusters. According to the B-O-N peak area the oxygen amount can be deduced to slightly increase with the increase of N₂/B₂H₆ flow ratio. Also, N-H stretching bond concentration increases. On the other hand, B-H stretching and bending bond amount decreases, which can be the consequence of the effective nitrogen etching.
Figure 4.4: Deconvoluted FTIR spectra of as-deposited BN films with different N$_2$/B$_2$H$_6$ flow ratio. Absorbance is normalized to the film thicknesses.
The slight increase in LO mode around 1530 cm\(^{-1}\) with the increased \(r\) indicates that more planes at the edges of the h-BN clusters in films prefer to be oriented non-parallel to the plane of the sample.

Hydrogen content evaluation in the films was found by the use of the proportionality constants calculated in Chapter 3. The concentrations for B-H bending, B-H and N-H stretching bonds were determined as a function of \(\text{N}_2/\text{B}_2\text{H}_6\) flow ratio (Fig. 4.5). The total concentration of these hydrogen containing bonds results in hydrogen atom density, which decreases with the increased \(r\) (Fig. 4.4). This decrease of hydrogen atom density in films can account for the decrease in total amount of dangling bonds associated with boron atoms. These bonds are saturated with nitrogen (B-N bonds) instead of hydrogen while the \(r\) increases, forming more hexagonal planes and increasing the cluster size. This may cause the decrease in amorphous tissue between the clusters and lead to the increase of the ordering of the films.

At this stage, it would be useful to correlate hydrogen amount with stress as was done in chapter 3. However, similar stress values with increasing \(r\) indicate that the amorphous layer, assumed to exist at the interface (See Section 1.1), should not be affected by the reduction of hydrogen amount. Consequently, the major variations of bond configurations should occur at the bulk of the film, not at the interface.

The FTIR measurements conducted 80 days after the deposition, resulted in the same spectra, indicates that films are stable within humid atmosphere.
Figure 4.5: Using FTIR spectra both concentrations of various hydrogen containing oscillators (a) and total hydrogen atom concentration (b) in the BN film are plotted as a function of $N_2/B_2H_6$ flow ratio.

4.4.4 Plasma chemistry

Besides the r.f. voltage, negative dc bias voltage was applied to the ground electrode to further increase the acceleration of the plasma charged species. This is supposed to create ion bombardment on the surface of the film, necessary for the formation of the cubic phase. Unfortunately, by this set of conditions the formation of cubic structure in measurable fraction could not be succeeded since no proper IR signal was able to be detected in the BN films.

In the mixture of nitrogen gas with diborane no gas phase reaction results. For $N_2$ and $B_2H_6$ mixture in the presence of r.f. plasma, dissociation of diborane and creation of $BH_y$ ($y \leq 4$) radicals take place. No $B_yN_zH_z$ and $NH_z$ compounds within the plasma were detected by in-situ FTIR [42]. So, it was concluded that $BH_y$ radicals have very high plasma-film surface reactivity with the ionized molecular nitrogen. This surface reactivity mainly accounts for the film growth process [42].
For films of this work deposited under similar conditions, but replacing ammonia with nitrogen as the source gas, increases the deposition rate (almost 3 times) and increases the $BH/\text{NH}$ peak ratio of the corresponding infrared absorption bands.

The increase of the deposition rate (for nitrogen case) may be due to the disappearance of the BN radicals (which were present for ammonia case) inside the plasma. In the case of ammonia, part of the $BH_z$ radicals are incorporated into the reactions within the plasma to create BN radicals, whereas only the rest can take place in the film growing process near the surface. Of course, created BN radicals also can contribute to the film growth, or/and they can create BN compounds that are pumped out from the chamber. So, the film deposition rate in the case of ammonia might be slower.

The decrease in NH FTIR absorption band for the case of nitrogen, as compared to that of ammonia, can be attributed to the small concentration of $NH_z$ ($z \leq 2$) radicals in the plasma and low hydrogen concentration coming only from diborane source. While $r$ increases, NH absorption band becomes stronger. The large increase in BH absorption band in the films grown with the nitrogen source gas, as compared to ammonia, probably is due to the greater contribution of $BH_z$ radicals to the film growth mechanism. The decrease of $B_2\text{H}_6$ flow rate leads to decrease in BH absorption band, which accounts for the decrease in the concentration of $BH_z$ radicals within the plasma.

### 4.4.5 UV-visible measurements

Optical gap of the films is observed to increase with increasing nitrogen gas flow rate (Fig. 4.6). According to virtual crystal approximation, the band tail states in a disordered semiconductor result in a relatively smaller band gap energy compared with the optical gap of the perfect crystal structure at $0K$ [73], [74]. These tail states are responsible for the absorption of the electromagnetic radiation between the
energy levels above the valence band and below the conduction band. The density of tail states exponentially decreases as their energies get further away from the valence or conduction band edges (Eq. 1.16). Their depth within the forbidden gap is determined by the parameter called Urbach energy. Urbach energy is a measure of disorder in the semiconductor structure caused from the bond distortions which is the origin of tail states.

In the films studied in this Chapter, Urbach energy decreases from 0.45 to 0.22 eV as the \( N_2 \) flow rate is increased. High \( N_2 \) flows, without affecting substantially the atomic content, lead to a much more ordered structure. The evolution of the linear fits in Fig. 4.7 can be interpreted that the virtual crystal of the samples is unique, whose band gap energy is 5.92 eV. This energy gap of the virtual crystal is in good agreement with the direct band gap of 5.95 eV of the single crystal h-BN [75]. Therefore, increasing \( N_2 \) flow rate not only improves the order of the films but also leads to a configuration of atomic bonds which is closer to that of the virtual crystal.
Figure 4.6: From the linear extrapolation of the $(\alpha h\nu)^{1/2}$ vs. $h\nu$ plotting (via Eq. 1.15), the forbidden optical gap was obtained [This plotting corresponds to a band-to-band transition around the band edges for amorphous semiconductors]. The region of lower energies where the data deviates from straight line will be used to find Urbach energy, a disorder parameter.
Figure 4.7: Plotting of \( \ln(\alpha) \) vs. \( h\nu \) where the inverse slope of the straight line fit gives out the Urbach energy. Urbach energy decreases as the nitrogen flow ratio increases. The behavior indicates that for a perfect virtual crystal, the data points will be perpendicular to the energy axis at 5.92 eV with \( E_o = 0 \).

4.4.6 Electrical Measurements

The microscopic structure of BN thin films, studied in this work seems to be heterogeneous as presented in Chapter 1. In other words, the \( sp^2-\sigma \) bonded hexagonal BN planar nanocrystallites of distributed sizes, more or less parallel to each other may be embedded within a disordered, boron rich, intermediate thin
phase. In this frame, the relatively ordered hexagonal “islands” of larger forbidden energy gap (≥ 5 eV) are surrounded by an amorphous tissue of smaller gap (≈ 3–4 eV). Apparently, this short range ordered (randomly $sp^2$ and/or $sp^3$ bonded) defective matrix which may be boron rich, even contain particulates of boron phase, is more conductive than the dispersed hexagonal clusters. In this respect, the overall resistivity of the BN films should be determined by these resistive hexagonal clusters. However, this hypothesis is not confirmed by the spectral distribution of the optical absorption coefficient which has supplied an optical gap around 5 eV. This contradiction may be removed by the quantum size effect which might enlarge the smaller gap of the intermediate tissues towards or above that of the hexagonal clusters as depicted in the following diagram (Fig. 4.8).

This relatively large energy gap value of about 5 eV places BN films among insulating materials, which allows the consideration of possible current transport mechanisms (described in details in Section 1.5). To estimate the resistivity of BN films at hand and investigate the current transport mechanisms, the electrical measurements are conducted with results that are presented in the following.

Figure 4.8: Energy band diagram of BN films, in which hexagonal clusters are surrounded by thin amorphous tissue. The small energy gap of the thin amorphous tissue is enlarged by the quantum size effect.
Electrical resistivities of the films are obtained along lateral and vertical directions by measuring current vs. voltage curves (I-V) by using aluminum-BN-aluminum (MIM) like devices as shown in Fig. 4.9.

Figure 4.9: Lateral (upper group) and vertical (lower group) current-voltage (I-V) characteristics from BN2 sample where $I \propto V^n$ relation is considered. Region (a) low electric field ($n < 1$), region (b) ohmic region ($n = 1$), region (c) high electric field ($n > 1$).

Considering the discussion of Section 1.5, ohmic behavior in region (b) should not arise from transport of free carrier density $p_0$ of the insulator, since BN films at hand
are intrinsic and have wide band gap. Another possibility of ohmic behavior is expected in a defective material where a huge number of localized states is distributed across the forbidden gap. In this frame, hopping conduction mechanism becomes possible, that is, hopping (or tunneling) of carriers from one electrode to the opposite one through neighboring localized states (without jumping to the relevant band leads to ohmic current-voltage relation [76] (Fig. 1.18, mechanism “4”). This last ohmic mechanism seems to exist in BN thin films at hand for low voltage values (region (b)).

For vertical resistivity measurements there is also region (c) for high electric field. The space-charge-limited carrier transport mechanism b.2. of Section 1.5 indicates the constant $a$ of Eq. 1.40 to be equal to 3, since current is proportional to the fourth power of the voltage (Fig. 4.9).

In the case of lateral resistivity measurements there is low electric field region (Fig. 4.9), where the current has slight voltage dependence. This can be attributed to the thermionic (Schottky) emission at the BN film and metal interface.

In the frame of this work, the ohmic region (region (b) of Fig. 4.9) was taken into account in order to estimate the resistivity properties of BN films. The lateral resistivity (of about $10^9 \Omega.cm$) is drastically (4-6 decades) lower than vertical resistivity (within the interval $10^{12} - 10^{15} \Omega.cm$) (Fig. 4.9). It points out a serious anisotropy in the electrical conductivity of the BN films at hand. This electrical anisotropy might be due to the heterogeneous structure of the films, which is speculated in the following. During the film growth, existence of a thin amorphous layer at the film-substrate interface seems possible (See Chapter 1). This highly disordered layer should contain several traps within the forbidden gap. As BN is very resistive electrically, electron transport through the traps (instead of through conduction band) might be rather more probable. Then, the equivalent lateral resistance of the film is measured to be relatively lower because the effective part of the current passes through the amorphous layer. This thin amorphous layer should not be that much effective when the voltage is applied vertically (most of the voltage
drop should occur before reaching the amorphous layer). In this respect, the equivalent resistance becomes relatively higher. Moreover, BN film might be composed of hexagonal (graphitic) planes dominantly oriented parallel to the substrate, which is consistent with the FTIR results. Such orientation of the planes may also contribute to the serious difference between lateral and vertical resistivities. To conclude, the amorphous layer model together with the preferred orientation of the hexagonal planes seems to be the underlying factor of the anisotropy in electrical resistivity.

Fig. 4.10 exhibits the lateral resistivity, optical gap and refractive index alterations with increasing $r$. As discussed above, increasing $r$ from 4 to 25 decreased the density of tail states and increased the optical gap. The decrease in tail state density, which should reduce the total volume of the amorphous tissue, indicates the formation of more ordered films. Hence, increase in lateral resistivity with $r$ may result from the reduction of the volume of amorphous tissue throughout the film structure. In addition, reduction of amorphous layer width through which most of the current passes seems to be another possible reason for the increase in lateral resistivity. However, stress measurements imply no significant changes at the interface; thus, second possibility seems to be less probable.
Figure 4.10: The changes in optical gap, refractive index and resistivity of BN films with increasing $\text{N}_2/\text{B}_2\text{H}_6$ flow ratio.

4.5 Summary

Boron nitride thin films are produced in a PECVD reactor using $\text{N}_2$ and $\text{B}_2\text{H}_6$ as the source gases. The three deposition sets include different relative flow rates of nitrogen gas: $r = 4, 10$ and $25$.

Oxygen is homogeneously distributed throughout the film structure since no significant oxygen content difference between the surface and the bulk of the film was recognized via XPS measurements. Oxygen existence might be caused from either a leakage in the reactor or a sudden diffusion subsequent to the deposition. No infrared spectra difference is observed 80 days after the deposition, which eliminates the idea of slow oxygen diffusion from atmosphere and shows that films are stable.
under humid atmosphere. Oxygen seems to be the main factor preventing to reach stoichiometric films since B-O bonds cannot be avoided. Boron centered ternary \( \text{BN}_x\text{O}_y \) structure should be effective since \((\text{N}+\text{O})/\text{B}\) ratio is close to stoichiometry [67]. This ratio is always slightly smaller than unity owing to the oxygen atoms bonded also to nitrogen. The effect of \( \text{N}_2 \) flow on the B/N ratio is almost negligible if the weak tendency of reaching unity is disregarded. However, an internal variation in bond configurations is observed without an intense effect on atomic concentrations. The nitrogen atom incorporation in the ternary \( \text{BN}_x\text{O}_y \) structure decreases and \( \text{B-N}_3 \) formation is promoted as the relative nitrogen gas flow increases.

FTIR analysis suggests that h-BN cluster size (distributed parallel to the substrate surface with some planes at the edges of the clusters oriented randomly) is increased with \( r \). The decrease of total hydrogen atom density can be a result of reduction in dangling bond concentration, thus indicating the increase of cluster sizes and improvement of the film order.

The evolution of \( \ln \alpha \) vs. \( E \) graphs for different samples showed that the films have the same virtual crystal of band gap 5.92 eV. In this respect, increase in relative \( \text{N}_2 \) flow seems to act as a catalyst of B-N bond formation in a less distorted environment.

The internal stresses of the films are almost constant, which indicates similar atomic bonds at the interface of the film/substrate composite. Thus, amorphous layer at the interface is not affected by increasing \( \text{N}_2/\text{B}_2\text{H}_6 \) flow ratio.

Besides, films seem to be anisotropic since the vertical resistivity is always drastically greater than the lateral one. In addition, the increase in lateral resistivity with increasing \( r \) might arise from the reduction of the volume of amorphous tissue in the bulk of the films, as suggested by decreasing Urbach energy.
Boron and nitrogen are two nearest neighbors of carbon in the periodic table of elements. Therefore, boron nitride (BN) is isoelectronic with carbon. As carbon has allotropes as diamond and graphite, BN also has cubic and hexagonal phases analogically. Hexagonal boron nitride (h-BN) is the only stable form of BN in nature and cubic boron nitride (c-BN) can be produced by extensive heat or pressure treatments of the hexagonal phase.

h-BN is composed of planes of hexagonal rings with ABAB... stacking sequence (Chapter 1). In these hexagonal rings the \( p_z \) orbitals of both boron and nitrogen remain unbound and share two electrons. These electrons are not, however, shared equally between boron and nitrogen. Relatively more electronegative nitrogen mostly attracts these electrons. Hence, electrons become more or less localized in the \( p_z \) orbital of nitrogen \( (p_z)_N \) leaving that of boron, \( (p_z)_B \) unoccupied. In contrast to graphite being a conductor where the \( p_z \) electron wave functions are extended, h-BN is an insulator as \( p_z \) electrons are mostly localized around nitrogen atom. Tight binding calculations for band structure of h-BN revealed that the valence band maximum and conduction band minimum consist of mostly \( (p_z)_N \) and \( (p_z)_B \) orbitals, respectively.

The polar nature of the bonds between B and N should contribute to widening of the band gap. Being a wide band gap semiconductor h-BN expectedly exhibits negative electron affinity (NEA). This property has promising applications such as
photodetectors and cold-cathode emitters. Old era NEA devices (NEADs) highly suffered from easy contamination. On the other hand, h-BN, whose NEA was first observed in 1995, is a very inert material. Chemical inertness of h-BN is the main advantage of h-BN NEAD applications. Importance of hydrogen surface termination on NEA of h-BN should not be overlooked. Hydrogen removal from NEA h-BN results in positive electron affinity (PEA), where as hydrogen treatment of PEA surface regenerates NEA. However, the main objective of hydrogen on the h-BN surface is still in debate. One possible speculation might be that the bond energy of N-H is relatively lower than that of B-H, which means that N-H bond formation is easier. The surface of a pure h-BN crystal is neutral. In this respect, hydrogen termination should result in that the surface is mostly composed of hydrogen and boron, and then a positively charged layer is formed as the majority of H being bound to N. A charged surface layer should cause a suitable energy band bending pulling the vacuum level below the conduction band minimum.

Optical absorption coefficient is obtained by integration over all density of states near the parabolic band edges. As the density of states below the band edges is exponentially decreasing function of energy, absorption coefficient at this energy range should be proportional to the exponential of energy. This energy range corresponds to medium absorption region where tail-to-band transitions occur. The depth of the tail states into the forbidden gap is determined by Urbach energy. The films studied in this work exhibited Urbach energies of 0.2-0.5 eV, which means that the films are very defective. Thus, the optical absorption coefficient for amorphous materials is used for band gap calculations. Band gap of the films varies in the range 4.9-5.4 eV and the refractive index is found to be around 1.7 and hence the films are transparent to visible light and opaque in the ultraviolet region.

In the frame of this thesis, a mechanical stylus profilometer is installed in the laboratory and used for surface profile analysis of the samples (Chapter 2). The system allows the user to determine the thicknesses and internal stresses quite precisely. The main advantage of the device compared with optical thickness determination is that thickness profile is directly loaded to a screen. In optical
measurements, several calculations are necessary to decompose the optical path into thickness and refractive index. In addition, the software of the profilometer for stress calculation has been compared with a manual calculation on the same data. Both calculations give more or less the same stress. In this respect, experimenter is free to use any of the methods (i.e. if the curvature of the substrate surface is not smooth, manual calculation would be suitable).

FTIR and XPS are useful techniques for the observation of the film structure. For the calculation of atomic densities from FTIR spectra, the absolute response of the corresponding bond to IR (the effective charge of the bond determines its response) should be well known. Effective charges of B-H and N-H are found from the works on hydrogenated amorphous boron (a-B:H) and hydrogenated amorphous silicon nitride (a-Si$_{1-x}$N$_x$:H) films, respectively. Besides, BN film phase change is easily followed by FTIR. As for the XPS analysis, relative comparison of each bond concentration is possible. This method is mainly used to determine atomic concentrations of constituent elements in each sample.

Heat treatment is applied on the samples deposited with ammonia and diborane as source gases (Chapter 3). Three samples are heated up to 475, 650 and 800 °C, while one sample is kept as reference. The as-deposited film contains the largest amount of hydrogen. Hydrogen atom density gradually decreased with increasing the annealing temperature. In amorphous materials hydrogen is known to reduce the coordination defect and relax the system. The dangling bonds created as a result of intensive bond length and angle distortions are easily saturated by hydrogen and then hydrogen decreases the average coordination number of the system. As the hydrogen escapes from the sample structure with heat treatment, the relaxation of the system is reduced and the band distortions should increase. In this respect, the films are expected to become more disordered. This expectation is verified by the increase in Urbach energy and thin film stress. Film stress mainly arises from the possible lattice mismatch of the film-substrate composite. Such a mismatch should result in bent and stretched bonds at the interface. Consequently, some bonds might be broken to relax the system. In the presence of sufficient hydrogen the interface bonds might be
relaxed and then internal stress is reduced. Hydrogen escape from the system should cause the opposite, which was observed in Chapter 3.

Changing the nitrogen flow rate in the nitrogen-diborane source gas is shown to affect the physical properties of the films (Chapter 4). The change in nitrogen flow rate, however, does not affect the atomic concentrations intensively. On the contrary, bond densities of the compounds within the films are altered. The films of lowest nitrogen gas ($N_2$) flow rate contain the most B-B bonds. Increasing the $N_2$ flow rate results in the breakage of B-B bonds and the usage of resultant boron atoms in the formation of B-N and ternary $B\text{-}O_xN_y$ structures. In contrast, nitrogen corporation in the ternary structure is reduced such that nitrogen is mostly used for B-N or N-H formation. Linear fits of logarithm of absorption coefficient versus energy graph for $r = 4, 10$ and $25$ intersect at the same energy of 5.92 eV, which corresponds to the gap of their virtual crystal. The increase in $r$ somehow causes h-BN cluster size to increase and then more ordered films result, without changing their virtual crystal: Urbach energies decrease with increasing $N_2$ flow rate. The stress of these films does not change which implies the highly disordered layer neighboring the substrate is not that much affected from an increase in nitrogen flow rate. The resistivity measurements taken in both vertical and lateral directions indicate the anisotropy in the film structure.
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A.1 Time Dependent Perturbation Theory

If the initial state of a time evolving system is initially \( |\psi(t=0)\rangle = \sum c_n |n\rangle \), its final state at time \( t \) is found by the time-dependent Schrödinger equation:

\[
    i\hbar \frac{\partial}{\partial t} |\psi(t)\rangle = H_0 |\psi(t)\rangle
\]

\[
    \Rightarrow |\psi(t)\rangle = \sum c_n e^{-\frac{E_n}{\hbar} t} |n\rangle
\]

(A.1)

Here, \( |n\rangle \) denotes the eigenstate of Hamiltonian \( H_0 \). When the Hamiltonian is time dependent, as it is in the case of exposure to electromagnetic radiation, \( c_n \) should also be time dependent. Thus, in the presence of \( W \), when the Hamiltonian is \( H_0 + W \), the state becomes,

\[
    |\psi(t)\rangle = \sum c_n(t) e^{-\frac{E_n}{\hbar} t} |n\rangle
\]

(A.2)

Thus, the probability of finding the system in a state \( |n\rangle \) at time \( t \) is found by projecting that state onto \( |n\rangle \):

\[
    \langle n |\psi(t)\rangle = \sum c_n(t) e^{-\frac{E_n}{\hbar} t} \langle n |m \rangle
\]

(A.3)
Since $\langle n|m \rangle = \delta_{mn}$, the probability is given by
\[
|c_n(t)|^2 = |\langle n|\psi(t) \rangle|^2 \tag{A.4}
\]

The weight functions $c_n(t)$ can be determined by the consideration of time dependent Schrödinger equation for the case of electromagnetic perturbation, $W$:

\[
e^{-\frac{i}{\hbar}E_n t} \cdot i\hbar \frac{\partial}{\partial t} c_n(t) = \sum_m \langle n|W|m \rangle \langle m|\psi(t) \rangle \tag{A.5}
\]

\[
\frac{\partial}{\partial t} c_n(t) = -\frac{i}{\hbar} \sum_m e^{i(E_n-E_m)t} W_{nm}(t) c_m(t)
\]

### A.2 Dyson Series to Obtain Transition Probability

Exact solutions to the above differential equation (A.5) are usually not available especially for problems of more than two dimensions. Therefore, an approximate way should be followed to reach the weight functions $c_n(t)$, whose absolute square gives the transition probability. If $c_n(t)$ is expanded into power series,

\[
c_n(t) = c_n^{(0)}(t) + c_n^{(1)}(t) + c_n^{(2)}(t) + \ldots \tag{A.6}
\]

is obtained. These components of weight function $c_n(t)$ can be easily obtained by the introduction of time development unitary operator here:

\[
U(t+dt,t) = I - \frac{i}{\hbar} H dt
\]

\[
U(t+dt,t_0) = U(t+dt,t)U(t,t_0) = U(t,t_0) - \frac{i}{\hbar} H U(t,t_0) dt \tag{A.7}
\]
Since $dt$ is an infinitesimal time element Eq. A.7 can be reduced to the form:

$$i\hbar \frac{\partial}{\partial t} U(t,t_0) = HU(t,t_0)$$  \hspace{1cm} (A.8)$$

If the Hamiltonian is time dependent the integration to obtain the time development operator is of the form:

$$U(t,t_0) = I - \frac{i}{\hbar} \int_{t_0}^{t} dt' H(t') U(t',t_0)$$ \hspace{1cm} (A.9)$$

At this step, Dyson-Wick iteration procedure may be applied (Here, Interaction picture, where $\hat{U}(t,t_0) = U_o(t)U(t,t_0)U_o(t)$ with $U_o = e^{\frac{i}{\hbar}H(t-t_0)}$, is used):

- Zeroth order approximation:
  $$\hat{U}^{(0)}(t,t_0) = I \text{ (dropping $\int$ term)}$$

- First order approximation:
  $$\hat{U}^{(1)}(t,t_0) = I - \frac{i}{\hbar} \int_{t_0}^{t} dt' H(t') \hat{U}^{(0)}(t',t_0)$$
  $$\hspace{1cm} = I - \frac{i}{\hbar} \int_{t_0}^{t} dt' H(t') \hspace{1cm} (A.10)$$

- Second order approximation:
  $$\hat{U}^{(2)}(t,t_0) = I - \frac{i}{\hbar} \int_{t_0}^{t} dt' H(t') \hat{U}^{(1)}(t',t_0)$$
  $$\hspace{1cm} = I - \frac{i}{\hbar} \int_{t_0}^{t} dt' H(t') + \left(\frac{i}{\hbar}\right)^2 \int_{t_0}^{t} dt' \int_{t_0}^{t} dt'' H(t')H(t'')$$

As the time development operator is obtained, a state ket $|\psi(t)\rangle$ can be expressed in terms of a state of an earlier time $|\bar{i}\rangle$:

$$|\psi(t)\rangle = U(t,t_0) |\bar{i}\rangle$$ \hspace{1cm} (A.11)$$
The transition weight function \( c_n(t) \) can be obtained by the bra-ket operation:

\[
c_n(t) = \langle n | \hat{U}(t, t_0) | i \rangle
\]

(A.12)

Equation Eq. A.10 of Dyson series and expansion of weight function in Eq. A.12 give out the following results for weight functions up to first order approximation:

- \( c_n^{(0)}(t) = \langle n | I | i \rangle = \delta_{ni} \) (independent of time)

- \( c_n^{(1)}(t) = -\frac{i}{\hbar} \int_0^t dt' e^{\frac{i}{\hbar}(E_n - E_i)t'} \langle n | W | i \rangle \)

(A.13)

For a transition from an initial state to a different final state, zeroth order time independent term vanishes. Thus, the transition probability from state \( |i\rangle \) to state \( |n\rangle \) under the action of perturbation \( W \) is given by

\[
|c_n^{(1)}|^2 = \frac{1}{\hbar^2} \left| \int_0^t dt' e^{\frac{i}{\hbar}(E_n - E_i)t'} \langle n | W | i \rangle \right|^2
\]

(A.14)

and the transition rate is defined by the transition probability per unit time:

\[
M_{in} = \frac{d}{dt} |c_n^{(1)}(t)|^2
\]

(A.15)

**A.3 Absorption Process**

A vector potential \( \vec{A} \) (along the direction of the unit vector \( \hat{\epsilon} \)) of a monochromatic plane wave of angular frequency \( \omega \), amplitude \( A_0 \), can be represented by

\[
\vec{A} = A_0 e^{\frac{\omega}{\hbar} \hat{\epsilon} \cdot \hat{x} - i\omega t} \hat{\epsilon}
\]

(A.16)
then, the perturbation operator can be written as

\[ W = \left[ -\frac{e}{mc} A \delta \right. \left. e^{i \frac{\omega}{\hbar} \hat{z} \cdot \hat{p}} \right] e^{-i\omega t} \]  

(A.17)

Using equations (A.14), (A.15) and (A.17), the transition probability at time \( t \) is

\[ |c_n^{(1)}|^2 = \frac{1}{\hbar} |\nu_n|^2 \frac{\sin \left( \frac{E_n - E_i}{\hbar} - \omega \right) t}{\left( \frac{E_n - E_i}{\hbar} - \omega \right)} \]  

(A.18)

from which the rate can be obtained. Here, \( \nu_n = -\langle n | \frac{e A_n}{mc} e^{i \frac{\omega}{\hbar} \hat{z} \cdot \hat{p}} | i \rangle \).  

(A.19)

As \( t \to \infty \), expression A.18 approaches to Dirac \( \delta \)-function which grows proportional to \( t \). As a result, the transition rate becomes,

\[ M_{in} = \frac{2 \pi}{\hbar} \frac{e^2 A_0}{m c^2} |\nu_n|^2 \int \delta \left( E_n - E_i - \hbar \omega \right) \]  

(A.20)

Therefore, transition is possible when the absorbed energy is equal to the energy difference between the final and the initial states.

Furthermore, equation for \( \nu_n \) in (A.19) gives a non-zero result only if \( \vec{k}_n = \vec{k}_i \) (where \( k_n \) and \( k_i \) are crystal momenta of electron in states \(|n\rangle \) and \(|i\rangle \), respectively) assuming that the momentum of the photon \( \hbar \lambda \) is much smaller than the crystal momentum \( \hbar / a \), where \( a \) is a few angstroms. Thus, the equality of initial and final momenta of the electron should also be included in (A.20):

\[ M_{in} = \frac{2 \pi}{\hbar} \frac{e^2 A_0}{m c^2} |\nu_n|^2 \int \delta \left( E_n - E_i - \hbar \omega \right) \delta_{k_n} \]  

(A.21)
A.4 Optical absorption coefficient, $\alpha(h\omega)$

Absorption coefficient is a measure of the amount of energy absorbed by a particle per unit length. It is proportional to the absorption probability of unit flux by a single center, $\sigma$, to the density of these centers, $dn_i$, and to the density of available states for the electron after transition, $dn_f$, such that:

$$\alpha = \iiint \sigma dn_i dn_f$$  \hspace{1cm} (A.22)

Flux of radiation is defined by the intensity per photon energy. Intensity can be expressed by the average electromagnetic energy per unit area per unit time which is $\varepsilon \nu E_0^2 / 8\pi$. Converting the electric field amplitude to the amplitude of vector potential by $E_0 = (\omega/c) A_0$, flux can be written as:

$$F = \frac{\varepsilon A_0^2 \omega}{8\pi n c \hbar}$$  \hspace{1cm} (A.23)

after which the absorption probability of unit flux (effective cross section for absorption) is obtained with absorption probability rate of (A.21):

$$\sigma = \frac{M_{\text{eff}}}{F} = \frac{8\pi n c \hbar}{\varepsilon \omega A_0^2} M_{\text{eff}}$$  \hspace{1cm} (A.24)

Density of states calculation will be done assuming all the lower states are filled and all the upper states are empty, a condition correct for intrinsic semiconductors at 0 K. Using Heisenberg’s uncertainty $\Delta x \Delta k_x = 2\pi$, the volume of uncertainty in momentum space is $\tau_k = 8\pi^3 / \tau_x$. Each $\tau_k$ may contain 2 electronic states as spin up and down, hence, the density of states in the volume element $d\tau_k$ is

$$dn_i = \frac{d\tau_k}{4\pi^3} \quad \text{and} \quad dn_f = \frac{d\tau_{k_f}}{4\pi^3}$$  \hspace{1cm} (A.25)
Using equations (A.21)-(A.25) gives out the absorption coefficient in terms of known parameters:

\[
\alpha = \frac{e^2}{\pi^4 c m^2 n \omega \tau} \left| \nu_{gf} \right|^2 \delta (E_f (k_f) - E_i (k_i) - \hbar \omega) d \tau_{k_i}
\]  

(A.26)

### A.5 Absorption in Direct Band Semiconductors

In direct band gap semiconductors phonon absorptions are not considered since the conduction band minimum is just over the valence band maximum (Fig. A.1). The momentum expectation value, to be altered by the radiation, is assumed to remain the same as \( k_i = k_f = 0 \) in this case. Therefore, \( \nu_{gf} \) of Eq. A.19 should be taken as constant with zeroth order approximation:

\[
\nu_{gf} (k) = \nu_{gf} (0) + \frac{d \nu_{gf}}{dk} k + ... \approx \nu_{gf} (0)
\]  

(A.27)

![Figure A.1: Direct band gap semiconductor in which the extrema of valence and conduction bands have the same momentum.](image)
The energy values of the initial and final states can be written from Fig. A.1 as

\[ E_i(k_i) = E_c - \frac{\hbar^2 k_i^2}{2m_h} \]
\[ E_f(k_i) = E_c + \frac{\hbar^2 k_i^2}{2m_e} \]  

(A.28)

and the volume element is written by using the parabolic approximation at the edges of the bands as \( d\tau_k = 4\pi k_i^2 dk_i \). Hence, Eq. A.26 for \( \alpha \) becomes:

\[
\alpha = \frac{e^2}{\pi^2 \text{cm}^2 n \omega} \left| \psi_{gf}(0) \right|^2 \int_0^{\infty} \delta\left( \hbar \omega - E_G - \frac{\hbar^2 k_i^2}{2m_{red}} \right) 4\pi k_i^2 dk_i \\
= \frac{2e^2 \left| \psi_{gf}(0) \right|^2 \left( 2m_{red}^* \right)^{3/2}}{\pi^3 \text{cm}^2 n \hbar^2} \frac{(\hbar \omega - E_G)^{3/2}}{\hbar \omega} 
\]

(A.29)

If the absorption coefficient is obtained from optical transmission data, \((\alpha h \omega)^2\) versus \(\hbar \omega\) plot should give a straight line in the strong absorption region. The energy axis intercept of the linear fit of that straight line gives out the band gap energy of the semiconductor.

**A.6 Absorption in Indirect Band Semiconductors**

When the transition takes place with a change in the momentum as well as a change in the energy, a double step process is necessary since the photon momentum is not enough to change the momentum of an electron. Momentum is, instead, conserved via interaction with lattice vibrations (Fig. A.2). The quantum of lattice vibrations is called phonon. At room temperature, there is a broad spectrum of phonons. However, only the phonons with required momentum are usable. These phonons have characteristic energies represented by \( E_{ph} = h\omega_{ph} \), where \( \omega_{ph} \) is the phonon vibration frequency. The transition might occur by either absorption or emission of a phonon:
A similar procedure with the case of direct transitions can be followed. The distinction in indirect transitions is that any occupied state of valence band can make a transition to any empty state of the conduction band. The density of states in the valence band at $E_i$ is

$$N(E_i) = \frac{1}{2\pi^2\hbar^3} \left(2m_i^*\right)^{3/2} |E_i|^{1/2}$$ \hspace{1cm} (A.31)

and the density of states in the conduction band at $E_f$ is

$$N(E_f) = \frac{1}{2\pi^2\hbar^3} \left(2m_e^*\right)^{3/2} \left(E_f - E_G\right)^{1/2}$$ \hspace{1cm} (A.32)

Using Eq. A.30, Eq. A.32 becomes

$$N(E_f) = \frac{1}{2\pi^2\hbar^3} \left(2m_e^*\right)^{3/2} \left(h\omega - E_G \mp E_{ph} - E_i\right)^{1/2}$$ \hspace{1cm} (A.33)

Figure A.2: Indirect band structure and the compensation of insufficiency of photon energy by phonons.
The absorption coefficient is proportional to the product of density of states integrated over all possible energy values separated by $\hbar \omega \pm E_{ph}$ and to the electron interaction probability with phonons, $N_{ph}$, which is the average number of phonons of energy $E_{ph}$, which is given by Bose-Einstein statistics:

$$N_{ph} = \frac{1}{e^{\frac{E_{ph}}{kT}} - 1} \quad (A.34)$$

Therefore, with $A$ being a constant,

$$\alpha(\hbar \omega) = AN_{ph}\int_0^{(\hbar \omega - E_G - E_p)} |E_i|^{1/2} \left(\hbar \omega - E_G - E_{ph} + E_i\right)^{1/2} dE_i \quad (A.35)$$

The integration together with Eq. A.34 gives out the absorption coefficient as

$$\alpha(\hbar \omega) = \frac{A(\hbar \omega - E_G + E_{ph})^2}{e^{\frac{E_{ph}}{kT}} - 1} \quad (A.36)$$

For amorphous semiconductors absorption coefficient is related to the photon energy through the following formula[7]:

$$\alpha(\hbar \omega) = \frac{B(\hbar \omega - E_g)^2}{\hbar \omega} \quad (A.37)$$

The plot of $\sqrt{\alpha \hbar \omega}$ vs. $\hbar \omega$ should give a straight line in the strong absorption region. Extrapolation of this line reveals the optical gap of the semiconductor at the energy-axis intercept (Fig. 4.6).

Band gap energy reflects the energy required for band-to-band transitions. However, tail states are created as a result of the variations of bond angles and bond lengths.
Then, transitions from tail states to the band states or vice versa are also possible. In the photon energy region where tail-to-band transitions occur, absorption coefficient is an exponential function of energy [73]:

\[
\alpha_{TB} = Ce^{\frac{E_g - E}{E_o}}
\]  \hspace{1cm} (A.38)

where \( C \) is a constant depending on the material. \( E_o \) in Eq. A.38 is a disorder parameter called Urbach energy. It is almost zero for crystals and takes higher values as the material disorder increases. \( E_g \) is the band gap energy of a virtual crystal of perfect structure at 0 K. To find \( E_o \), medium absorption region of the transmission data is used to plot \( \ln \alpha \) vs. \( E \).
B.1 Strain tensor for small deformations

Materials experience several alterations in their shape when they are exposed to some external forces. The relative change in the distances of the particles within a body in any direction with respect to its original form is called strain. These shape differences should occur in definite directions according to the directions and magnitudes of the applied forces. Therefore, strain concept takes the form of a tensor to overcome any misunderstanding in the type of deformation.

![Diagram of deformation and displacement vectors](image)

Figure B.1: Schematic of deformation and corresponding displacement vectors. Bent and straight planes represent the deformed and undeformed body, respectively.
Now, consider a point in a body which is deformed as seen in Fig. B.1. The change in its position vector is \( u_i = x_i' - x_i \) and the differences in the position vectors between two points in the plane before and after the deformation are, respectively, \( dx_i \) and \( dx_i' \). The coordinates \( x_i' \) is, of course a function of \( x_i \), then \( u_i \) is also a function of \( x_i \). Thus, if \( \mathbf{u}(x_i) \) is obtained, the deformation of the body can be said to be fully determined. For this aim, let us write the infinitesimal lengths \( |dx_i| \) and \( |dx_i'| \) as

\[
dl = \sqrt{dx_1'^2 + dx_2'^2 + dx_3'^2} \quad \text{and} \quad dl' = \sqrt{dx_1'^2 + dx_2'^2 + dx_3'^2},
\]

the squares of which are \( dl^2 = dx_i^2 \) and \( dl'^2 = dx_i'^2 = (dx_i + du_i)^2 \). Here, we should change \( du_i \) using its functionality of \( x_i \) as \( du_i = (\partial u_i / \partial x_k) \, dx_k \). Hence; one can get closer to the strain tensor by writing:

\[
dl^2 = dl^2 + 2dx_i du_i + du_i^2 = dl^2 + 2(\partial u_i / \partial x_k) \, dx_i \, dx_k + (\partial u_i / \partial x_k)(\partial u_i / \partial x_l) \, dx_k \, dx_l
\]

Interchanging necessary suffixes \( (\partial u_i / \partial x_k) \, dx_i \, dx_k = (\partial u_i / \partial x_i) \, dx_i \, dx_k \) results in

\[
dl'^2 = dl'^2 + 2u_{ik} \, dx_i \, dx_k \quad \text{where the strain tensor} \quad u_{ik} \quad \text{for a deformed body is:}
\]

\[
u_{ik} = \frac{1}{2} \left( \frac{\partial u_i}{\partial x_k} + \frac{\partial u_k}{\partial x_i} + \frac{\partial u_i}{\partial x_i} \frac{\partial u_l}{\partial x_k} \right) \quad \text{with} \quad u_{ik} = u_{ki}
\]

This symmetrical tensor may be diagonalized with principle values \( u^{(1)} \), \( u^{(2)} \) and \( u^{(3)} \). In almost all cases, the strains are fairly small. That is, the distance change is small relative to the distance itself. On the other hand, the deformation vector \( u_i \) may be large in some cases. i.e. for a long thin rod, although the deformation is large especially at the ends, the extensions or compressions in the rod itself will be small. Except for special cases, it is assumed that a three-dimensional body cannot be intensively deformed unless it is highly extended or compressed. Therefore, the expression for the strain tensor (B.1) is reduced to, omitting the last term as being second order in smallness:
\[
\mathbf{u}_{ik} = \frac{1}{2} \left( \frac{\partial u_i}{\partial x_k} + \frac{\partial u_k}{\partial x_i} \right) \tag{B.2}
\]

As the infinitesimal volume elements before and after the deformation (\(dV\) and \(dV'\)) are the products \(dx_1dx_2dx_3\) and \(dx'_1dx'_2dx'_3\), respectively. Hence, 
\[dV' = dV \left(1 + u^{(1)}\right) \left(1 + u^{(2)}\right) \left(1 + u^{(3)}\right).\]
Neglecting higher order terms for small deformations reveals 
\[dV = dV' \left(1 + u^{(1)} + u^{(2)} + u^{(3)}\right) = dV \left(1 + u''\right).\]
It is seen that the sum of diagonal components of strain tensor give the relative change in the volume,
\[
\frac{dV' - dV}{dV} = \sum u^{(i)} \tag{B.3}
\]

**B.2 Stress tensor**

All parts of a non-deformed body are in mechanical equilibrium; in other words, the resultant of the forces on any portion is zero. A deformation on this body, by changing the configuration of its molecules, put it out of thermal equilibrium. As a result, forces, which are called internal forces, arise to repel the body to equilibrium. These deformation induced internal forces are called internal stresses.

In the theory of elasticity, the microscopic forces causing the internal stresses are “near-action” forces which act from any point only to neighboring points; consequently the forces exerted on any portion of a body by surrounding parts act only to the surface of the portion.

To reach stress tensor, let us first consider a force \(\vec{F}\) on the unit volume and \(\vec{F}dV\) on the volume element \(dV\) of a body. Total force on the body is then, \(\int \vec{F}dV\). The forces acting within the volume element of the body portion should cancel due to Newton’s third law, leaving only the contributions from the surroundings of the
portion along its surface. Thus, the resultant force can be represented as the sum of all surface forces.

The 3 components $\int F_i dV$ of the total force may be represented in terms of a surface integral applying Green’s theorem where the vector $F_i$ must be the divergence of a tensor of rank two defined as $F_i = \sum_k \partial \sigma_{ik} / \partial x_k$. Then, the force on any volume can be formulated as an integral over a closed surface bounding that volume:

$$\int_{V} F_i dV = \oint_{S} \sigma_{ik} df_k$$ (B.4)

where $df_k$ is the components of surface element vector $df$ and $\sigma_{ik}$ is the stress tensor. The directional correspondence of the stress tensor is shown in Fig. B.2. The above expression (B.4) is the force exerted on the volume $V$ of surface(s), by the surrounding parts of the body. The force exerted by this volume on the surrounding surface is equal and opposite.

Figure B.2: Tensor of rank two is necessary to completely describe the stress of a body. Each direction having three stress components, stress tensor forms a $3 \times 3$ matrix.
The moment of the forces on a portion of the body, which might lead a sample to gain a curvature can be found considering the cross product of force and the arm length \( \vec{F} \times \vec{r} = F_i x_k - F_k x_i \) and integrating over the whole volume,

\[
M_{ik} = \int (F_i x_k - F_k x_i) \, dV = \int \left( \frac{\partial \sigma_{il}}{\partial x_l} x_k - \frac{\partial \sigma_{ik}}{\partial x_k} x_l \right) \, dV
\]  
(B.5)

which can be separated as:

\[
M_{ik} = \int \frac{\partial}{\partial x_i} \left( \sigma_{il} x_k - \sigma_{ik} x_l \right) \, dV - \int \left( \sigma_{il} \frac{\partial x_k}{\partial x_i} - \sigma_{ik} \frac{\partial x_l}{\partial x_i} \right) \, dV
\]  
(B.6)

If \( M_{ik} \) is to be an integral over surface only, the second term should be identically zero and then within the body leading to the symmetry of the stress tensor \( \sigma_{ik} = \sigma_{ki} \). Thus,

\[
M_{ik} = \oint (\sigma_{il} x_k - \sigma_{ik} x_l) \, df_i
\]  
(B.7)

B.3 Thermodynamics of deformation

The internal stress does a work \( \delta R \) per unit volume when the displacement vector \( u_i \) of a deformed body changes by a small amount \( \delta u_i \), where 

\[
\delta R = F_i \delta u_i = \left( \frac{\partial \sigma_{ik}}{\partial x_k} \right) \delta u_i
\]

Then, total work done over the whole volume is

\[
\int \delta R \, dV = \int \left( \frac{\partial \sigma_{ik}}{\partial x_k} \right) \delta u_i \, dV = \oint \sigma_{ik} \delta u_i \, df_k - \int \sigma_{ik} \left( \frac{\partial \delta u_i}{\partial x_k} \right) \, dV
\]  
(B.8)
If an infinite medium is considered where the surface integration tends to infinity unless \( \sigma_{ik} = 0 \), the first integral should be equal to zero. The symmetry of the tensor \( u_{ik} \) leads to:

\[
\int \delta R dV = -\frac{1}{2} \int \sigma_{ik} \left( \frac{\partial \delta u_i}{\partial x_k} + \frac{\partial \delta u_k}{\partial x_i} \right) dV = -\frac{1}{2} \int \sigma_{ik} \delta \left( \frac{\partial u_i}{\partial x_k} + \frac{\partial u_k}{\partial x_i} \right) dV = \int \sigma_{ik} \delta u_{ik} dV
\]

\[
\Rightarrow \delta R = -\sigma_{ik} \delta u_{ik}
\]

(B.9)

which gives the work in terms of the change in strain tensor.

For fairly small deformations, the body returns to its original undeformed state when the external forces causing the deformation are removed. Such deformations are called elastic. On the other hand, in the case of relatively intensive deformations the return to undeformed state does not occur, leaving a residual deformation. Such deformations are called plastic.

Practically, the process of deformation may be assumed thermodynamically reversible and first law of thermodynamics states that an infinitesimal change \( d\xi \) in the internal energy \( \xi \) equals to the difference between the work done by the system (here by the internal stresses) and the amount of heat \( dQ = TdS \) (with \( S=\text{entropy} \)) received by the system from the surrounding:

\[
d\xi = TdS - dR = TdS + \sigma_{ik} du_{ik}
\]

(B.10)

which is the thermodynamical relation for a deformed body.

Introducing Helmholtz Free Energy, \( F = \xi - TS \), \( dF \) may be expressed by using (B.10) as:

\[
dF = -SdT + \sigma_{ik} du_{ik}
\]

(B.11)
The components of the stress tensor can be obtained by differentiating $F$ or $\xi$ with respect to the components of the strain tensor for constant $T$ or $S$, respectively [77]:

$$
\sigma_{ik} = \left( \frac{\partial F}{\partial u_{ik}} \right)_T = \left( \frac{\partial \xi}{\partial u_{ik}} \right)_S
$$

(B.12)

**B.4 Hooke’s Law**

To obtain the stress of any physical system, it is necessary to relate stress to strain which is directly measurable. This is possible if the free energy of the body is known as a function of the strain tensor, which can be easily obtained by the expansion of free energy in powers of $u_{ik}$ in what follows.

Let us now consider a system of constant temperature to exclude any effect caused by thermal expansion. For the simplest case, the undeformed body where $u_{ik} = 0$ experiences no external force, thus having $\sigma_{ik} = 0$. To satisfy this condition in $\sigma_{ik} = \left( \frac{\partial F}{\partial u_{ik}} \right)_T$, free energy should contain no linear term in the power expansion of $u_{ik}$. Therefore, free energy should be second order in strain tensor to keep only the first non-vanishing power accounting for the smallness of the deformation. Since two independent scalars of $u_{ik}$ in second degree can be formed, free energy should contain them both with corresponding scalar constants, giving the general expression for the free energy of a deformed body,

$$
F = \frac{1}{2} \lambda u_{ii}^2 + \mu u_{ik}^2
$$

(B.13)

here, $\lambda$ and $\mu$ are Lamé coefficients.

It is known that the sum of diagonal components of strain tensor, $u_{ii}$ gives the change in the volume caused by deformation. If this sum is zero, the volume of the
body means to be unchanged. Such deformations are called pure shear. On the contrary, the volume of the body may change while its shape is constant, where only the diagonal terms of strain tensor should survive, \( u_{ik} = \text{constant} \times \delta_{ik} \). Such deformations are called hydrostatic compression. Being two independent scalars, the sum of a pure shear and a hydrostatic compression is enough to define the deformation by the help of the identity:

\[
\delta_{ik} = \frac{1}{2} \delta_{ik} u_{ii} \]

Since \( \delta_{ik} = 3 \), first term in parenthesis is a pure shear having no diagonal component and second term is a hydrostatic compression having only the diagonal terms. Hence, free energy (B.13) can also be expressed by the sum of the second degrees of a pure shear and a hydrostatic compression as,

\[
F = \mu \left( u_{ik} - \frac{1}{3} \delta_{ik} u_{ii} \right)^2 + \frac{1}{2} K u_{ii}^2 \]

where \( K \) and \( \mu \) are the modulus of hydrostatic compression and modulus of rigidity, respectively. By a simple calculation it can be found that,

\[
K = \lambda + \left( \frac{2}{3} \right) \mu
\]

The thermodynamic equilibrium of a deformed body can be reached if the deformation is removed relaxing the system and increasing its entropy, \( S \). If no external forces are present in the system, the body will return to its thermodynamic equilibrium, thus, \( u_{ik} = 0 \). Decreasing \( u_{ik} \) decreases the modulus of the free energy. Therefore, the quadratic form for the free energy should be positive to reach its minimum when \( u_{ik} \) is zero. A necessary and sufficient condition is that moduli of hydrostatic compression and rigidity be positive;
Free energy is now obtained as a function of strain tensor which allows us to determine stress tensor by the relation (B.12). To calculate this derivative, let us first write the total differential $dF$ for constant temperature,

$$dF = K u_{ik} du_{ik} + 2\mu \left( u_{ik} - \frac{1}{3} \delta_{ik} u_{ll} \right) d \left( u_{ik} - \frac{1}{3} \delta_{ik} u_{ll} \right)$$ \hspace{1cm} (B.18)

The second term gives zero when the parenthesis is multiplied by $\delta_{ik}$. Moreover, as $du_{ll}$ can be written as $du_{ik} \delta_{ik}$, the total differential of free energy becomes,

$$dF = \left[ K u_{ik} \delta_{ik} + 2\mu \left( u_{ik} - \frac{1}{3} \delta_{ik} u_{ll} \right) \right] du_{ik}$$ \hspace{1cm} (B.19)

Stress tensor is, then written as,

$$\sigma_{ik} = K u_{ik} \delta_{ik} + 2\mu \left( u_{ik} - \frac{1}{3} \delta_{ik} u_{ll} \right)$$ \hspace{1cm} (B.20)

This expression, finally, gives the stress tensor as a function of strain tensor. Note that, if the deformation is one of pure shear or hydrostatic compression, stress is directly proportional only to the corresponding deformation with the proportionality constants $\mu$ and $K$, respectively.

The converse formula for the strain tensor in terms of stress tensor may be easily obtained. The sum of the diagonal terms of stress tensor is $u_{ii} = \sigma_{ii}/3K$. Then,

$$\sigma_{ik} = K \frac{\sigma_{ll}}{3K} \delta_{ik} + 2\mu \left( u_{ik} - \frac{1}{3} \delta_{ik} \frac{\sigma_{ll}}{3K} \right)$$ \hspace{1cm} (B.21)

and solving for $u_{ik}$ reveals,
\[ u_{ik} = \frac{1}{9K} \delta_{ik} \sigma_{ii} + \frac{1}{2\mu} \left( \sigma_{ik} - \frac{1}{3} \delta_{ik} \sigma_{ii} \right) \]  

(B.22)

It is seen by this formula that the deformation is linearly proportional to the applied forces. This law, applicable for small deformations, is called Hooke’s Law.

### B.5 Homogeneous Deformations

The simple case such that the strain tensor \( u_{ik} \) is constant within the volume of the body is called homogeneous deformation, i.e. hydrostatic compression. To analyze this type of deformation, first consider the extension of the rod in Fig. B.3. The pulling force \( \bar{p} \) per unit area is applied along the symmetry axis of the rod from each end.

The external forces acting on the surface of the body are the general sources of deformation. Thus, they should be involved in the boundary conditions of the equations of equilibrium. If \( \bar{P} \) is the external force per unit area, \( \bar{P} df \) is the force on the surface element \( df \). Consequently, this force is to be balanced by the forces \( -\sigma_{ik} df_k \) of the stresses on that element, that is, \( P_i df - \sigma_{ik} df_k = 0 \). If \( \hat{n} \) is the outward normal unit vector, it is found that,

\[ \sigma_{ik} n_k = P_i \]  

(B.23)

For the rod in Fig. B.3, no force is acted on the sides, \( \sigma_{ik} n_k = 0 \). Using the fact that \( \sigma_{ik} \) is constant within the volume and that it is a symmetric tensor, only \( \sigma_{zz} \) component survives,

\[ \sigma_{zz} = p \]  

(B.24)
Figure B.3: Force per unit area $\pm \bar{p}$ stretches the rod longitudinally and squeezing occurs in the transverse components.

Now, the components of the strain tensor can be written in terms of $\sigma_{zz}$, using (B.22):

\[
\begin{align*}
    u_{xx} &= u_{yy} = \left( \frac{1}{9K} - \frac{1}{6\mu} \right) p \quad \text{(B.25)} \\
    u_{zz} &= \left( \frac{1}{9K} + \frac{1}{3\mu} \right) p \quad \text{(B.26)}
\end{align*}
\]

where $u_{zz}$ gives the relative lengthening of the rod and the coefficient of $p$ is the coefficient of extension whose reciprocal is called Young’s Modulus, $E$,

\[
    u_{zz} = \frac{p}{E} \quad \text{(B.27)}
\]

and

\[
    E = \frac{9K\mu}{3K + \mu} \quad \text{(B.28)}
\]
where as $u_{xx}$ and $u_{yy}$ gives the relative compression in the transverse direction. The ratio of transverse compression to the longitudinal extension is called Poisson’s ratio, $\nu_s$,

$$u_{xx} = -\nu_s u_{zz}$$

(B.29)

with,

$$\nu_s = \frac{1}{2} \left( \frac{3K - 2\mu}{3K + \mu} \right)$$

(B.30)

Poisson’s ratio should vary between $-1$ ($K = 0$) and $1/2$ ($\mu = 0$) due to the condition (B.17),

$$-1 \leq \nu_s \leq \frac{1}{2}$$

(B.31)

However, in practice $\nu_s$ vary only between 0 and $1/2$ because materials known do not expand transversely when stretched longitudinally. It should also be mentioned here that the values of $\nu_s$ close to $1/2$ infer higher modulus of compression compared to the modulus of rigidity.

Stretching the rod changes its volume relatively by,

$$u_{ii} = \frac{p}{3K}$$

(B.32)

in which only the modulus of compression is involved.

To obtain the free energy of a stretched rod, which would be helpful to obtain Hooke’s relations (B.22) for generalized homogeneous deformations may be obtained as follows. It is known that the free energy is second power in $u_{ik}$, then, Euler’s theory can be used,
\[ F = \frac{1}{2} u_{ik} \frac{\partial F}{\partial u_{ik}} \]  \hspace{1cm} (B.33)

Since only the \( \sigma_{zz} \) component exists in this case, \( F = (1/2) \sigma_{zz} u_{zz} \),

\[ F = \frac{\rho^2}{2E} \]  \hspace{1cm} (B.34)

The quadratic equation for the free energy in terms of strain tensor is commonly used not with the constants \( \mu \) and \( K \), but with \( E \) and \( \nu_S \). Thus, the modulus of rigidity and modulus of compression should be, by a simple calculation, expressed in terms of Young’s modulus and Poisson’s ratio as

\[ \mu = \frac{E}{2(1 + \nu_S)} \quad \text{and} \quad K = \frac{E}{3(1 - 2\nu_S)} \]  \hspace{1cm} (B.35)

Free energy, then, takes the form,

\[ F = \frac{E}{2(1 + \nu_S)} \left( u_{ik}^2 + \frac{\nu_S}{1 - 2\nu_S} u_{ii}^2 \right) \]  \hspace{1cm} (B.36)

whose derivative with respect to \( u_{ik} \) gives the stress tensor in terms of strain tensor for a general homogeneous deformation,

\[ \sigma_{ik} = \frac{E}{1 + \nu_S} \left( u_{ik} + \frac{\nu_S}{1 - 2\nu_S} u_{ii} \delta_{ik} \right) \]  \hspace{1cm} (B.37)

The strain tensor in terms of stress tensor can be found by using \( u_{ii} = \sigma_{ii} / 3K \) and substituting into the above equation to solve for \( u_{ik} \);

\[ u_{ik} = \frac{1}{E} \left( (1 + \nu_S) \sigma_{ik} - \nu_S \delta_{ik} \sigma_{ii} \right) \]  \hspace{1cm} (B.38)
Let us now consider a thick plane to be deformed by an external force along the $z$ direction. If the deformation is very small along the $x$ and $y$ directions, the deformation can be said to be only along the $z$ axis. Then, only $u_{zz}$ component of the strain tensor is different than zero. Such a deformation is called unilateral deformation, which, in what follows, reveals the transverse stresses $\sigma_{xx}$ and $\sigma_{yy}$ as biaxial stresses. Again, $\sigma_{zz} = p$, this time gives the results;

\[
\sigma_{xx} = \sigma_{yy} = \frac{E}{(1+\nu_S)(1-2\nu_S)} u_{zz} \\
\sigma_{zz} = p = \frac{E(1-\nu_S)}{(1+\nu_S)(1-2\nu_S)} u_{zz}
\]

(B.39)

The transverse stress components $\sigma_{xx}$ and $\sigma_{yy}$ can be written in terms of the longitudinal stress $\sigma_{zz}$, that is the applied force per unit area, as

\[
\sigma_{xx} = \sigma_{yy} = \frac{p}{(1-\nu_S)}
\]

(B.40)

which is a useful relation for the consideration of unilateral deformation caused by biaxial stresses $\sigma_{xx}$ and $\sigma_{yy}$.

The free energy of unilateral deformation may also be written here,

\[
F = \frac{p^2(1+\nu_S)(1-2\nu_S)}{2E(1-\nu_S)}
\]

(B.41)