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ABSTRACT

A NON-ITERATIVE PRESSURE BASED
ALGORITHM FOR THE COMPUTATION OF
REACTING RADIATING FLOWS

Uygur, Ahmet Bilge
Ph.D., Department of Chemical Engineering
Supervisor: Prof. Dr. Nevin Selguk

Co-Supervisor: Prof. Dil.. Hakki Tuncer

March 2007, 181 pages

A non-iterative pressure based algorithm which consistspiitting the solution
of momentum energy and species equations into a sequencedé€tor-corrector
stages was developed for the simulation of transient, iregctadiating flows. A
semi-discrete approach called the Method of Lines (MOL)onhenables implicit
time-integration at all splitting stages was used for thkitgmn of conservation
equations. The solution of elliptic pressure equation fog tletermination of
pressure field was performed by a multi-grid solver (MUDPAGKkage). Radiation
calculations were carried out by coupling previously degeld gray and non-gray
radiation models with the algorithm. A first order (globajaction mechanism was

employed to account for the chemistry.

The predictions of the algorithm for the following test cstisé) non-isothermal
turbulent pipe flow andi) laminar methane-air diffusion flame; were benchmarked

against experimental data and numerical solutions availabthe literature and

iv



the capability of the code to predict transient solutions wamonstrated on these
test cases. Favorable agreements were obtained for botbawess. The effect of
radiation and non-gray treatment of the radiative propsmvere investigated on the
second test case. It was found that incorporation of raiatas significant effect
on temeprature and velocity fields but its effect is limitedspecies predictions.
Executions with both radiation models revealed that the-gnay radiation model
considered in the present study produces similar results the gray model at a
considerably higher computational cost. The algorithmettgyed was found to be
an efficient and versatile tool for the time-dependent satoih of different flow
scenarios constitutes the initial steps towards the coatiput of transient turbulent

combustion.

Keywords: Non-iterative algorithms, Pressure based nasth@perator-splitting,

Reacting radiating flows, Method of Lines.
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TEPKIMEL | VE ISIL ISIMALI AKISLARIN
HESAPLANMASI ICIN TEKRARSIZ BASINCA
DAYALI ALGOR ITMA

Uygur, Ahmet Bilge
Doktora, Kimya Mihendis{ji Bolimu
Tez Yoneticisi: Prof. Dr. Nevin Selguk
Ortak Tez Yéneticisi: Prof. Dii. Hakki Tuncer

Mart 2007, 181 sayfa

Zamana bgli, tepkimeli ve isil iIsimali akislarin sayisal bengieti icin tekrarsiz
basinca dayall ve momentum, enerji ve kitle denklemlergéimimunid tahmin
etme-diizeltme asamalarina ayiran bir algoritma gelststir.  Korunurluk
denklemlerinin ¢6zilmesinde, dolayli zaman integrallesmi her ayirma asmasinda
sajlayan ve cizgiler metodu olarak da adlandirilan yaridaybir yaklasim
kullaniimistir. Basing alaninin belirlenmesi igin ¢ozélsngereken elliptik basing
denklemi ¢oklu-nokta ¢ozucustu (MUDPACK paketi) ilegsnmistir. Isil 1sinim
hesaplamalari, daha 6nce gelistirilen, gri ve gri olmayahisinim modellerinin
koda akuple edilmesi ile gerceklestiriimistir. Kimyésepkimeleri hesaba katmak

icin birinci derece (global) tepkime mekanizmasi kullamgtir.

Algoritmanin, takip eden iki durum igini) es 1sida olmayan kargasal boru akigi;

i) kargasasiz metan-hava yayilim alevi; dngoruleri, desleyumler ve sayisal
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cozumlerle kiyaslanmigs, zamanabakislari 6ngérme kabiliyeti ayni durumlar icin
gosterilmistir. Her iki durumda da musbet kiyaslamalaeeatdilmistir. Isil iIsinimin
ve 1sinima ait 6zelliklerin gri olmayan bir sekilde@lendiriimesinin etkileri ikinci
test durumu icin arastinimistir. Isil isimanin akugl@iimesinin sicaklik ve hiz
alanlarini 6nemli bir sekilde etkilegii fakat kiitle édngoérilerindeki etkisinin kisitl
kaldigi bulunmustur. Her iki 1sil iIsinim modeli ile yapilan betamalar gostermistir
ki, bu calismada kullanilan gri olmayan isil iIsinim madgti olan modelle benzer
sonuclarn Uretmektedir fakat cok daha fazla hesaplama magerektirmektedir.
Geligtirilen algoritma, cesitli akis senaryolarinimanzana bgli benzetisiminde
kullanilabilecek verimli ve ¢ok yonli bir ara¢ olup zamanlejisen kargasali ve

tepkime iceren akislarin hesaplanmasi yolundaki ilk #&hnolusturmaktadir.

Anahtar Kelimeler: Tekrarsiz algoritmalar, Basinca dayaktodlar, Operator

bolinmesi, Tepkimeli isil isimali akiglar, Cizgiler metn
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CHAPTER 1

INTRODUCTION

1.1 Preamble

The primary purpose of this research effort is to develop lgorghm for the

numerical simulation of reacting radiating flows. The irtigegtion centers around
the development of a non-iterative pressure based schenoh whkes the concept
of operator-splitting for the solution of governing transipequations. Radiative heat
transfer computations are carried out by means of incotipgrpreviously developed

gray and non-gray radiation models into the new algorithm.

Below, the reader will find some of the important studies geléérom the open
literature having relevance to the present investigatimhwahich can be considered
as the milestones in the evolution of the widely used nurakapproaches. The
recent trends in the field will also be demonstrated by thecsed studies. Finally,
this chapter will be concluded by stating the motivationibdhhe present study and

its objectives.

1.2 Numerical Approaches for the Solution of Transport
Equations

The foundations of experimental fluid dynamics were laichin$eventeenth century
which then followed by the gradual development of theoegfilciid dynamics in the
eighteenth and nineteenth centuries. Until the mid-tvegihtcentury, fluid dynamics
was studied and practiced by pure theory on one hand and pperiment on
the other. However, the advent of high speed digital computembined with

the development of accurate numerical algorithms for sglyhysical problems on

1



these computers, has revolutionized the discipline of fiyidamics by introducing a
third approach called the computational fluid dynamics (CFA3)the name implies,
CFD can generally be defined as solution of governing equatidrich describe the
dynamics of fluids via numerical methods. Yet it should beedahat CFD is not an
alternative to experimental methods but it is a complenrgrapproach. However,
the fact that it can provide detailed and comprehensivenmébion, that can generally
be obtained by experimental methods, in a cost effectivenerahas led more and
more research effort to focus on the utilization of CFD as aftwrdooth fundamental

research and real life problems.

The common numerical techniques exploited by the CFD algostfor the solution
of partial differential equations (PDE) are the classicaltdi difference method
(FDM), finite volume method (FVM) and finite element metho& ). Historically,
FDMs have dominated the CFD community owing to their simpfioi formulations
and computations. One of the earliest studies for the smudf incompressible
Navier-Stokes equations using FDM was carried out by Hadod Welch [3]. The
novelty brought by the authors was that in the course of treteady solution of
momentum equations, pressure was calculated from a Pdigs®equation which is
derived by taking the divergence of the discrete momentwmtans. The continuity
equation was indirectly satisfied through the solution efsgure equation (pressure
correction). Neumann-type boundary conditions neceskaryhe solution were
obtained by using momentum equations at boundaries. Anotbselty was the
utilization of staggered grid arrangement illustrated igufe 1.1. As can be seen
from the figure, velocity components are distributed arothpressure points in
contrast to regular grid system where all dependent varsabte stored at the same
point. Solution of pressure equation was carried out on teegure node whereas
the momentum equation corresponding to each velocity coeowas solved at
the respective velocity point. The purpose of such an opgdion was to remove
the spurious oscillations in pressure and consequentlyelocities (known as the
checkerboard-type oscillations or odd-even decoupliegiiting from the utilization

of centered schemes on regular grids. The method was sfidbeapplied to time-



dependent solution of various flow problems.
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Figure 1.1: Staggered grid arrangement.

Another pioneering study based on staggered grids anddPotgpe equation for
pressure was performed by Patankar and Spalding [4]. Theéadewas called
SIMPLE which stands for Semi-Implicit Method for Pressiuwieked Equations
and was originally proposed for incompressible flows. Th&MLE scheme
is formulated in terms of a pressure-correction variabhe difference between
predicted and corrected pressures. An iterative loop id@red between the discrete
pressure Poisson equation and the momentum equations. rgGenge is achieved

when the pressure correction is globally near zero.

Over the years, SIMPLE and its variants SIMPLER [5], SIMPUE{; SIMPLEX [7]

were used extensively by numerous researchers for the ipoedof steady
incompressible flows. The compressible version of the sehdaveloped by Van
Doormaalet al. [8] however, was not as attractive as its incompressibldgmessor

due to the presence of an outer loop to account for the endiggtson top of the
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inner loop.

Solution methods for fluid flow equations can be broadly aatiegd as density based
and pressure based methods [9]. As the name implies the ifdresds density as
the main dependent variable and pressure is calculatech\egaation of state [10]
while the roles of pressure and density are reversed in titer.laOwing to the
fact that the link between density and pressure is weak ionmeessible or weakly
compressible flows, application of density based metholisited to compressible
flows. Pressure based methods on the other hand, are tdbhsictable for all flow
regimes ranging from incompressible to compressible. Dubé fact that pressure
(itself or in the form of pressure-correction) is desigdats one of the primary
variables in the abovementioned studies, they all fall gategory of pressure-based
methods [9].

Among the pressure based methods, PISO [11,12] which stanpigessure-implicit
with splitting operator has proved to be an accurate andeftischeme for transient
solutions due to its non-iterative nature. PISO exploitsdbncept of factorization
(splitting of operators) by extending it to the couplingweén pressure and velocity
whereby operations involving different variables aretdplio a series of predictor-
corrector stages (one predictor and two correctors). Therse commences with an
implicit momentum predictor stage, solution of which doe$ necessarily satisfy
the equation of continuity. In the succeeding explicit eotor stages, a Poisson
type equation for pressure is solved on staggered grid aggoivhich ensures
that the momentum equations solved at the corrector stagis$éysthe equation of
continuity. The predictive performance of the method waghenarked with various

incompressible/compressible flow problems [12, 13].

The common feature of all the studies mentioned so far wdghles are all based
on staggered grids. However, the drawbacks of formulatidmish utilize staggered
grids, especially in curvilinear coordinates, are thaythee inherently complicated
and require additional effort in bookkeeping and boundandttion implementation.

In a study by Rhei and Chow [14], the need for staggered gridelwaed by the use



of collocated grid system. Oscillation-free pressure fiedd obtained at the expense
of defining new variables called the flux velocities at thd icgérfaces, calculation
of which necessitates interpolation and hence additioostl dt was later shown by
Abdallah [15,16] and co-workers [17,18] that regular ggda be used in the solution
of incompressible Navier-Stokes equations as well, pexbithat the compatibility
condition which relates the source of the pressure Poisgoation to the Neumann

boundary conditions is satisfied.

Regardless of the numerical method used, the objective aiedoped algorithms is
to be able to handle real life problems. Today, numericalfation of reacting flows
is one of most appealing research topics due to their presengractical systems.
Hence a significant amount of research effort has been ditothe subject in the

open literature [19-27].

In one of these research studies, Iesal. [19] extended the non-iterative PISO
scheme [11, 12] to the transient simulation of reacting flé®wysncorporating the
species equations into the predictor-corrector sequerdéhough the predictive
accuracy was not demonstrated on a realistic problem, irg@@ted that algorithm

reproduces the results obtained with a comparable iteragecheme.

In a similar study by Najmet al. [20], a semi-implicit projection scheme based
on predictor-corrector approach was developed for the lsion of unsteady
combustion in two dimensions. The scheme relies on zercaMamber formulation
of the compressible conservation equations with detaitesinistry (GRImech 1.2
for methane-air combustion involving 32 species and 17Wefgary reactions).
The study was exclusively focused on overcoming the temsiifness due to
detailed reaction mechanims and this was achieved byinglia stiff integrator for
the solution of species equations. For the methane-air igeghilame considered
in the study, it was shown that the stiff scheme employed lesahe selection of
larger time steps and thus leads to substantial improveiméme performance of the

computations.

Despite numerous studies carried out on different aspéotsicting flows, numerical
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simulation of turbulent reacting flows still remains to béestific challange due to
the difficulty of resolving the very disparate time scaleshsd controlling physical

and chemical processes [28]. The conventional routes éosithulation of turbulent
reacting flows are Reynolds averaged Navier-Stokes simuléANS), large eddy
simulation (LES) and direct numerical simulation (DNS). R&Nimulations are
carried out by solving averaged transport equations claestdturbulence models.
The main drawback of RANS is that it relies on the turbulenoswtes which are
not universal. The DNS approach consists of solving exaallythe spatial and

time-scales embedded in the representative flow equatatisput any model for

turbulence and hence it is the most accurate and straigffdrtechnique. LES can
be seen as an intermediate between DNS and RANS. In LES, testastructures
of the flow field are explicitly computed as in the case of DN&®wetas the effects of

small-scale structures are modeled.

It should be noted that accurate modeling of reacting flodkisga@ot only on the
simulation technique but also on the models needed to dheschemical reactions,
transport and thermodynamics properties, radiative teansoot formation etc.
Many different models, with different levels of accuracylaomplexity are available
in the literature. Undoubtedly, DNS of turbulent reactirayf$ with detailed models
is expected to give the most comprehensive information erilthw field. However,
the fact that this is still beyond the capabilities of cutreamputational resources
enforces the researchers to make a compromise between¢hefldetail of reaction

mechanism and incorporation of models for radiation trartspnd soot formation.

Such a compromise was clearly demonstrated in a study by Bedat24] on the
DNS of turbulent methane-air diffusion flames. Single to tiplé step chemistry
includingN Oy formation were employed in the computations. The predistivere
benchmarked against the results obtained by detailed shgniGRI 2.11). It was
found that at least a four-step mechanism was required ierdaodmake favorable

comparisons.

In another study, the effect of radiation and soot modelsransient simulation



of ethylene-air turbulent jet diffusion flames whilst usiagsingle step reaction
mechanism was investigated by Kaplah al. [28]. Discrete ordinates method
(DOM) with S4 approximation along with gray gas assumption was utilizedtie
solution of radiative transfer equation (RTE). The majoelgof the study was to
assess the importance of radiation transport on the dyisaofistrongly radiating
luminous flames. The simulations showed that radiative losaés reduce the flame
temperature which decreases the chemical heat releaseaaseng the flame to
shrink considerably and hence change the overall temperapecies concentration
and soot volume fraction distributions in the flame. It wadHer suggested that
radiative transport dominates over transfer by conductind convection in the

heavily sooting region.

Coelhoet al.[29] studied the effect spectral radiative effects andulehce/radiation
interaction in a non-luminous methane/air turbulent jétudion flame on which
experimental data is available. For radiative transpoltutations, the medium
was either treated as gray using the Planck mean absormedficient or non-gray
using (SLW) model together with the optically thin approxtioa. The comparisons
between the simulations and the experimental results shtvet the radiative heat
loss is significantly overestimated in both gray and norygases. However, the
results obtained for the non-gray case were found to be rctosthe experimental

data.

While the ultimate goal in combustion research is the DNS dbulent reacting
flows, simulation of laminar reacting flows as an intermeslgtep towards this goal
is still the objective of present studies. Recently, eial. [30] showed the effects
of radiation models on the modeling of laminar co-flowing haete-air diffusion
flame studied by Smooket al. [31]. Detailed steady-state numerical calculations
were performed using complex thermal and transport priggertGRI-Mech 3.0
without reactions and species related\i®yx formation resulting in a mechanism
consisting of 219 reactions and 36 species was utilizedHerchemical reaction
mechanism. Soot kinetics was also incorporated. Nongdigtige heat transfer by

COy, H20, CO, and soot was calculated using the discrete-ordinatesot¢B»OM)
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coupled with several statistical-narrow-band-basedetatedk (SNBCK) models.

The calculated temperature and soot volume fraction Higions were compared
with the experimental data [32]. Excellent agreement weseoved in the centerline
region, however, a relatively large discrepancy was fousal the flame edge. The
calculated radial temperature and soot volume fractiorseagral heights were in
much better agreement with the experimental data than #dkqgtions of Smooket

al. [31]. The effect of radiation absorption in methane-air #smvas found to be
relatively unimportant as compared to more heavily soofiagnes and it was also
found that neglecting radiation leads to a cooler flame wittaaimum error of about
17 K'in contrast to the error of 122 K reported by Smoekal.[31]. Computational

efficiency of the radiation models were also compared. D@Wiioized 9-band using
four-quadrature was found to be very accurate and efficrht@commended for the

calculation of radiative heat transfer in sooting flames.
1.3  Motivation

Considering the emphasis on the prediction of transienutan reacting flows, a
novel CFD code based on Method of Lines (MOL) was developed ioid East
Technical University Chemical Engineering Departmentherunsteady simulation
of 2D incompressible, separated, internal, non-isotheffloavs in regular and
complex geometries [33]. The code uses MOL, which is an efiicéemi-discrete
approach for the solution of time-dependent partial déffeial equations (PDES),
in conjunction with:i) a higher-order spatial discretization scheme which ch®ose
biased-upwind or biased-downwind schemes in a zone of digpee manneri)

a parabolic algorithm for the computation of axial pressgradient which does
not require the solution of an elliptic equation for pregsui) an elliptic grid
generator using body-fitted coordinate system for apptindgd complex geometries.
The validity and the predictive ability of the code were ¢gsby applying it to
the simulation of laminar/turbulent, isothermal/nontiermal incompressible flows
and comparing its predictions with either measured datauanamical simulations
available in the literature [34—43]. In successive stutiethe same group [1, 2], the

code was further developed by incorporation of the solutibispecies equations
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using finite rate chemistry model together with a Total V@i Diminishing
(TVD) flux limiter based discretization scheme for the conapion of convective
derivatives [1]and a radiation submodel to account foratk heat transfer [2], for
the simulation of transient reacting radiating flows. Theductive performance of
the code was tested by applying it to the simulation of a cedflaminar methane/air
diffusion flame and comparing its predictions with numdrarad experimental data
available in the literature [44—-46]. The velocity, tempgara and major species
concentrations obtained with and without radiation moderevfound to be in

reasonably good agreement with numerical results and merasats [2].

Although providing a useful basis for the simulation of &g flows, the code used
in [1, 2] is limited to incompressible flows and its extensiorthree dimensions is
not possible due to the parabolic pressure scheme [34] ededed the flow solver.
The parabolic scheme only allovescomponent of momentum equation to be solved
andr-component of velocity is calculated by direct utilizatiohcontinuity equation
by dropping the time derivative of density, an approach Wwtdan only be valid if
the flow field is treated as incompressible. Considering the sglansity changes
due to temperature and concentration variations, moreratxuepresentation of
typical flows necessitates pressure based schemes whidial@amto account the

compressibility effects.
1.4  Principle Objectives of the Present Investigation

The present study focuses on the development of a nonierptessure based
algorithm for the transient simulation of reacting radigtiflows as an initial step
towards the time-dependent computation of turbulent catidmo.. Similar to PISO
approach developed for reacting flows [19], the new algorithbased on a sequence
of predictor and corrector stages for momentum, energy padiss equations. A
pressure equation which replaces the role of equation ofireoty is solved at
momentum corrector stages by means of a multigrid solverthi® determination
of pressure field. The differences between the proposeditiigoand PISO lie in

the time-integration method and the grid topology utilizédthe present approach,



the conservation equations are cast in their semi-distwateusing finite difference
approximations on non-staggered grid topology which tesola system of ODEs.
The resulting ODEs are integrated in time using highersoroheplicit algorithms
embedded in the sophisticated ODE solvers. By this way, teegmt algorithm not
only offers implicit hence stable time-integration at adliging phases without extra
complexity in the formulation, but also the flexibility andoniularity to incorporate
any desired package with ease. Moreover, with the utibratif non-staggered grid
topology, easier book-keeping is maintained throughoeidlgorithm as opposed to
staggered one and the feasibility of its application to clexgeometries is greatly

enhanced.

In the course of the development of the algorithm, the follgastages have been

followed:

e Development of a non-iterative pressure based algorithmthi® solution of

momentum and energy equations,

e Benchmarking the predictions of the algorithm for non-isothal flows
against experimental data [47] and numerical solutions48B available in

the literature,

e Incorporation of previously developed gray [49] and noaygradiation [50]

models into the algorithm for the computation of radiatieattransfer,

e Completion of the algorithm by the incorporation of the swintof species

equations,

¢ Validation of the predictions of the complete algorithm iagaexperimental

data [45,46] and numerical solutions [1, 2] available inlitezature.
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CHAPTER 2

PHYSICAL MODELING

2.1 Preamble

The physical system to be modelled is a confined, vertica-diunensional, laminar
methane-air diffusion flame at atmospheric pressure. I ¢hiapter, governing
equations of fluid dynamics, simplifying assumptions empth transport and
thermodynamic models utilized, and initial and boundargditions required for a
complete representation of the multi-component reactystesn under consideration

will be presented.

The fundamental equations of fluid dynamics for chemicabcting flows in multi-

component systems are based on the following conservates: |

1. Conservation of mass,
2. Conservation of momentum,

3. Conservation of energy.

Application of conservation of mass to a volume elementiwithe flowing mixture
results in the continuity equation. Conservation of moments represented by
momentum equation which is the interpretation of Newtoesasnd law of motion
for fluid flow. The law of conservation of energy is identical first law of
thermodynamics and the resulting fluid dynamics equationaited the energy
equation. Application of conservation of mass to each gsewithin the flowing

mixture yields the species equation.
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In the following sections, these equations are describe@tail.
2.1.1 Equation of Continuity

Equation of continuity describes the time rate of the migtdensity at a fixed point

in space:
0
_ = _ ( . pv) .
ot
rate of increase net rate of mass (2-1)
of mass per unit addition per unit
volume volume

The term on the right-hand-side of Equation (2.1) is calteddivergence of the mass

flux vector (pv) and accounts for the net rate of mass efflux per unit volume.
2.1.2  Equation of Momentum

The equation of momentum can be written in vector-tensaatioot as

0

5Pv = ~[0-pw]  —Op —[0-1] +pPg.
rate of increase rate of momentum  pressure force  rate of momentum external force on (2_2)
of momentum gain by convection on mixture per  gain by molecular mixture per unit
per unit volume per unit volume unit volume transport per unit volume

volume

In this equation[1p is a vector called the pressure gradient, the veléfor| is the
divergence of the viscous stress tensand the vectofd - pvv] is the divergence of
the dyadic producpvv. The viscous stress tenspiis related to velocity gradients

through to the following expression based on the kinetiomthe
T=—p(0Ov+(OV)Y) + (5u—k)(O-v)é (2.3)

in which pu is the dynamic viscosityk is the bulk viscosity,d is the unit tensor
with componentsj;, Ov is the velocity gradient tensor with compone(ds dx;)vj,
(Dv)t is the transpose of the velocity gradient tensor with coreptsyd/dx;)u;,
and(O-v) is the divergence of the velocity vector. The bulk viscosgtynk is often

assumed to be zero for gases and hence Equation (2.3) becomes

T=—p(Ov+(Ov)Y) + 2u(0-v)8. (2.4)
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2.1.3  Equation of Energy

The general form of the energy equation written in vectoste notation is as follows

0 A ~
1,2 — 1,2
sPU+2v) = —[0-pvU+3v)] —(0-q)  ~[0-pv]
rate of increase of rate of energy addition per  rate of energy rate of work done on the
energy per unit unit volume by convective addition per unit  mixture per unit volume
volume transport volume by heat by pressure forces
conduction (2 5)
—(0-[r-v]) +p(v-9).
rate of work done on the rate of work done on the
mixture per unit volume by  mixture per unit volume by
viscous forces external forces

It should be noted that this equation does not contain a sot@men to describe
the thermal energy released by homogeneous chemicaloeads it is included
implicitly in function U. A more convenient form of the energy equation is the one
which is expressed in terms of temperature. In order to nlstach an equation, first

theequation of mechanical energy

0
12 — 1,,2
E(QPV ) = —[0-p3vv] —(O-pv) —p(-0-v)
rate of increase rate of addition of ~ rate of work done rate of reversible
of kinetic energy kinetic energy by by pressure of conversion of
per unit volume convection per unit surroundings on  kinetic energy into
volume the mixture internal energy
(2.6)
—(0-[t-v]))  —(=1:0v) +p(v-0)
rate of work done  rate of rate of work done
by viscous forces irreversible by external force
on the mixture conversion from  on the mixture
kinetic to internal
energy

is subtracted from Equation (2.5) which yields #mguation of thermal energy

0 - ~

i U = —(0O-pUv) —(0-q) —p@-v] —(1:0v).
rate of net rate of rate of energy  reversible rate of irreversible rate of
increase of addition of addition by internal energy  internal energy (2_7)
internal energy internal energy heat increase per unit increase per unit
per unit by convective conduction per volume by volume by viscous
volume transport per unit  unit volume compression dissipation

volume

Expressing internal energy in terms of enthalpy using tHeviang relation
U=H+pV=H-(p/p) (2.8)
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one obtains

J A n 0
EpH:—(D-pHv)—(D-q)—(r:Dv)+v-Dp+d—f. (2.9
Utilizing the following standard equilibrium thermodynars formula which relates

enthalpy to temperature

dH =CpdT +

- oV
VT (6_T> J dp (2.10)

and neglecting pressure terms for the laminar flow under ideretion,

Equation (2.9) becomes
N

A

. 9 . _ A
CogePT = —Cp(0-pvT) = (0-0) = (T:0V) + 3 H(0-ji) — ) Hiax. (2.11)
=] =]

2

The last two terms appearing in Equation (2.11) are the soteoms for the
volumetric production of internal energy due to diffusiondathe volumetric
production of heat due to chemical reactions, respectivé@lyese terms included
implicitly in function U are introduced when energy equation is written in terms of

temperature.

For multi-component mixtures, the heat flux vectpgiven below consists of four

terms.
N g N
Hy. RT ¢
q=-A0T+ ) —jk+ ) o Dkdk+0r (2.12)
k;Wk k;VWXk

The first term is the heat transport by conduction based onéisuLaw whereA is

the thermal conductivity of the mixture. The second terntdbss the heat transport
by each diffusing species. The third term also known as Dufeum represents the
heat transfer produced due to the concentration gradiéwt fial term accounts for

the radiative energy transport.

Among the terms which constitute the heat flux vector, heaiduaotion, heat
diffusion and radiative energy transport are the importards whereas the Dufour
term is usually small when compared to the former three amdbes neglected.

Hence Equation (2.12) becomes

N
Hy.
=-A0T+ —Jk+0OR. 2.13
q k;Wka ar (2.13)
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For ideal gas mixtures, this expression can be further dieglby replacing the

partial molar enthalpie$—,l_k, by the molar enthalpiesly, yielding
N
g=-A0T+ Z Hk jk+Qr- (2.14)
k=1

Substituting Equation (2.14) into Equation (2.11) and eetphg the viscous

dissipation term lead to
Cp%pT: — Cp(O-pvT)+0O-(AOT) (2.15)
N N N
— > Hadk+ ) He(@-ji) — > Hedx—0-gr.
K=1 K=1 K=1

Combining the third and fourth terms appearing on the righhdhaide of

Equation (2.15) to yield a single heat source term due tosife flux, i.e.,

N N N
— Y Hedkt+ S Fe(0-ji) == 3 jk-CpxOT (2.16)
22, 2
results in the final form of energy equation
ép%pT = — Cp(O-pvT)+0O-(AOT) (2.17)
N N

— Yik-CoxOT = Y Heo— O-gr.
k;k Dk k; K R

2.1.4  Equation of Species

The equation of species in vector-tensor notation can biganras follows

0 . .
Pk = —(O-pv¥i)  —(0-jk) +ax. k=1,.,N
rate of increase net rate of addition net rate of addition rate of production (2.18)
of mass of of mass of species of mass of species of mass of specids
speciex per k per unit volume k per unit volume per unit volume by
unit volume by convection by diffusion reaction

The mass flux vectgi in a multi-component system can be expressed by
N
=—— Y W;Dgidj — Dy — 2.19
Jk X W ;k iDkjdj kT ( )
whereDy; is the multi-component diffusion coefficier] is the thermal diffusion
coefficient of speciek. Diffusional driving forcesl; in the first term of EquatiorfX?)

take into account the three contributions associated wé&bhanical forces:

Op p Y
dj = OXj + X-—Y-—+—ZYY- i~ 9j). 2.20
j j + (X i) D p 2 i Yi(gi —9j) ( )
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The terms on the right hand side of this equation are coraionr diffusion
term, pressure diffusion term and forced diffusion ternspeetively. The pressure
diffusion term indicates that there may be a net movemenhekt’ species in
a mixture if there is a pressure gradient imposed on the mystd@his term is
usually negligible compared to other terms. The forcedudifin term is of primary
importance in ionic systems. If gravity is the only exterfwaite then all they; are the
same and this term is identically zero. The second term iraiguu (2.19) represents
the Soret effect accounting for the diffusion of mass duestoperature gradients.
This effect tends to drive light molecules towards hot ragiand heavy molecules
towards cold region of the mixture. It is neglected as it iatieely expensive in

terms of computing times. With these assumptions, Equ&Bd®) simply becomes
N

= % ;kvvj Dy (2.21)
Multi-component diffusion coefficient®y; are non-linear functions of the local
composition, temperature and pressure of the mixture andehtheir evaluation is
very costly in terms of CPU time. Hence, Equation (2.21) iatesl to the species
gradients by a Fickian formula as
. ka

Jk= —ka DX (2.22)

Here,Dym is the mixture—averaged diffusion coefficients betweertigsé and the

remaining mixture. The species mole fractiofgsare related to mass fractiof by

w

X = Ye— 2.23
m (2.23)
Using this relation Equation (2.22) can be written in terrh¥jcas
= — P, (2.24)
k
or
Jk = —PDxmIYk (2.25)

The mixture—averaged diffusion formula does not necdgssatisfy the condition

that the sum of the diffusive fluxes is zero, i.e, the conditio
N
> jk=0 (2.26)
K=1
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Therefore, a correction is necessary to ensure mass catisaervFor this purpose,
rather than solving the species equation for the excessespets mass fraction is

computed simply by

N—-1
W=1- 3 % (2.27)
k=1

The diffusive flux of excess species is computed by the fatigWiormula to ensure

the mass conservation constraint (Equation (2.26)):
N—1
iN=— > Ik (2.28)
k=1
2.2  Governing Equations in Cylindrical Coordinates

For two-dimensional, axi-symmetric, laminar reactingiaéidg flows, governing

equations in primitive variables form can be written in ngliical coordinates as

follows;
continuity;
op 10 0 B
E‘FFE(I)TV)—F 0—Z(pU) =0, (2.29)
r-momentum;
0 10 d . adp
E(pv)JrFE(rpvv)er—z(puv) = (2.30)
10 ot 1
- (Fd (rtee) + d;r_—T99>+Pgr>
z-momentum;
0 10 0 ap
E(pu)-l—FE(rpuv)-l-a—z(puu) = —55 (2.31)
10 0Tz
- (I‘E( Trz) + P )‘l‘sz,
energy;
~ (0 10 0 10 oT 0 oT
Cp (E(pT)JrFW(rpVT) +ﬁ—z(puT)> = [FE (r)\ W) +o"_z (/\ E)}
Zé <j oT i dT)
- k| Jk, kz 35
& P "or 29z
N ~
— > Hikox
K=1
— O-gg, (2.32)
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species;
0 10 7} B 10 0jkz :
5t (PYid & =5 PV + - (puY) = — ( 5 (Mke) + W) +ax (2.33)

The stress tensor components appearing in Equations @8qR.31) are expressed

for Newtonian fluids considered in the present study are;

ov
Iy =—H (20 > +3 “( v), (2.34)
r
Jdu 2
Tzz—_ll( 0~.Z)+ p(0-v), (2.35)
tog =~k (27) + éu(D-V% (2.36)
Ju ov
Tz =Tz =—HU (5I’ 02) (2.37)
where
10 Jdu
O.v= rdr( )+0_z (2.38)
Expanding the derivatives appearing on the left hand sidegoftions (2.30)-(2.33)
gives
r-momentum;
dv+ d—p+—i( V) + vd—v+vi( u) + ud—v—
Pot TVat Trar TPV TPV TV 5 PU TR, =
ap 10 0ty 1
“r (FE(rTrr)‘FE—FTGG) +P0r, (2.39)
z-momentum;
du+ a—p+—i(r V) + va—+ui( u)+ u@—
Pat THat Trar PV TPV TGP TRY S, =
ap 10 0Tz,
37 (FE (rtez) 97 ) + P9z, (2.40)
energy;
oT ap 0 oT 17} oT\
pCp— ot (Tﬁ+ 5 TPV) + PV +T o (pU>+pu(,—) =(2.41)

o (05) 2 00%)

& . JdT . 0T
= 2 Cok{ kg Tikz g,
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species;

oYk op Yo oYk 0 A
P Ykﬁ+—0—(rpv)+pvo,,— +ka (pu) +puo,,— =
10 0 :
(r 5 (er) + ;;) tae  (242)

Rearranging the terms in Equations (2.39)-(2.42) yields

r-momentum;

dv+vd_\/+u0_v +V d—p+}£(r v)+i( u) | =
P\t TVar Y5z ot ror PVt g \PYW =
10 01, 1

T (FE(rTrr)—i-E—FTBG) +P0r, (2.43)

ap 10 01,
—E—(Fﬁ(rrrz)‘f‘ 9z )+nga (2.44)
energy;
~ (0T 0T oT A op 0 0
pCp (ﬁ*"ﬁ*“%) + C T(ﬁﬁa( pv)+a—z(pU)) = (2.45)
10 oT 0 oT
o () 70 52)
%é (j o'?T+j dT)
— K\ Jkr=7 T lkz 3z
ok " or 29z
N A .
- Hyo
K=1
- - QR7
species;

0Yk 0Yk 0Yk dp 10 0
p(ﬁ”a—* az)” (ﬁ+‘a<f’> az<p“>)

10 d]kz
(Fo i)+ D) v @40

The second terms in Equations (2.43)-(2.46) are actuadtyctimtinuity equation
(Equation (2.29)) multiplied by the dependent variabldmd¢orresponding equation,
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and hence become zero. Therefore, Equations (2.43)-(Ra4the written as;

r-momentum;
ov dv dv\ dp 10 01, 1
p(g»[ + E—'_uﬁ_z) __W_ (FE(rTrr)"‘ 97 _FTGG)‘f‘pgl’a (247)

Z-momentum,;

0u du o"'u _adp 10 0Tz7

energy;
~ (0T oT oT 10 oT 0 oT
pCp(E*"W“E) = {m(%—) d_z(Ad )1 (2.49)

< s (. 0T . o7
- Zcp,k<lk,r_+lk,z_)

& oar 0z
- > Hicc
K=1
- D'qRa
species;
M« M IV 10 Oikz\ |,
(E +VW+UE) (rc?r ( Jkr)+ 97 + . (250)

Substituting the stress tensor expressions into Eqs.-248) and reaaranging

r-momentum;
ov oJv ov 10p
vty = _=ZF 2.51
dt+vdr+udz p or (2.51)

Lo (A9, 4o av o
39r2 3ror 3r2 92

L 1(4v 200 2vyou 1 @+ﬁ_v ou
p\3dr 39z 3r)adr p O

\/
wl<
VR
Y3
N c
~

Z-momentum;

Ju Jdu Jdu 10p
E+ua—z+vﬁ = ~ 5oz (2.52)
392 ror g2 3\drdz roz
o L4 zov 2vyou 1(0u o0you
p\30dz 30r 3r)dz p\or 0z) or
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Similar treatment of the derivatives in energy and speaeatons (Equations (2.49)

and (2.50)) and division bpép andp, respectively lead to the final form of these

equations;
energy;
d—T+vd—T+ua—T _ A ﬂJr}a—TJrﬂ (2.53)
ot or 0z pCy\ar?> ror 97 '
L L (aTVOA 1 (9T\oA
pCo\or ) ar ' pC,\ 9z oz
B 1 & . 0T+ oT
Pép kZl pk | Jkr ar Jk,z 97
1 N
- —= Hio
PCp
1
_ - D.qR,
pPCp
species;
oYk O 0¥« 1 [(Ojkr  Jkr  Ojkz) Gk

Spatial components of the mass—flux vector appearing inggnand species

equations are determined by using

. Y,
iz = —PDims ", (2.55)
_—_— 0Yx
Ikr = _pkaW' (2.56)

2.3  Equation Summary

The governing equations to be solved for the simulation af-timensional, axi-
symmetric, laminar diffusion flame are summarized below.older to surmount
the stability problem associated with the discretizatidnconvective terms, the
convective derivatives on the left-hand-side and the @irder derivatives on the
right-hand-side are rearranged to yield

continuity;

Jop 0 pv 0 B
It + a—z(pU) + T + ar (pv) =0 (2.57)
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r-momentum;

ov

ot

where

Z-momentum;

0u_
ot

where
energy;
T _
ot
where

1(_20u_2v\ou
p 30z 3r ) or

c?v 0v 1ap

o"'r dz p or

20u

1lou

U= U—EE
gy v_4ou
7 3r 3por
(2U_u_10p
dz 0r p 0z
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3072 %) 3

L(_20v_2v\ou
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VeV T oar
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o \ar? 972 ) pCpy k;

1 0)\ 1
PCp

L (49N _4v 0%\ v
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p \or

d%v

N

Hya
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(2.58)

(2.59)

(2.60)

(2.61)

(2.62)

(2.63)

(2.64)
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goy. LA AL LS e (2.66)

species;
ok oYy 0V
ot Yer Var (2:67)
1 /9 . i .
p\ or r 0z [

Mass fraction ofN, and its diffusive fluxes are computed by

N—-1
W=1-3% Y% (2.68)
k=1
and
N—-1
IN=) Ik (2.69)
2,

2.4 Initial and Boundary Conditions

Specification of initial and boundary conditions conségiain essential part of the
solution of governing equations. For steady computatitresjnitial conditions are
relatively unimportant. Usually, they may consist of laggaplitude perturbations
superposed on a realistic mean flow or of a fully developed filova similar
configuation as the problem under consideration. Typictdl/solution is allowed to
develop in time until a steady state is reached. For unsteahputations however,
more care should be addressed while assigning the initraditons and physically

correct conditions should be provided.

In two-dimensional simulations, boundary conditions ¢sinsf wall (solid surface),

symmetry, inflow and outflow conditions.

For most applications no slip velocity boundary conditians used at solid surfaces
for velocities. This condition is based on the assumptiat there is no motion
between the solid surface and the fluid. Implementation & Drichlet-type
boundary condition is simply by setting the velocity comeots equal to zero.

Similarly, Drichlet type boundary condition is employed femperature by imposing
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the wall temperature on the fluid if the wall is isothermal. likie the velocities
and temperature, Neumann-type boundary conditions aresetpon all species by
setting species gradients normal to the wall equal to zeiowib based on the fact

that no species can diffuse through the walls (impermegluitindition).

For applications where the solution domain is treated asrsstmcal, there is no net
flow across the symmetry axis. Therefore, the velocity camepb normal to this
boundary is equal to zero. Moreover, as a consequence of sjijmgradients of all

dependent variables normal to the boundary vanish and aie sero.

The values of the dependent variables at the inflow are kreweniori and their

implementation is straightforward for laminar flows. Foe gpecification of outflow
conditions, fully-developed boundary condition in whichsfiorder streamwise
derivatives are set to zero may be employed. In cases whelertyth of the physical
system is not sufficient, so-called soft boundary condifgsh 38, 43] where second-

order streamwise derivatives are set to zero may be utilized

In order to present the reader a complete picture, the liamid boundary conditions
considered in the present study are summarized in TableThdir implementation

on the governing equations are described next.

Table 2.1: Initial & Boundary Conditions

IC @t=0, VzAVr: u=0, v=0, T=Tet, Ye=Yko
BC1 @ thecenter, VzAvt: 94=0, v=0, 9T=0, Zk=0
BC2 @thewall, VzAVt: u=0, v=0, T=Tya, 2%£=0
BC3 @theinlet, VrAVt: u=up, v=0, T="Tp, Y = Ykin

BC4 @theoutlet, Yravt: =0, #=0, 9L =0, j,=0

Case 1:Centerline Boundary Condition
Boundary conditions to be applied along the symmetry axishosvn in Table 2.1.

Derivatives of the transport and thermodynamic propertigth respect to the
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symmetry axis are also considered to be zero. The goverrgogtens contain

singularity at the centerline which can be circumvented pglyng L'Hopital's

rule [51], i.e, 24 10 74
Moz Trar 2o (2.70)
[RAINE AR L) (2.71)
lim daj';‘ + % — 2%. (2.72)

The set of equations to be solved along the centerline asili oésipplication of the

boundary conditions are;

Z-momentum,;

Jdu ,du 1dp
+ v ﬂ-d_zlj+20_2lj _|_2_V 0_2\/
3972  or 3 \droz
L L(_4ovyou
p\ 30dr) oz g
energy;
oT 0T A [(.0°T 0°T 1 N 1
— 4+ 0——=—1(2 + — —= H ——0- 2.74
ot oz pCp< ar? dzz> pCka]_ K pCp ® @7
species;
oY O Y« 1 [ Ojkr  Ojkr) ,
Ve VW——p(Z o ez )T p (2.79)

Case 2:Exit Boundary Condition

Fully developed conditions are imposed at the outflow in Whike first-order
streamwise derivatives are set to zero. Instead of dropgleyant terms from the
governing equations, application of this condition is Eatrout by assigning the
value of the dependent variable at the outflow to its valudatrneighboring grid

point, i.e.,

@Inz = @Nz-1 (2.76)
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Case 3: Wall Boundary Condition

At the wall, Drichlet-type boundary conditions are employ®r velocities and
temperature whereas Neumann-type boundary conditionsitdized for species
as shown in Table 2.1. Implementation of the Drichlet-typerrixary conditions
is performed by excluding the governing equations from thleteon at the wall.
Neumann-type boundary condition for species is applied difing species wall

concentration equal to concentration at the neighborirmpint, i.e.,

YkINR = YiINR-1 (2.77)

2.5 Radiative Transfer Equation

The radiative energy transport is governed by radiativestier equation which can
be written as

g—IS:(Q-D)I(r,Q):—Kl(f,QH-K'b(r) (2.78)

wherel (r,Q) is the radiation intensity at a positionin the directionQ, K is the

absorption coefficient of the medium ahglis the blackbody radiation intensity at
the temperature of the medium. The expression on the leitHsale is the gradient
of the intensity in the specified directidd. The two terms on the right-hand-side

represent the changes in the intensity due to absorptioemission, respectively.

In axisymmetric cylindrical coordinates, Equation (2.7aRes the following form

dil_ po 10 d
d—s_?E(rl)—F%(nIHEd—Z——KHKIb (2.79)

whereu (= sin@cosy), n(= sinBsing) andé (= cosB) are the direction cosines in

r, 8 and z directions, respectively (see Figure 2.1).

If the surfaces bounding the medium are diffuse and gray peeified temperature,

Equation (2.78) is subject to following boundary condition
[(rw,Q) = éwlp+ M/ |nw . Q’\ | (rw,Q")dQ’ (2.80)
T Nw-Q’'<0

wherel (ry,Q) andI(ry, Q") are the radiative intensities leaving and incident on

the surface at a boundary locatia, is the surface emissivityy is the blackbody
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Figure 2.1: Cylindrical space-angle coordinate systemneetldlimensions.

radiation intensity at the surface temperaturés the unit normal vector anal, - Q’

is the cosine of the angle between incoming directidnand the surface normal.
The first and second terms on the right-hand-side of EQué&#d@0) stand for the
contribution to the leaving intensity due to emission frdma surface and reflection

of incoming radiation, respectively.
2.6 Methane-Air Chemical Reaction Mechanism

Methane-air reaction mechanisms with varying complexityplving a few steps
to as many as several hundreds, are available in the literaBy making use of
an appropriate reaction mechanism, the mass productiendaafor the ki species

appearing in energy and species equations can be evaluated.

For a totalM number of reversible elementary reactions witbhemical species, the

general form of a single arbitrary chemical reaction may b&en as
N N .
Y Vi= Y Vi i=12..,M, (2.81)
K=1 K=1

wherevjﬁi and vjﬁ’( are the stoichiometric coefficients on the reactants andyats
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side of the equation, respectively, for thth species in thgth reaction andX
represents the chemical symbol for tkte species. The net production ratg for
thekth species is the summation of the rate of progress for adtiaas involving the

kth species:
- < b R
=1

The rate of progress;, for jth reaction is given by the difference of the forward
rates minus the reverse rates:

N R N VR

Rj =Ky [ X ™ —koj [TXd ™ (2.83)

k=1 k=1
where[X| denotes the molar concentration of #th species in the mixture arid;
andky; are the rate constants for the forward and reverse rateamssdf thejth
reaction, respectively. The forward rate constants areessed by the following

semi-empirical relation based on Arrhenius law:

. —Ea
Kfj = AjTBJexp< R_?_’]) . (2.84)

whereAj, Bj andE, j are the pre-exponential factor, the temperature expomaht a
the activation energy, respectively. These three paramate usually determined

from the experiments.

The reverse rate constants are usually expressed in tethesfokward rate constants
and the equilibrium constantse j, as

_ ki
Kej

koj (2.85)

Equilibrium constants are determined by thermodynamic smesments and

calculations.

Detailed simulation of reacting flows relies on completectiem mechanisms.
However, such complete mechanisms are too complex to beinskdailed multi-
dimensional computational studies. Considerable amourtoofputational time

is required to calculate the chemical species concentiatiovolved in detailed
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chemistry. Furthermore, incorporation of multi-step cistng necessitates the
solution of a large set of extremely stiff equations due ® fidct that each of the
component reactions occurs at vastly different time scalégrefore it is desirable
to reduce the total number species and chemical reactips steorder to keep the

computations manageable.

Global (one-step) mechanisms are sometimes used to spkeifgverall kinetics.
The mechanisms represent the stoichiometric relationsngntioe major species
including fuel, oxidizer and the most stable combustiordpits. Basic information
related to flow and chemistry, such as peak temperature ajat species profiles

can be obtained with relative accuracy with these mechanism

Considering the fact that, the present investigations dates$ the initial steps
towards the simulation of turbulent reacting flows and itgotive is to demonstrated
the capability of the developed algorithm to handle flowshwihemical reaction
and radiation, a global (one-step) reaction mechanism lallemployed in the

computations.
2.6.1  One-Step Reaction Mechanism

The one-step reaction mechanism for methane-air comipuistithe presence of an

inert gas N») considered in this study can be shown as
CHz 4202+ Ny — 2H, O+ COy + No. (2.86)

In a study by Tarhan [1], the predictive performances of eéhdifferent one-
step models given by Khaliet al. [52], Wesbrook and Dryer [53], Hsu and
Mahalingam [54] were tested on the methane-air diffusioobf@m [45] under
consideration. Based on the numerical experimentationag @oncluded that the
predictions obtained with the model proposed by Khetlil. [52] showed the best
agreement with the experimental measurements. Accordirthis model, rate of

fuel consumption can be represented by the following exwas
—cH, = PPYen,Yo,Aexp(—Ea/RT) (2.87)
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whereA = 103 cm®/g-s andE; /R = 1.84 x 10°K.

Following Khalil et al. [52] and Tarhan [1], the rate of fuel consumption will be

evaluated using Equation (2.87) in the present investgati
2.7 Transport and Thermodynamic Properties

One of the major tasks in the simulation of reacting flows is évaluation of
transport and thermodynamic coefficients of the speciest@dnixture which are
non-linear functions of local composition, temperaturd aressure of the mixture.
This evaluation is highly computationally intensive andenves expensive part of
the computations. In the present study, CHEMKIN (Chemicaleiios) [55] and
TRANSPORT [56] packages which are ready-to-use FORTRAN cadesitilized
for the evaluation of transport and thermodynamic coefiisie The CHEMKIN
Gas-Phase Subroutine library provides equation of staiablas, thermodynamic
properties and the chemical production rates while the TRRORT packages
evaluates the transport properties, such as the viseditie thermal conductivities,
and the diffusion coefficients. The details of the modelslusehese packages are

described below.

The general equation of state of an ideal, multi-speciessgased in CHEMKIN for
the calculation of mass density defined by
pW

P= g (2.88)
Mean molecular weightV can be calculated by
W= N; (2.89)
> ket Yio/ Wk

CHEMKIN presumes that standard-state thermodynamic ptiegeare thermally
perfect, in that they are only functions of temperature, arel given in terms of
polynomial fits to the molar heat capacities at constantspmes

C&k

R okt an Tk + a T2 + as TS + aaTie (2.90)

where superscrip refers to standard-state one atmosphere. For ideal ghsdwdt

capacities are independent of pressure, and the standdedvalues are the actual
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ones. Another thermodynamic property, molar enthalpy daduated by
Tk
HO:/ €O, dT + HO(298). 2.91
K= oaPK K (298) (2.91)

In the present study, mass units are utilized and hence fineperties are converted

to mass units as

ok = W (2.92)
and
~ H
Hy = V\_AE (2.93)
The mixture-averaged specific heats are evaluated by
. 1 N
Co=7 ) CprX (2.94)
\M< k;

CHEMKIN package uses NASA thermodynamic data base [57] tlaitains
polynomial fits to thermodynamic properties of many speiieslived in combustion

and other applications.

TRANSPORT package provides pure species transport prepeas well as multi-
component gas mixture properties. In the TRANSPORT packagauation of
single component viscositigg and binary diffusion coefficient®x are based on
standard kinetic theory expressions which can be found6ng8]. TRANSPORT
package evaluates gas mixture properties from these pwaespproperties by
certain mixture averaging rules [56, 58]. The mixture agerh viscosity is

determined by

N
U= kai (2.95)
&1 Y =1 X Pj
where,
2
1 \/\4()1/2 <Ilk>1/2 <V\4()1/4
Ppi=— 1+ — 1+ — — : 2.96
NVE ( W Hj W (2:96)
The mixture diffusion coefficient for speci&ss computed as
1—Yy
Dkm= ——— (2.97)
" S AXi/Dik
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The mixture-averaged thermal conductivity is evaluated using an averaging

formula that combines the values of individual pure spedigfs6]:

1 N Xk (*1)
A= zxkAk+<z Ak) . (2.98)

k_
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CHAPTER 3

METHODOLOGY

3.1 Preamble

As mentioned earlier, the priciple objective of this studydevelopment of an
operator-splitting based algorithm, similar to PISO, toe tomputation of transient
reacting radiating flows. Different from its predecessog, present method operates
on non-staggered grid topology and employs implicit timegmnation at all splitting
stages using a semi-discrete approach also known as nanktathod of Lines
(MOL) [59]. The radiative heat transfer computations wi barried out by means
of incorporation of previously developed radiation codasgray [49] and non-gray
media [50, 60].

In the proceeding sections, first, an overview of the splittprocedure followed
by the description of the semi-discrete approach (MOL) Wwél presented. The
application of procedure to reacting radiating flows usiagisdiscrete formulation

of the governing equations will be explained next.
3.2  Overview of the Splitting Procedure

The developed algorithm is based on splitting the solutiozposervation equations
into a series of predictor-corrector stages (see FigurB)(3.Each stage can be
regarded as a block: within a block, conservation equatadn®ass, momentum
and energy are solved depending on the type of flow field. Ftaice, if the flow

under consideration is incompressible, blocks consishefsblution of momentum

equations only or if it is reacting, all conservation eqoasi are solved within a block.
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START

(n time level)

Predictor stage
Two
¢ Stage
Scheme

Corrector stage 1
¢ L Three
Corrector stage 2 o Stage
i Scheme

STOP

(n+1 time level)

Figure 3.1: Overview of the splitting procedure.

Number of corrector stages succeeding the predictor stagendls on the desired

level of accuracy (one at least).

This modular nature of the scheme made its gradual develappessible in the
course of the present investigation such that the algoritta® first developed for
isothermal incompressible flows and then it was extendedreisothermal flows by
the incorporation of the solution of the energy equatiomahy, the algorithm was
extended to reacting radiating flows by the incorporatiothefsolution species and

radiative transfer equations.
3.3 Semi-Discrete Approach

In this study, the governing equations are solved using tiraenical Method of
Lines which a is semi-discrete technique for the solutiotirne-dependent partial

differential equations (PDEs). The MOL treats a general @Die form

op
i f(r,z) (3.1)

in two stages. First, the dependent variables are keptrogmis in time and the

PDE is discretized in space on a dimension by dimension hesng any readily
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available spatial discretization packages such as firiterence, finite-element or
finite-volume based schemes. This leads to a set of ordinHieyehtial equations

(ODESs) which can be represented by the following equation

%((R,j)zfu i=12...NR ; j=12,...,NZ (3.2)

where the ordinary derivative which replaces the partialvdéve in Equation (3.1)
represents the time variation of the value of the dependadble ¢ at a discrete
point (i, j), fij is the right-hand-side function computed at the same disgeint,
NR and NZ are the number of grid points in and z directions as a result of
discretization of the solution domain, respectively. Néx¢ ODESs are integrated in
time using a sophisticated ODE solver which takes the buodl@me-discretization

and maintains the accuracy and stability of the evolvingtsarh.

By this way, MOL not only offers the simplicity of the expliaihethods but also
the superiority (stability advantage) of the implicit on@sless a poor numerical
scheme for the solution of ODEs. The advantages of the MOloagh are two-

folds. First, it is possible to use higher-order approxiorad for the discretization of
spatial derivatives without significant increase in comagional complexity. Second,
the utilization of highly efficient and reliable ODE solvargeans that comparable
order of accuracy can also be achieved in the time integratithout using extremely

small time steps.

In consideration of the MOL solution, the governing equasiavill be presented
in their semi-discrete forms for sections to come. Integrabf the semi-discrete

equations using an implicit ODE solver will be explained irater 4.
3.4  Splitting Procedure for Reacting Radiating Flows

A three stage scheme in which there are one predictor and oneator stages
for the solution of momentum, energy and species equatialisbes presented
(see Figure (3.2)). In order to account for the rapid vasiaiin temperature
and concentration over a time-step due to combustion, thaesee of solution

commences with the energy equation and is then followed &giep and momentum
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START

(n time level)

~
Energy predictor
Species predictor
Momentum predictor
¢ Two
>
Momentum corrector 1 Stage
Scheme
Energy corrector 1
Species corrector 1
Momentum corrector 2 : Three
Energy corrector 2 i Stage
Species corrector 2 : Scheme
STOP

(n+1 time level)

Figure 3.2: Overview of the splitting procedure for reagtradiating flows.

equations as suggested by [19]. In the course of splittergperature, pressure and
concentration dependent physical properties are updateak start of every stage
using CHEMKIN-III [55] and TRANSPORT [56] packages; radi&isource term to
be used in the energy equation is computed before attembngplution of energy

equation in each stage by the help of radiation module.

Following the semi-discrete approach, the conservatiaratons at each splitting

phase can be shown as

?j—(f ~ Residual (3.3)

where in this case is one of the dependent variablesu, T or Yx andResidual
is finite difference representation of the terms on the rigdrid side of the parent
equations (Equations (2.58), (2.61), (2.64) and (2.67¢cokding to this notion, the

residual expressions for momentum, energy and speciet@ugiare;
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r-momentum;

Residual, =FD{ - \‘/% — Ug—\zl — %%) (3.4)
490>y 4v 9%\ v /[ d4

i V(§P_§ﬁ+a_zz>+§<dr_c7z>

+ l _2@_2\_/ d_u_FE @ d_“+ }
p\ 3dz 3r)dr pl\dr) oz G

,du ,du 1@

Z-momentum;

Residuah, = FD{ — ua_z_vﬁ_ﬁo"z (3.5)
3972  or? 3\drdz roz
1 20v 2v\du 1 /ov\du
* 5(‘55‘5?)5%(5)%*92}7
energy;
. 0T 0T
Residual =FD{ - UE—VW (3.6)
A (0T 9°T 1 N .. 1
+ —= + - Y Hia— —=0-9r},
pCp(dr2 o”'zz> pCka1 KOk pCp AR}
species;
. - oYy 0¥
Residual =FD{ — UE—VW (3.7)
1 djk,r jk,r djk,r (4( o
E( ar + p + 97 +p} k=1,...,N.

where the subscriptsy, m;, e and s¢ denote that the residual expression belongs
to the r-momentum, z-momentum, energy and species eqseati@spectively
and FD{} is a symbolic operator which simply represents the finitéded#hce
expressions in a compact form (details of which will be degh later). The splitting
procedure is demonstrated below by letting the supergtdphote present time level

and *, **, *** denote the intermediate values between thandn-+ 1 levels.

(a) Predictor Stage:
The equations to be solved for this stage are:

(i) Energy predictor:
%—I ~ Residug] (3.8)
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(ii) Species predictor:
d¥ ~ Residua] k=1,...,N (3.9)
dt ) b

(iif) Momentum predictor:

dv :

i Residug}, (3.10)
and

%J ~ Residug}, (3.11)

The solution of Egs. (3.8-3.11) yields the first intermeglifields, T*, Y., v* and
u*. It should be noted that velocity field obtained as a resuthefpredictor stage
does not necessarily satisfy equation of continuity sihb@s been obtained using a

guessed (initial) pressure field.

(b) First Corrector Stage:
(i) Momentum corrector: A new velocity field v**, u** together with the
corresponding pressure fiefid are now sought which will satisfy the semi-discrete

form of the equation of continuity for this stage

P =p" [0 i PV
AT (ar(pW)+ r

a ko pokok
+0—Z(p u )). (3.12)

For this purpose, a pressure equation is derived by takiegdikergence of

momentum equations (See Appendix for details) as follows;

%p 1dp d%p\” d (0 v, 0
(Getrortap) ~trs =5 (50w B 50w ) +Rrse19)
where
s = i+ v+ 22 vy (344)
= o2\ arz \P ror P '
2 0 n, 02 n, s
+ Fd_z(p u \fk)+20r—az(P uv’)
. azrzz (92'[” 021}2 20-[” ZdTrz ldT@g i
RHS__( 02 a2 “araz v ar "raz t or ) (3.15)
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Using first order differences for the evaluation of time dative in the right-hand-

side of Equation (3.13) and rearranging, one obtains

0%p 1dp 9%p\" 1/(0 .. pv* a9 . .
(W+Fﬁ+ﬁ> = — E(y(p\fk)—i— ; +0_Z<pu ))(3-16)
1/0 , pvt 9
O GG AR
— LHS"+RHS.

As can be noticed, Equation (3.16) is implicit due to the eneg of time-
advanced terms on the right-hand-side. To alleviate tlgsaton of continuity
(Equation (3.12)) is substituted into Equation (3.16) diied)

0%p  1dp , 9%p\" 1 (p*—p"
Getiass) = al®a) G40

10 nwy PV 0 n.
= (e B et
— LHS +RHS

in which the only time-advanced term leftgg. This term can be eliminated in favor

of p* by the help of equation of the form

. PW
p* = R (3.18)
which yields the final form of the pressure equation for thége
2 20\ * SYYA n
#p 10p %p\" 1pW _ o 3.19)
ard ror  9A At2 RT* At?
L0 nwy PV 0 q.
+ g ()4 B o)
— LHS"+RHS.

It should be noted that, by following the procedure desctilbbdove, not only
an explicit equation for the determination of pressure fislabtained (the only
unknown in Equation (3.19) ip*) but also the satisfaction of mass conservation
constraint is automatically guaranteed by the enforcerokatuation of continuity

in the derivation of Equation (3.19). Once the correctedsuee field p*) is obtained
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by the solution of Eq. (3.19)* is computed by invoking Eq. (3.18). Having obtained

*andp*, momentum equations for this stage
p P

dv .
It ~ ReS|dua1}

and

du )
@ ~ Resid ua;l1Z

are solved to yield the first corrected velocity fields, andu**.

(3.20)

(3.21)

(i) Energy corrector: Energy equation to be solved for this stage is

?j—-[ ~ Residug]

(3.22)

solution of which results in the second intermediate temfoee fieldT **.

(iif) Species corrector: Species equation to be solved for this stage is

dY .
EzRe&dua;K k=1,....N

(3.23)

soltuion of which finalizes the the first corrector stage dilelj the second

intermediate species fiel™.

(c) Second Corrector Stage:

The second corrector stage is the same as first correct@ exagpt for the fact that

all Residualexpressions are computed at ** level. For the sake of compéss,

these equations are given below.

(i) Momentum corrector: Similar to the one derived for the first corrector stage, the

pressure equation for the second corrector stage is

At2 RT*  At2

o2 ror 92
1 d I
— LHS" +RHS™.
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Density and pressure are related to each other through theieq of state of the

form

o PWT
— 3.25
P =R (3.25)

Having obtainedp™ and p** by the solution of Equation (3.24)-(3.25), the

momentum equations to be solved for the determination aicitgl field are

dv

Fri Residugly (3.26)
and

du : .

rria Residugl; . (3.27)

(i) Energy corrector: The energy equation to be solved for the second corrector
stage is

dT .

r T Residugl™. (3.28)

(iif) Species corrector: The species equation to be solved for the second corrector
stage is

% ~ Residual’ k=1,...,N. (3.29)
At the end of second corrector stage, third intermediatediér*, Y, v*** and
u*** are obtained. This concludes the algorithm for one timeas$djpe the governing
equations are now integrated framto n+ 1 time level. More corrector stages can
be employed but the experience shows that even the utilizati second corrector
stage does not bring significant improvement in the accuadéynding which was

also confirmed by other researchers [12,19].
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CHAPTER 4

NUMERICAL SOLUTION TECHNIQUE

4.1 Preamble

In what preceeded, a non-iterative pressure based algofghthe computation of
reacting radiating flows was described. The algorithm isstasn a sequence of
predictor-corrector stages and uses a powerful semiatessapproach, the MOL, for

the numerical solution of conservation equations.

In this chapter, the components of the solution strategyh ag grid structure,
discretization of the spatial derivatives, time integrafinumerical solution of the
pressure equation and computation of radiative source teithrbe explained in

detalil.
4.2  Grid Structure

One of the advantages gained by compressible formulatsahsit the complications
associated incompressible formulations resulting froitization of regular grids

(odd-even decoupling or checker-board oscillations)aireld earlier do not occur in
which the inclusion of density variation in the continuityuation (Equation (2.29))

would not allow the formation of any checkerboard patterthanpressure field [61].

Therefore, based on the confidence gained by the compresiibhulation
employed in the present investigation, solution of govegr@quations are carried out
on 2D regular finite-difference grids with uniform spacinghe number of grids to
be used for the CFD code in each direction is set accordingetéotiowing formula
which is dictated by the multi-grid package (MUDPACK) empayfor the solution
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of pressure equation
N=Ax (2BY)+1 (4.1)

whereA is a prime pre-exponential factor (preferably small primegers such as
2,3 or 5 for efficient multi-grid cycling) an® is any integer exponent chosen by
the user depending on the dimensions of the physical sysiérma.radiation grids
are established by coarsening the CFD grids in such a way #udt grid point
on the radiation mesh corresponds exactly to a grid poinhenGFD mesh. The

representative grids for CFD and radiation codes are iltestkin Figure 4.1.

(a) (b)
7z=L z=L
CFD indices
i=33, j=65
r=1.27 cm
z=15.00 cm
Radiation indices '/
i=s, j=8
z=0 z=0
r=0 r=R r=0 r=R

Figure 4.1: Representative grid structures for (a) CFD codeR@diation code. i
and j correspond to grid indices for r and z directions, respely.
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4.3 Computation of Spatial Derivatives

As mentioned previously, the first stage of the MOL solutioongists of

discretization of the spatial derivatives which convehnts system of PDEs into an
ODE initial value problem. MOL is flexible in the choice of dretization scheme to
use. Any available algorithm and library routine for onesdnsional discretization
can be applied to spatial derivatives in each direction omeedsion-by-dimension
basis provided that the resulting system of ODEs is stalderdig to the linear
stability theory [59]. The stability of the ODEs in convextidominated problems
can only be maintained if the discretization scheme is ab@si with the direction

of propogation of information.

In view of this, Oymak and Selg¢uk [35] used a Lagrange intitpan polynomial

based finite-difference scheme which can be written in catrjoam as follows

ou 2
ax i;bi (X)ui (4.2)
where
2 T
bi(X) =~ (4.3)
#

The fourth-order accurate (5-point) scheme used in [35bsaobtained by setting
equal to 5 in Equations (4.2) and (4.3) as
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[(X—X2) (X—X3) (X = Xa) + (X— X2) (X — X3) (X — X5
du +(X—X%2) (X—Xa) (X—X5) +(X—X3) (X —X4) (X— X5)]
ox|y (X1 —X2) (X1 — X3) (X1 — X4) (X1 — Xs)

[(X—X1) (X—X3) (X— Xa) + (X —X1) (X — X3) (X — X5)
+(X—X1) (X —X4) (X = X5) +(X—X3) (X — X4) (X — X5)]
(X2 —X1) (X2 — X3) (X2 — Xa) (X2 — X5)

[(X=X1) (X—%2) (X—Xg) + (X —X1) (X — X2) (X — Xs5)
+(X—X1) (X—Xa) (X—X5) +(X—X2) (X — Xg) (X — Xs5)]
(X3 —X1) (X3 — X2) (X3 — X4) (X3 — X5)

[(X—X1) (X—%2) (X—X3) + (X —X1) (X — X2) (X — Xs5)
+(X=X1) (X=X3) (X—X5) +(X—X2) (X —X3) (X — X5)]
(Xa —X1) (Xa — X2) (X4 — X3) (X4 — Xs)

Ug

[(X—X0) (X— X2) (X — Xa) + (X — %) (X — %) (X — Xa)
L, o) X x) xR X))
(X5 — X1) (X5 — X2) (X5 — X3) (X5 — Xa) >

Substitution ofx = X3, X = Xp, X = X3, X = Xg4 and x = xg into Equation (4.4)
yields the fourth-order pure-downwind, biased-downwicehtered, biased-upwind
and pure-upwind difference schemes based on Lagrangeataéion polynomials,
respectively. Considering the fact that one-sided apprations (pure-downwind
or pure-upwind) lead to undesired oscillations when usedHe discretization of
convective terms, biased-downwind or biased-upwind sitemere chosen for the
first-order (convective) derivatives depending on thedliom of the flow. Second-
order derivatives were discretized using centered stdicineans of stage-wise
differentiation of the first-order derivatives obtainearfr fourth-order centered
scheme. This approach was successfully applied to the MQltiso of diverse
range of fluid flow problems [38,42,43,62].

In an attempt to apply the same principles to the simulatiochemically reacting

flows, Tarhan [63] observed that spurious over- and undeotshoccur in the
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vicinity of the steep velocity and temperature gradients Témedy proposed was
the utilization of a Lagrange interpolation polynomial édsdifference scheme
along with a total variation diminishing (TVD) flux limiteiof the discretization of

convective derivatives.

Here the reader should be reminded that, a numerical scisesa@lito be TVD if the

total variation does not increase in time. That is;
TV < TV (4.5)

where TV(u") is the total variation of the numerical solution at the tinegel t"

defined as
TV(QU") = Z |Uir1 — Ui (4.6)
|
anduy; stand for the approximate solutions at mesh nogles

For the satisfaction of the TVD condition, Van Leer flux lien{64, 65] of the form

ri+ |ri]
W, — 4.7

is inttroduced to second-order Lagrange interpolationetdadifference scheme
(which can be obtained by settimgequal to 3 in Equations (4.2) and (4.3)) yielding

the following upwind and downwind expressions, respettive

Ju U — Ui_1
ox|. 4.8
Ox; X —Xi—1 (4.8)
1 Xi =%
t X —%_2 [wi(ui —Ui-1) — qJHFX:Z(UH - UiZ)]
Ju Ui — Uit1
Xl X —Xii1 4.9
ox|; X —Xi+1 (4.9)
! X —Xi+1
Wi(u —Ujr1) — Wi U1 — Ui .
+ X —Xii2 l i(Ui —Uig1) I+1Xi+1—Xi+2( i+1 |+2)}

In Equations (4.8) and (4.9), the limitek are function of ratios of consecutive

variations given by

(Uis1—U)/(Xip1 —%)
TRy (4.10)
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for upwind scheme and

= (U1 —U)/(Xi-1—X%) (4.11)

(Ui — Uiy1)/(Xi — Xiy1)

for downwind scheme, respectively. The details and thevatoin of the scheme be

found elsewhere [1].

The discretization strategy used in the present investiga based on the schemes
developed and used by Oymak and Selguk [35] and Tarhan [63). what
follows, types of spatial derivatives encountered in theegoing equations and the

corresponding schemes utilized will be addressed.
4.3.1 Discretization of the Convective Terms

The discretization of convective terms requires particatiention in flows with
recirculation zones where utilization of schemes whichsduoa follow the direction
of propogation leads to unstable solutions. In this stualyg, hottleneck is alleviated
by constructing an adaptive spatial discretization schi8Bgwhich operates in a
zone-dependent manner for the approximation of convedtvigatives.The adaptive
scheme works as follows. The code checks the signs of théigeefs (i, v, U, v, G,
dv du du T IT Y Y

V, u, v) of the convective derivativesy, 5r. 55 ar» 3z° ar' 32 ar

whether an upwind (Equation (4.8)) or downwind (Equatio®)$#scheme is to be

) and decides

used. If the coefficient is positive, discretization of cective derivatives are carried
out by an upwind scheme as the information is gathered frenupistream direction.
If the coefficient is negative, a downwind scheme is usedastbrmation regarding
to the direction of propogation is recieved from downstrdaoations with respect
to the point under consideration. Implementation of thecpdure into the computer

code is performed by casting the convective derivativesfioitowing form

99| _Cl1_g )99 99
ox|, 2 {(1 %) 351, X u] (4.12)

where @ is the pseudo one-dimensional dependent variable at amy aloing the

+(1+&)

x direction at any time.C denotes the coefficients of the convective derivatives.

Subscriptsd andu denote downwind and upwind stencils, respectively, and

gc = signC) (4.13)
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4.3.2 Discretization of the Diffusive Terms

The diffusive terms in the governing equations appear asgkorder derivatives of
the dependent variables either with respect to one of trepiiaident variables or both
of them (in the form of mixed-derivatives). Since they cepend to diffusive effects,
they are always centrally discretized [66]. The approad us the present study for
the evaluation of second-order derivatives is the stagedifferentiation of the first-
order derivatives [35]. The first-order centered deriegiobatined by fourth-order
centered scheme based on Lagrange interpolation polyio(iquation (4.4)) are

differentiated once more using the same scheme to obtaimettessary derivative.
4.3.3 Discretization of the Pressure Gradient Terms

Although pressure gradient term appears as a first-ordératiee in equation of
momentum (Equation (2.2)), its role is contribution to thementum addition by
molecular transport [58] and hence it has diffusive chamstics. Moreover, due to
the elliptic nature of the equation for the determinatiopr@ssure (Equation (3.13)),
any change in pressure can be felt in the complete solutiomadoimmediately.
Therefore, discretization of pressure gradient terms sgiztes the utilization of
centered schemes with relatively large stencil widths. dmsideration of the
abovelisted arguements, pressure gradients are appteximasing fourth-order

centered scheme (Equation (4.4)).
4.4  Time Integration

In Section 4.3, the first stage of the MOL solution, spatiacdetization of the
governing equations, was explained. In this section, theors# stage, time

integration, will be described in detail.

Recall that, substitution of the finite-difference approatians of spatial derivatives

into the governing equations results in a system of ODEsefdm

d

a((g’j)mResidualj i=1,2,....NR ; j=12...,NZ (4.14)

whereResidualj is the finite difference representation of the spatial @gnes. The
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system of ODEs together with the initial and boundary coodg are integrated in
time by means of any of the explicit or implicit ODE integatimethods such as
Euler's method, ROW methods, Backward Differentiation Falan(BDF), Adams-

Moulton etc.

As mentioned earlier, the most important feature of the M@praach is that not
only does it have the simplicity of the explicit methods blsoathe superiority of
the implicit ones as higher-order implicit time integratimethods are employed in
the solution of the resulting system of ODEs. There existyredficient and reliable
stiff ODE solvers in the open literature. However, it is vemyportant to select a
suitable solver considering the type and dimension of thesighl system, desired
level of accuracy and execution time. In consideration f, tftne code developed in
this study is equipped with two different ODE solvers whidHh fae briefly described
below:

ROWMAP: ROWMAP is based on the ROW-methods of order 4 and uses Krylov
tecniques for the solution of linear systems [67]. By a spewmialtiple Arnoldi
process, the order of the basic method is preserved withl $tndbv dimensions.
Step size control is done by sixth order method embeddeckicade. The source
code of ROWMAP can be obtaibed from the netsittp://www.matematik.uni-
halle.de/institute/numerik/software

LSODES: LSODES solves stiff and non-stiff systems of the falgydt = f. Non-
stiff systems are handled by Adams methods (predictorector) whereas BDF
(GEAR methods) are used for the stiff cases. It determiresyiarsity structure on its
own (or optionally accepts this information from the user)l &hen uses parts of the
Yale Sparse Matrix Package (YSMP) to solve the linear systhat arise, by a sparse
(direct) LU factorization/backsolve method. LSODES sgpées, and improves
upon, the older and well known GEARS package. The source cbdSODES
and its dependencies can be obtained from the néti$gie/www.netlib.org/odepack/

and detailed description on the solver can be found elsexnb&i.

Based on the previous experience with a MOL based CFD codedaitttulation of

chemically reacting flows, integration of ODEs is perfornbgydusing LSODES [68]
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in the present investigation.
4.5 Numerical Solution of the Pressure Equation

It has been shown that the present algorithm necessitagesothtion of a elliptic
pressure equation (also known as the pressure Poissonagjuiteach momentum
corrector stage. Utilization of classical iterative meathdor the solution of pressure
Poisson equation in time-dependent computations is conagmadly expensive and
takes most of the computing effort. Direct or multigrid nedls on the other
hand are more attractive for these type of calculations gwartheir efficiency and
robustness [69]. Under the light of these facts, the presigatrithm was equipped
with a hybrid multigrid/direct solver namely MUDPACK [70]. WDPACK is a
collection of FORTRAN subprograms for the solution elligd®Es on any bounded
rectangular domain in two-dimensions (not restricted ttesgan coordinates) and
boxes in three-dimensions with any combination of boundasgditions. The
multigrid iteration used in MUDPACK requires far less staamnd computation than
direct methods for non-separable PDEs and is competititke eyiclic reduction for
separable PDEs. Moreover, the second-order accuratésresotiuced by the solver
can be improved to fourth-order accuracy with ease usingrtathod of deffered
corrections. The package and detailed documentation osotkiers can be obtained
from [71].

For the solution of elliptic pressure equation of the form

%p 1dp 9%p\” :
(WJFFEjLa_zZ) = Residug}} (4.15)

where

Resid ua;g ~ —

E(Em“”+r +Emu>) (4.16)

1/(0 pvt d
+ g (g e+ 2 2 o)
— LHS +RHS,

LHS = (p"utu*) + (p"V*V") +§i (p"u*v*) (4.17)

or



(921'22 (921'” 021}2 ZdTrr 201}2 10-[99
RHS= — 2 = - _=
. (dzz oz Torez " v ar Ttz 7 ar

>*, (4.18)

MUDPACK requires that the coefficients of the elliptic eqoatiand value of the
Residua} term at each grid point are specified. Due to the presencent-ti
advanced terms in the right-hand-side, Equation (4.16hicit in time and hence
cannot be directly used for the calculationRésidual term. The generic procedure
to surmount this problem was outlined in Chapter 3 and it wasvshthat after

necessary manipulations, the explicit pressure equatanolitained as follows

%p 1dp d%p\° 1 p* :
<W+FW+E> ~AERT Residual (4.19)
where
. _ pn 1 d n an* 0 n, g«
Residug) = 2T (E(p V') + - +a—z(P u’) (4.20)
— LHS +RHS.

Inspection of Equation (4.19) reveals that it is variablefioient Poisson equation
(due to the temperature term on the left-hand-side) salubbwhich is subject
to stability problems [72]. Therefore, instead of solvinguation (4.19) for the
determination of pressure field, a different approach ispsatb in the present
study: Recall that substitution of equation of continuityq&tion (3.12)) into
Equation (4.15) gives

0%p  1dp , 9°p\’ 1[p*—p"
(G ia+oz) = wloa) @2y

1/0, , p"v' 0
il v PN A

* At (dr PV + r +dz(p N )>

— LHS"+RHS.
Considering that the density variation in the low Mach numtbews of interest
is mostly due to temperature and concentration rather thasspre [19] and the
former two remain unchanged during a momentum correct@esttne first term

in brackets in Equation (4.21) is dropped yielding the extplionstant coefficient

Poisson equation for pressure as follows

0%p  1dp  9%p\” :
(W+FW+E) = Residua} (4.22)
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where in this cas®esid ua;g term is defined as

: 1 /0 v*
Residug} = n (E (P"V") + P

+ diz (p”u*)) —LHS +RHS.  (4.23)

The merits of using Equation (4.22) instead of Equation@¥ake not only that the
former is more stable in terms of numerical solution but alted the computational

power requirement for its solution is much less than thatiireg for the latter.

In an attempt to verify the validity of the approach used, tight-hand-side of

Equation (4.21) was decomposed into two terms;

B 1 p*_pn
termt — - { - } (4.24)

_1/0 p"v*
term2 = A (E(p V') +

+§Z(p“u*)> —LHS +RHS, (4.25)

and the magnitudes ¢érml andterm? were compared. The comparison revealed
thatterm? is three orders of magnitude greater than the omittenil which fortifies
the utilization of Equation (4.23) for the computationRésidugj term.

45.1 Specification of Boundary Conditions for Pressure Equabn

Specification of boundary conditions is flexible in MUDPACKseau of any
combination of periodic, Dirichlet and mixed-derivativ@undary conditions is
possible. For a typical solution of pressure equation, astl@ne Drichlet type
boundary condition is specified as an inlet or outlet conditOnce this is set, the rest
of the boundary conditions can be obtained using momenturateups. Table 4.1

summarizes the boundary conditions utilized in the prestty.

Table 4.1: Boundary conditions for pressure equation

BC1l: @ the center, VzAVt: %’ =0
BC2: @ thewall, VzAVt: %’ specified using-momentum equation
BC3: @ theinlet, VrAvi: %’ specified using-momentum equation

BC4: @ the outlet, VrAVt: P = Pres
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As can be seen, the only Dirichlet type boundary condition ingosed at the outlet
by setting the pressure at the outlet to its reference valuege). At the centerline,
symmetry condition was utilized. The wall and inlet cormlits are derived from

r- andz-momentum equations, respectively by making necessarylificapons as

follows
op_ 19 14 0ty 1
or = rar P (m () +5 ~ FT%) tee,  (429)
op 0 19 01
oz —az(puu) B (FE (rtiz) + 0z ) + PG (4.27)

4.6 Computation of Radiative Source Term

For the computation of radiative source term, use has beeate ro previously
developed in-house radiation codes based on the MOL solafiDiscrete Ordinates
Method (DOM) for gray [49] and non-gray [50] media by meansatipling them to
the CFD code developed in this study. In the next sectiongrigii®n of DOM and
its MOL solution for gray media followed by the extensionloétscheme to non-gray

media will be presented.
4.6.1 Discrete Ordinates Method

DOM is based on representation of continuous angular doimnagn discrete set of
ordinates with appropriate angular weights, spanning ¢it@ solid angle of 4

steradians. The discrete ordinates representation of Tie (Rquation (2.79)) for
an absorbing-emitting gray medium in axisymmetric cyliodr coordinate system

takes the following form

7] 10 o|m
%E(”m)—F%(nmm)‘l‘me=—K|m+K|b (4.28)

wherelM[=1(r,z 0, @)] is the total radiation intensity at positign z) in the discrete
directionQm. The terms on the left hand-side represents the gradiemtehsity
in curvilinear coordinates, and the two terms on the rightdaside stand for the

changes in intensity due to absorption and emission, réspic
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The angular derivative term is discretized by introducimgaagular redistribution

termy, +1/2 proposed by Carlson and Lathrop [73] which can be represéytéte

following expression
0

g™

Im,f+l/2_ 3 |m,£fl/2
_ (Vm7€+1/2 Yme—1/2 (4.29)
Wm,¢

d

Qm:Qm,E

where |™+1/2 and |™~1/2 are radiation intensities in directioms, ¢+ 1/2 and
m,¢ —1/2, respectively which define the edges of angular range,pf and can

be formulated as

|me+1/2 M (4.30)
2 )
and
|m,€—1 |m,€
metj2_ 1 1 (4.31)
2
The angular redistribution term can be expressed as
ym’g+1/2 = ym,éfl/z—{—l,lm’gwm,g {= 1, 2,...,'. (432)

where, L is the maximum value of for a particularm which depends on the
number of discrete directions used to represent one octamsphere dicatated by
the angular quadrature schen® ). The quadrature ordinates and weights $gr
approximations are given in Appendix A. Further details ofjaar redistribution
term and estimation of the angular derivative can be fourfd9n74]. Substitution
of Equation (4.29) into (4.28) yields the final form of thedste ordinates equation

for axisymmetric cylindrical geometry

Hm,e O |me 1 <Vm74+1/2| m/+1/2 _ Vi 1/2! m,£—1/2>
T ™) -5 ™
oImt

= —kI™ 4Kl
+ Emye 57 +Klp

For diffuse surfaces, boundary conditions required fostiiation of Equation (4.33)

(4.33)

on the surface of the enclosure can be written as
at z=0;

I m,¢

1-— /1
( ;W) | Ene>0  (4.34)

Z Wm',f/ ‘fm/l/
/

m ¢
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at z=L;

(1—&w)

1™ = g lp(rw) + Z wm,’g,fmwmf Eme <0 (4.35)
m ¢
atr=R;
1-¢ Wi
|m7Z = gwlb(l’w) -+ ( - W) Z Wm/7€/ I_lm/7€/|m oL Nm,é <0 (436)
m ¢
at r=0;
Im,é _ Im/,él
= Hm,e > 0 (4.37)

wherem,Z andm, ¢ denote outgoing and incoming directions respectively. hin t
present study, the wall surface, and inlet and outlet imagisurfaces were assumed

to be radiatively black.
4.6.2 MOL Solution of DOM for Gray Media

The solution of discrete ordinates equations with MOL isriear out by adoption
of the false-transients approach which involves incorpanaof a pseudo-time
derivative of intensity into the discrete ordinates equai[75]. Adoption of the

false-transient approach to Equation 4.33 yields

ke a1me _ HUm.e a(rl m,é> n 1— (ym.,€+l/2| meé+1/2 ym,Efl/ZI m,é—l/Z)
ot roor r Wi ¢
o™t
— Eij—Kl ’ +K|b (438)

wheret is the pseudo-time variable arld is a time constant with dimension
[(m/s)~1] which is introduced to maintain dimensional consistencthi equation

and it is taken as unity.

Following the MOL approach, the system of PDEs together \thih initial and
boundary conditions are then transformed into an ODE inidue problem. The
transformation is carried out by representing the spagigldtives with the algebraic
finite-difference approximations details of which can beirfd in [49]. Time

integration of the resulting system of ODEs is carried ouaigimilar fashion as
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in the CFD code. Starting from an initial condition for radbat intensities in all
directions, the system of ODEs is integrated by means of eedaWODE solver
until steady state. Any initial condition can be chosen @tdhe integration, as its
effect on the steady state solution decays to insignificafoestop the integration
at steady state, a convergence criterion based on thedtifferof the intensities at

consecutive time-steps is utilized at all grid points.

Once the intensity distribution is determined by the solutof Equation (4.38)
together with its boundary conditions, the radiative epesgurce term can be

computed by

HE gr =K <4Tﬂb — z ;Wm’ﬂm’g) (439)
m

In the present study, the spatial derivatives appearinggiRiT E are discretized using
two-point upwind differencing scheme. Thg &der of approximation was found to
be optimum by succesive refinement studies [62]. The tenyoerand concentration
dependent absorption coefficients for the gray gas werelleddc using Leckner’s
correlations [76]. RKF45 (Runge-Kutta-Fehlberg integmatisubroutine [38], which

is an adaptive, fourth order accurate ODE solver, was atlior time integration.
4.6.3 MOL Solution of DOM for Non-Gray Media

In order to determine the radiative intensity distributi@mn non-gray media, the
whole spectrum is discretized into wave number intervatliwiwhich the radiative
properties are assumed to be constant. All wave numbewaisenaving absorption
coefficients within a certain range are combined into a g/ \ghich necessitates
the modification of RTE (Equation (2.79)) as follows [77, 78]

%:%%(rlj)—%%(nlj)+f%:—x,-(ajlb—l,—) (4.40)
where the subscripf denotes the spectral division ara] is the blackbody
weights determined from the standard blackbody distrdoutfunction of the
Wide Band Correlated- model (WBCK) [79] together with the absorption-line
distribution functions of the Spectral Line-Based Weightain of Gray Gases
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model (SLW) [80].1,(= aT#/m) is the blackbody radiation intensity at the surface
temperature. Details regarding to the models and estimaticpectral properties

can be found elsewhere [50, 60].

Similar to the procedure described previously, applicatai DOM and false

transients approach to Equation (4.40) yields

, ¢ (+1/2 (—1/2
MM 00 1Ol )
o r or r W,
oIt
L SIS ] (4.4)

Equation (4.41) togheter with the following boundary cdiuatis

at z=0;
1—8 ! !
|jm7£ = &najlp(rw) + ( 2 Z Wt ¢/ ‘Em/,fl Ijmj me >0 (4.42)
m ¢
at z=L;
1—8 ! !
|Jm’é = &pajlp(rw) + ( ) Z Wit ¢ Em’,ﬁ'llmj me <0 (4.43)
m.¢
atr=R;
1—8 ! !
1™ = enaylp(rw) + ( mm . Z Wt ¢ Hog 17 Hme <0 (4.44)
m ¢
atr=0;
|meé _ m¢ Um¢>0  (4.45)

J J

are solved for each gray gas using the same procedure da$anilSection 4.6.2
to give the spectral intensity distribution for the entipestrum. Once the intensity

disributions are known, radiative energy source term caevatiated using

NG
0-gr =3 ki <4naj|b -y ;wmjlj.’“vf) (4.46)
| m /

whereNG s the number of gray gases the spectrum is divided into wikitiken as

10 for bothCO, andH»O in the present study.
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4.6.4 Coupling Strategy

The coupling strategy is mainly based on regular transfeteafiperature and
concentrations of participating gas€3% andH,0) obtained by the CFD code to
the radiation code which in turn provides source term fielthasolution propogates
in time [2,62]. Owing to the nature of radiation transpoggdiative heat transfer
computations can be performed on much coarser grid resntitvhen compared
to that required for CFD. Hence rather than using identical ggsolutions for both

CFD and radiation codes, two different resolutions werazatil: a fine mesh for
CFD code and a coarse one enabling economic computationiafivedsource term

(Figure (4.1)) both of which are uniformly distributed.

The computations commence with the CFD code making temperatnd species

distributions available for the radiation code. Tempea®and concentrations at the
overlapping grid points of the coarse and fine meshes arsfénaiad to the radiation

code which calculates radiative source term for the CFD c8aewrce terms on the

coarse mesh are then redistributed to fine CFD mesh via 2-@rlimeerpolation.

This cyclic loop is continued until steady-state which istdied by the CFD code.
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CHAPTER 5

STRUCTURE AND OPERATION OF THE
COMPUTER CODE

5.1 Preamble

The purpose of this chapter is to give the necessary infeoman the structure and
organization of the code developed in the present studyhéosimulation of reacting
radiating flows. Also presented in this chapter is the modgpefation and the range
of applicability of the code which all together will serveamanual for modification

and testing purposes.
5.2 Range of Applicability

The computer code developed in this study is a general perpoggram for the
simultaneous solution of continuity, momentum, energycsse equations along
with a Poisson-type pressure equation for the computatfounnsteady reacting
radiating flows. User can select one of the seven finite-r@éetion mechanims
with varying complexity and incorporation of different ni@misms on top of the
existing roster is possible. Both gray and spectral rachatmmdules are available
for radiative heat transfer calculations. Owing to the maduaature of the code,
simulation of isothermal/non-isothermal non-reactingviacan also be achieved by
minor modifications in the code. Due to the fact that the itigaching-oriented in-
house code rather thanbdack-boxcommercial one, the user must have adequate
knowledge and experience on the principles of CFD, combusiied radiation,
before attempting to use or modify it. Nevertheless, thegram is written in a
relatively straightforward fashion which is readily ambleto modification. Most

subroutines are problem-independent and in many casesnuntyr modifications
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are required for the adaptation of the problem-dependesrbstines to conditions

other than covered in the present study.
5.3  Structure of the Code

The structure of the computer program is illustrated in Feg(.1). As can
be seen, the code has been organized in a modular fashion @s asypossible
with separate subprograms having different tasks. The praigram is composed
of two major subroutines, INITIAL and TIME_INTEGRATION botbf which
having large number of dependencies. In accordance witmuineerical solution
algorithm (splitting of operations), TIME_INTEGRATION stdutine has been
divided into individual routines for the integration of memtum, energy and
species equations (MOMENTUM_INTEGRATOR, ENERGY_INTEGRATORJa
SPECIES_INTEGRATOR). This way, application of the code to aewarof flow
scenarios can be performed with the desired combinationredigtor-corrector
sequence and without modifying its core structure. Foramse, user can bypass
the SPECIES_INTEGRATOR for the simulation of non-reactingviidoy simply
setting the number of predictor and corrector stages forsthlation of species
equations to zero. Moreover, a different ODE solver togethth a different time
step can be employed for each integrator, a feature whichtmegluce the CPU time

significantly for problems with stiff chemistry.
5.4 Mode of Operation

The detailed algorithm of the computer program developedie simulation of
reacting radiating flows is presented in Figures (5.2) tadp. As explained earlier,
solution of conservation equations is based on a sequengeedfctor-corrector
stages which involves the evaluation of time derivativeteex (system of ODES)

and advancing in time by means of integration of the ODEs.

Initially, all dependent variables are knovenpriori at the begining of each cycle,
either as a result of the previous cycle or from the presdribiial conditions. The

integration sequence commences with the predictor stamdowed by the desired
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PRINT_PARAMETERS
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PRINT_SOLUTION
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DERV_MOMENTUM
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RADIATION
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DERV_ENERGY
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PRINT_SOLUTION

e e e

Figure 5.1: Organization of the computer code.
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number of corrector stages. Time derivatives of the comsienv equations for each
stage are calculated by the evaluation of the physical aginbdynamic properties
and spatial derivatives based on the values of the preselet dyadiative heat source
term appearing in the energy equation is calculated usiagdtiation module at
user defined time stepAt). A pressure equation is solved for the determination of
pressure field at momentum corrector stages. First, seauthdhard intermediate
fields are obtained as a result of integration of the timeveévies in the predictor,
first and second corrector stages, respectively. At the &fidad corrector stage, the
advanced time level velocity, pressure, temperature aadiep fields are obtained
concluding the algorithm for one time stefst). This cyclic procedure is repeated

until steady-state is reached.
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START

set the operating platform :
UNIX: version = 1
WINDOWS : version = 2

!

call CPU_TIME
to start the cpu time counter

!

call EXECUTION_DIRECTORY
to set the working directory

call SYSTEM
(‘'cd > path.in’)

!

call INITIAL
to initialize the program

v
©
-

!

call TIME_INTEGRATION
to perform time integration

!

check for the end of run

j

No .
time < tf

?

Yes

call CPU_TIME
to end the cpu time counter

;

Figure 5.2: Algorithm of the main program.
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call READ_PARAMETERS
to read input data from 'data.ini'

'

set time parameters for time integration and
print time intervals

!

call OPEN_FILES
to open output and CHEMKIN and
TRANSPORT library files

'

call MESH_BOUNDARY
to set the boundary nodes

'

call INDICES_CONSTANTS
to set the universal constants and array
indices

!

call CHEMKIN_ INITIATION
to initialize CHEMKIN and TRANSPORT
libraries

—)

'

call MAJOR_SPECIES_IDENTIFIER
to set the major species indices

'

call NUMBER_OF_EQUATIONS
to set the number of equations to be solved
by the ODE solver

!

call ALLOCATION
to set the dimensions of the dynamic arrays

'

call GRID_GENERATION
to generate the internal grid points

'

call LOCATIONS
to set the grid points corresponding to
output locations

No

Yes

call INITIALIZE_RADIATION
to initialize the radiation module

'

call GRID_IDENTIFIER
to set the type of spatial discretization at
each node

call FLOW_PARAMETERS
to set inlet conditions and Reynolds number
of the flow

!

call INITIAL_CONDITIONS
to set initial conditions for the dependent
variables either internally or from data file
'input.plt'

!

call MUDPACK_INITIATION
to initiliaze the arrays used by the
MUDPACK package

!

setnc=1
to specify that weighing coefficients in the
differentiation formulas will be calculated for
once and all

!

call DERV_MOMENTUM
to calculate the initial spatial and temporal
derivatives of velocity

—()

!

call DERV_ENERGY
to calculate the initial spatial and temporal
derivatives of temperature

—()

!

call DERV_SPECIES
to calculate the initial spatial and temporal
derivatives of species

—(©)

!

setnc =2
to specify not to calculate the weighing
coefficients in the
differentiation formulas anymore

!

call ODE_SOLVER_INITIATION
to set the ODE solver parameters

!

transform the dependent variables to be
sent to ODE solver into 1D array

!

call PRINT_PARAMETERS
to print the execution summary

!

call PRINT CHEM RXN_ MECH
to print the reaction related information

!

call PRINT_SOLUTION
to print the initial values of the variables

RETURN

Figure 5.3: Algorithm of subroutine INITIAL.



@H

call ENERGY_INTEGRATOR
to integrate the energy equation in time for
the predictor stage

call MOMENTUM_INTEGRATOR
to integrate the momentum equations in
time for the second corrector stage

—()

!

!

rewind the time
(time = time - delt)

rewind the time
(time = time - delt)

!

!

@H

call SPECIES_INTEGRATOR
to integrate the species equations in time
for the predictor stage

call ENERGY_INTEGRATOR
to integrate the energy equation in time for
the first corrector stage

—)

!

!

@H

call MOMENTUM_INTEGRATOR
to integrate the momentum equations in
time for the predictor stage

rewind the time
(time = time - delt)

!

!

rewind the time
(time = time - delt)

call SPECIES_INTEGRATOR
to integrate the species equations in time
for the first corrector stage

!

No

Yes

rewind the time
(time = time - delt)

!

call MOMENTUM_INTEGRATOR
to integrate the momentum equations in
time for the second corrector stage

—()

!

rewind the time
(time = time - delt)

!

call ENERGY_INTEGRATOR
to integrate the energy equation in time for
the second corrector stage

—®)

!

rewind the time
(time = time - delt)

!

call SPECIES_INTEGRATOR
to integrate the species equations in time
for the second corrector stage

—

!

call PRINT_SOLUTION
to print the solution

'

Figure 5.4: Algorithm of subroutine TIME_INTEGRATION.



read grid boundary
data
from file 'mesgen.ini'

call MESHGEN
to generate the mesh

!

set the boundary nodes for the domain

'

Figure 5.5: Algorithm of subroutine MESH_BOUNDARY.

call CKLEN

to set CHEMKIN-IIl work array lengths

!

call MCLEN
to set TRANSPORT work array lengths

!

call CKINIT
to initiate CHEMKIN-III package by
reading its linkfile and generating
the internal storage and work arrays

!

call MCINIT \
to initiate TRANSPORT package by TRANSPORT
reading its linkfile and generating Package

the internal storage and work arrays

'
*

\ call CKSYMS

Y
< to determine the character strings
\\'H of species names

CHEMKIN-III 10 determi Ct?\” CKVIWT | -~
Package o determine the molecular weights
of species

RETURN RETURN

Figure 5.6: Algorithm of subroutine CHEMKIN_INITIATION.
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call BACKTRANSFORM VELOCITY
to back-transform velocities from 1D array
into 2D array

!

call Z_COMPONENT_VELOCITY
to calculate the spatial derivatives of
z-component of velocity

!

callR_COMPONENT_ VELOCITY
to calculate the spatial derivatives of
r-component of velocity

!

call PRESSURE_EQUATION
to determine the pressure field

!

call PRESSURE_GRADIENTS
to calculate the pressure gradients in axial
and radial directions

!

call PROPERTY_ ESTIMATION
to calculate the physical and
thermodynamics properties

bob0 e

call Z_MOMENTUM_EQN
to calculate the time derivative of
z-component of velocity using z-momentum
equation

!

call R_MOMENTUM_EQON
to calculate the time derivative of
r-component of velocity using -momentum
equation

!

call TRANSFORM_VELOCITY
to transform velocities and their time
derivatives into 1D arrays

!

RETURN

Figure 5.7: Algorithm of subroutine DERV_MOMENTUM.
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call BACKTRANSFORM TEMPERATURE
to back-transform temperature from 1D array
into 2D array

'

call PROPERTY_ ESTIMATION
to calculate the physical and thermodynamics
properties

'

call TEMPERATURE
to calculate the spatial derivatives of
temperature

'

call SPECIES
to calculate the spatial derivatives of
species

'

call DIFFUSIVE_FLUX
to calculate the diffusive fluxes of species

'

call CHEMICAL_REACTION_MECHANISM
to calculate the rate of reaction

'

:

call CKHMS
to calculate the
enthalpies of species

call HEAT_SOURCE
to calculate the heat source in energy
equation

'

!

CHEMKIN
Package

RETURN

call ENERGY_EQN
to calculate the time derivative of
temperature using energy equation

!

time <0.05s

set local high temperature region for ignition

'

call TRANSFORM TEMPERATURE
to transform temperature and its time
derivative into 1D arrays

v

Figure 5.8: Algorithm of subroutine DERV_ENERGY.
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call BACKTRANSFORM SPECIES
to back-transform species from 1D array into
2D array

call PROPERTY_ESTIMATION
to calculate the physical and thermodynamics 4>@
properties

call SPECIES
to calculate the spatial derivatives of %
temperature
call DIFFUSIVE_FLUX
to calculate the diffusive fluxes of species

call CHEMICAL REACTION MECHANISM @
F—»f

to calculate the rate of reaction

!

call SPECIES_EQN
to calculate the time derivative of
species using species equation

!

call TRANSFORM_SPECIES
to transform species and their time derivative
into 1D arrays

i
RETURN

Figure 5.9: Algorithm of subroutine DERV_SPECIES.

calculate the diffusive fluxes of each species

'

call DLG4CC
to calculate the first-order derivatives of
diffusive fluxes of the w.r.t to r-direction using
central scheme

'

call DLG4CC
to calculate the first-order derivatives of
diffusive fluxes of the w.r.t to z-direction using
central scheme

v

Figure 5.10: Algorithm of subroutine DIFFUSIVE_FLUX.
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No |

call RADIATION
t Iculate radiative »| | RADIATION
0 ca MODULE
source term

ode_select =1
?

RETURN

call ROWMAP
to integrate the ODE system

call LSODES
to integrate the ODE system

transfer the solution vector to 1D array to
be used in main program

'

call BACKTRANSFORM TEMPERATURE
to back-transform 1D array containing the
solutions for temperature at the
advanced time level to be used
in the main program

RETURN

call soLouUT
(dummy subroutine required by <+
ROWMAP)

call JAC

A 4

(dummy subroutine required by
ODE solvers)

( \a
N

call FCN_ENERGY
to provide time derivatives of temperature
to the ODE solver

call FDT
(dummy subroutine required by
ODE solvers)

'

call DERV_ENERGY
to calculate spatial and temporal
derivatives of temperature

—)

!

transfer the derivative vector to 1D array to
be used in ODE solver

RETURN

Figure 5.11: Algorithm of subroutine ENERGY_INTEGRATOR.
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ode_select =1
?

call ROWMAP
to integrate the ODE system

call LSODES
to integrate the ODE system

transfer the solution vector to 1D array to
be used in main program

'

call BACKTRANSFORM_SPECIES
to back-transform 1D array containing the
solutions for species at the advanced time
level to be used in the main program

RETURN

call sOLOUT
(dummy subroutine required by
ROWMAP)

r—

|

call FCN_SPECIES
to provide time derivatives of species to the
ODE solver

( \
N

call JAC
(dummy subroutine required by
ODE solvers)

'

call DERV_SPECIES
to calculate spatial and temporal
derivatives of species

—

'

transfer the derivative vector to 1D array to
be used in ODE solver

RETURN

call FDT
(dummy subroutine required by
ODE solvers)

Figure 5.12: Algorithm of subroutine SPECIES_INTEGRATOR.
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ode_select =1
?

call ROWMAP
to integrate the ODE system

call LSODES
to integrate the ODE system

transfer the solution vector to 1D array to
be used in main program

'

call BACKTRANSFORM VELOCITY
to back-transform 1D array containing the
solutions for velocities at the advanced time
level to be used in the main program

RETURN

call sOLOUT
(dummy subroutine required by
ROWMAP)

r—

call FCN_MOMENTUM
to provide time derivatives of velocities to
the ODE solver

( \
N

call JAC
(dummy subroutine required by
ODE solvers)

'

call DERV_MOMENTUM
to calculate spatial and temporal
derivatives of velocities

—(

'

transfer the derivative vector to 1D array to
be used in ODE solver

RETURN

call FDT
(dummy subroutine required by
ODE solvers)

Figure 5.13: Algorithm of subroutine MOMENTUM_INTEGRATOR.
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set the Drichlet type boundary condition at the inlet
(inlet velocity profile)

!

set the Drichlet type boundary condition at the wall
(no slip condition)

!

call DLG4CC
to calculate the first-order derivatives of axial —L
velocity w.r.t to r-direction using central scheme :
call DLG4CC T
to calculate the first-order derivatives of axial

velocity w.r.t to z-direction using central scheme

!

call DLG2VL2D
to calculate the first-order derivatives of axial
velocity w.r.t to r-direction using downwind scheme

!

call DLG2VL2D
to calculate the first-order derivatives of axial
velocity w.r.t to r-direction using upwind scheme

!

call DLG2VL2D
to calculate the first-order derivatives of axial
velocity w.r.t to z-direction using downwind scheme T

!

call DLG2VL2D
to calculate the first-order derivatives of axial
velocity w.r.t to z-direction using upwind scheme

!

set the Neumann type boundary condition at the
centerline (symmetry condition)

!

call DLG4CC
to calculate the second-order derivatives of axial
velocity w.r.t to r-direction using central scheme

!

call DLG4CC
to calculate the second-order derivatives of axial ——————
velocity w.r.t to z-direction using central scheme

'
call DLG4CC
to calculate the mixed-order derivatives of axial
velocity w.r.t to r- and z-direction using central
scheme

v

[

Figure 5.14: Algorithm of subroutine Z COMPONENT_VELOCITY.
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set the Drichlet type boundary condition at the inlet
(inlet velocity profile)

!

set the Drichlet type boundary condition at the wall
(no slip condition)

!

set the Neumann type boundary condition at the
center (no cross flow)

!

call DLG4CC
to calculate the first-order derivatives of radial
velocity w.r.t to r-direction using central scheme

!

call DLG4CC
to calculate the first-order derivatives of radial
velocity w.r.t to z-direction using central scheme

!

call DLG2VL2D
to calculate the first-order derivatives of radial
velocity w.r.t to r-direction using downwind scheme

!

call DLG2VL2D
to calculate the first-order derivatives of radial
velocity w.r.t to r-direction using upwind scheme

!

call DLG2VL2D
to calculate the first-order derivatives of radial
velocity w.r.t to z-direction using downwind scheme

!

call DLG2VL2D
to calculate the first-order derivatives of radial
velocity w.r.t to z-direction using upwind scheme

!

call DLG4CC
to calculate the second-order derivatives of radial
velocity w.r.t to r-direction using central scheme

!

call DLG4CC
to calculate the second-order derivatives of radial ———— |
velocity w.r.t to z-direction using central scheme

'
call DLG4CC
to calculate the mixed-order derivatives of radial
velocity w.r.t to r- and z-direction using central
scheme

v

-

]

]
%@%

Figure 5.15: Algorithm of subroutine R_COMPONENT_VELOCITY.
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to calculate the source term for pressure equation
equation ‘

'

call SOURCE_TERM @ calculate the LHS term of the pressure
-

calculate the RHS term of the pressure

set the Drichlet type boundary condition equation
for pressure (p = exit pressure) ‘
‘ calculate the source term for pressure
setiparm(1) =0 equation

to indicate that it's the discretization call

to MUDPACK ‘
¢

call MUH2

to discretize the left-hand-side of
pressure equation
‘ call BCOND
- to provide the boundary conditions for
set iparm(1) =1 pressure equation
to indicate that pressure equation will
not be discretized anymore
‘ call COEF
to provide the coefficients of pressure
call MUH2 equation
to calculate the second-order accurate
presure field
'
callMUH24

to improve the second-order accurate
pressure field to fourth-order accuracy

¢ call DLG4CC

to calculate the axial pressure gradient
calculate the absolute pressures using central scheme
: ®
call DLG4cC
to calculate the radial pressure gradient
using central scheme

v

Figure 5.16: Algorithm  of subroutines SOURCE_COMPUTATION,
PRESSURE_EQUATION, PRESSURE_GRADIENTS.
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call CKYTX
to convert mass fractions to mole fractions

'

call CKRHOX
to calculate mass densities of the mixture

!

call CKCPBS
to calculate mean specific heats

'

CHEMKIN-III

call CKCPMS
to calculate species specific heats

'

call MCAVIS
to calculate mixture dynamic viscosities

'

calculate mixture kinematic viscosities

'

call MCACON
to calculate mixture thermal
conductivities

O

'

calculate mixture thermal diffusivities and
mixture mass diffusivities

'

call MCADIF
to calculate the species mass diffusivities

Package

'

TRANSPORT
Package

'

'

call DLG4CC
to calculate the first-order derivatives
of dynamic viscosity w.r.t r-direction
using centered scheme

'

call DLG4CC
to calculate the first-order derivatives
of dynamic viscosity w.r.t z-direction
using centered scheme

!

call DLG4CC
to calculate the first-order derivatives
of thermal conductivity w.r.t r-direction
using centered scheme

call DLG4CC
to calculate the first-order derivatives
of thermal conductivity w.r.t z-direction
using centered scheme

!

call DLG4CC
to calculate the first-order derivatives
of mixture mass diffusivity w.r.t r-direction
using centered scheme

!

call DLG4CC
to calculate the first-order derivatives
of mixture mass diffusivity w.r.t z-direction
using centered scheme

'

Figure 5.17: Algorithm of subroutine PROPERTY_ESTIMATION
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set the Drichlet type boundary condition at the inlet
(inlet temperature)

!

set the Drichlet type boundary condition at the wall
(constant wall temperature)

!

call DLG4CC
to calculate the first-order derivatives of temperature —L
w.r.t to r-direction using central scheme

call DLG4CC :T
to calculate the first-order derivatives of temperature

w.r.t to z-direction using central scheme

!

call DLG2VL2D
to calculate the first-order derivatives of temperature
w.r.t to r-direction using downwind scheme

!

call DLG2VL2D
to calculate the first-order derivatives temperature
w.r.t to r-direction using upwind scheme

!

call DLG2VL2D
to calculate the first-order derivatives of temperature
w.r.t to z-direction using downwind scheme T

!

call DLG2VL2D
to calculate the first-order derivatives of temperature
w.r.t to z-direction using upwind scheme

!

set the Neumann type boundary condition at the
centerline (symmetry condition)

!

call DLG4CC
to calculate the second-order derivatives of
temperature w.r.t to r-direction using central scheme

!

call DLG4CC
to calculate the second-order derivatives of E—
temperature w.r.t to z-direction using central scheme

!

call DLG4CC
to calculate the mixed-order derivatives of temperature
w.r.t to r- and z-direction using central scheme

v

[

Figure 5.18: Algorithm of subroutine TEMPERATURE.
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set the Drichlet type boundary condition at the inlet
(inlet mass fraction)

!

set the Neumann type boundary condition at the wall
(no through-flow)

!

call DLG4CC

to calculate the first-order derivatives of species —L
w.r.t to r-direction using central scheme

: )

call DLG4CC T
to calculate the first-order derivatives of species

w.r.t to z-direction using central scheme

!

call DLG2VL2D
to calculate the first-order derivatives of species
w.r.t to r-direction using downwind scheme

!

call DLG2VL2D
to calculate the first-order derivatives species
w.r.t to r-direction using upwind scheme

[

!

call DLG2VL2D
to calculate the first-order derivatives of species
w.r.t to z-direction using downwind scheme

]

!

call DLG2VL2D
to calculate the first-order derivatives of species
w.r.t to z-direction using upwind scheme

!

set the Neumann type boundary condition at the
centerline (symmetry condition)

!

set the Neumann type boundary condition at the
centerline (no through-flow)

!

Figure 5.19: Algorithm of subroutine SPECIES.
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calculate reaction rates using 1-step
mechanism [1]

calculate reaction rates using 1-step
mechanism [2]

calculate reaction rates using 1-step
mechanism [3]

A,

calculate reaction rates using 2-step
mechanism

A,

call CKYTCP
to calculate the molar

concentrations of species

call CKWYP_5_STEP_CHEN
to calculate reaction rate using 5-step
mechanism

call CKWYP_10_STEP_CHEN
to calculate reaction rate using 10-step
mechanism

call CKWYP
to calculate reaction rate using the
mechanism included in CHEMKIN

determine the source term to be used in
energy and species equations

RETURN

CHEMKIN-III
Package

RETURN

Figure 5.20: Algorithm of subroutine CHEMICAL_REACTION_MECHASM.
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calculate the spatial
derivatives for the first
independent variable, i.e., r

!

calculate the spatial
derivatives for the second
independent variable, i.e., z

transfer the dependent variable
from 2D array to 1D array

!

!

transfer the dependent variable
from 2D array to 1D array

call DLG4
to calculate the spatial derivatives

!

!

call DLG4
to calculate the spatial derivatives

transfer the spatial derivatives
of the dependent variable
from 1D array to 2D array

!

!

transfer the spatial derivatives
of the dependent variable
from 1D array to 2D array

calculate the spatial derivatives
near and at boundaries using
first-order discretization stencil

!

RETURN

calculate the spatial derivatives
near and at boundaries using
first-order discretization stencil

ncall = ?

v

to calculate weighting
coefficients in the
n differentiation formulas

!

calculate the spatial derivatives
for n grid points using the
weighting coefficients
calculated previously

set the type of the discretization stencil
for the grid point under consideration

!

!

set the type of the discretization stencil
for the grid point under consideration

define the values of the collocation
points to calculate the weighting
coefficients in the differentiation
formulas according to the type of
discretization stencil

!

calculate the spatial derivatives by the
appropriate formula

!

call DLG4A
to calculate the weighting coefficients in
the differentiation formula for grid point i

v

select one of the types of
the differentiation formulas

!

'

transfer the five weighting coefficients in
2D array to specify a grid point with
its weighting coefficients
ic=1,2,.5

set the appropriate grid point
location into a variable

'

calculate the weighting coefficients

RETURN

Figure 5.21: Algorithm of subroutine DLG4CC.
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spatial derivatives
are calculated using
upwind scheme

nd="7?

j=1 calculate the spatial
derivatives for the first
n2 independent variable, i.e., r

1

transfer the dependent variable
from 2D array to 1D array

1

call DLG2VL1D_UP
to calculate the spatial derivatives

nt=7?

spatial derivatives
are calculated using
downwind scheme

Y

j=1 calculate the spatial
derivatives for the first

n2 independent variable, i.e., r

v

transfer the dependent variable
from 2D array to 1D array

v

1

transfer the spatial derivatives
of the dependent variable
from 1D array to 2D array

1

calculate the spatial derivatives
near and at boundaries using
first-order discretization stencil

RETURN

i=1 calculate the spatial
derivatives for the second

ni independent variable, i.e., z

v

transfer the dependent variable
from 2D array to 1D array

v

call DLG2VL1D_UP
to calculate the spatial derivatives

v

transfer the spatial derivatives
of the dependent variable
from 1D array to 2D array

1

calculate the spatial derivatives
near and at boundaries using
first-order discretization stencil

RETURN

calculate the spatial derivatives
by the second-order upwind scheme

based on Lagrange interpolation
polynomial with van Leer flux limiter

RETURN

O

call DLG2VL1D_DOWN
to calculate the spatial derivatives

v

transfer the spatial derivatives
of the dependent variable
from 1D array to 2D array

v

calculate the spatial derivatives
near and at boundaries using
first-order discretization stencil

RETURN

i=1 calculate the spatial
derivatives for the second
ni independent variable, i.e., z

’

transfer the dependent variable
from 2D array to 1D array

'

call DLG2VL1D_DOWN
to calculate the spatial derivatives

'

transfer the spatial derivatives
of the dependent variable
from 1D array to 2D array

v

calculate the spatial derivatives
near and at boundaries using
first-order discretization stencil

)

v

RETURN

calculate the spatial derivatives
by the second-order downwind scheme
based on Lagrange interpolation
polynomial with van Leer flux limiter

v

RETURN

Figure 5.22: Algorithm of subroutine DLG2VL2D.
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5.5 CHEMKIN and TRANSPORT Packages

Present algorithm uses CHEMKIN [55] and TRANSPORT [56] paésador
evaluation of chemical reaction rates, thermodynamicstiamgport properties. The
necessary information about the species and reactionddsheuprovided prior to
running the code to be able to use packages. The CHEMKIN Ilre&pis a
program which first reads the user-supplied symbolic dpson of the species and
reactions in the problem from the input fithem.inp a sample of which is given in
Appendix B.1. Then it extracts the appropriate thermodyganformation for the
species involved from the Thermodynamic Databasetfier(n.da} which contains
polynomial fits of thermodynamic information for many spessimost of which are
not needed for any given problem. The extracted informasi@tored in a file called
Linking File (chem.asgto be used by CHEMKIN library subroutines. The next
program to be executed is the TRANSPORT Interpreter. Thetsnprquired by
the interpreter is supplied vizhem.as@and TRANSPORT Database filtherm.da}
which contains molecular parameters for a number of spetiks the CHEMKIN
Interpreter, it produces a Linking Filéréin.asq that is needed by the TRANSPORT

package.

Both CHEMKIN and TRANSPORT subroutine libraries are initializbefore being
used in the code. This is accomplished by the subroutine CHEMKWITIATION
(Figure 5.6) . The Linking Fileshem.as@andtran.ascare read in this subroutine
to create data arrays for use internally by the subroutime€HEMKIN and

TRANSPORT libraries.
5.6 Pre-and Post-Processing

Information on the number of grid points to be used, dimamsf the computational
domain, initial and boundary flow conditions, pressure é#qunaand ODE solver
related parameters, output locations radiation and cligmmsodel to be used and
paths to the linking files of CHEMKIN and TRANSPORT packagessangplied to

the code by means of input data files. Grid points at the baigsland the size of

the computational domain are describedrnashgen.ingiven in Appendix B.2. The
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output locations at which the program is asked to producelradd axial profiles of
the dependent variables are specifietbirations.ini(see Appendix B.3). All other
inputs mentioned above including path to tttem.as@andtran.ascfiles are made

through the file calledata.ini, a sample of which can be found in Appendix B.4.

During the execution, the code produces two different tygdeaw output files; one
in the form of snapshots at user defined multiples of the ste@-and the other
that contains the complete time history of the transienttsmt. In order not to
restrict the code to a specific test case and preserve itsajgy)ehe processing of
the raw output files is performed outside the code by meanspHrate FORTRAN
programs COMBINE and EXTRACT given in Appendices C.1-C.2. The farm
used to produce the transient output file which containgimé&tion up to any instant
within the time range of the solution. The axi-symmetric nmirimage of the two-
dimensional fields and input data for future executions dso lae obtained by this
program. The latter is utilized to extract radial profiledlué dependent variables at
the locations specified ilocations.ini The outputs obtained as result of processing
are compatible with the industry’s leading CFD visualizatenftware TECPLOT
10 [81].

5.7 Programming Language and Compilation of the Code

The programming language used in the present study is FORT8ANich is an
efficient language for engineering purposes. The readifylable library routines
which are written in FORTRAN 77 were used as obtained withmardforming to
FORTRAN 90. Dynamic array allocation was used throughoutcibde in order
to establish a proper foundation for its future paralldlma The program was
designed to run on any LINUX or WINDOWS platforms without nesitging
any modifications. The performance of the code was testeldl major compiler
distributions available such as Intel Fortran Compiler gigns 8.0, 9.0) and Compaq

Visual Fortran (versions 6.5, 6.6).
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CHAPTER 6

RESULTS AND DISCUSSION

6.1 Preamble

The development of the computer code under consideratiobeaiewed as a two-

stage process consisting of the following phases;

e Development of a non-iterative pressure based algorithmthi® solution of

momentum and energy equations,

e Incorporation of the solution of species and radiativegfanequations to the

developed algorithm.

Upon completion of each stage, the predictive performahteeacode was evaluated
by applying it to a test case and validating its predictiogaiast measurements and

numerical solutions available in the literature.

The test case selected to serve as a benchmark for the fgstste the turbulent gas
flow in a circular tube with strong wall heating studied by Béga and McEligot [47].
The mean axial velocity and temperature predictions of th@ecwas compared
against the experimental and numerical data availabledritierature. The ability
of the code to predict transient non-isothermal internal/$lovas demonstrated on

this test case.

The second test case, which serves as a benchmark for geeadiiating flows, was
the laminar methane-air diffusion flame studied by Mitcié8]. The predictions

of axial and radial velocity, temperature and major speci@scentrationsj) in
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the absence of a radiation modei} with gray radiation modeljii) with non-
gray radiation model, were validated against the experiaiteneasurements and
numerical solutions available on the test case. The trahsmutions produced by

the code for reacting radiating flows were also presented.

All simulations were carried out on a personal computer \Rigmtium IV 3.0 Ghz
processor having 2 Gb of RAM and running with Fedora Core 3.Qukikernel
2.6.5) operating system.

In what follows, the description of the test cases and thearigal results obtained

will be presented.

6.2 Test Case 1: Turbulent Gas Flow in a Circular Tube With
Strong Wall Heating

Test case one involves the experimental investigation wiutant flow of air in a
vertical pipe with strong wall heating studied by Shehatd BttEligot [47]. The

test rig shown schematically in Figure 6.1 consists of aic@rtresistively heated
circular test section of length exhausting directly to the atmosphere and preceeded
by a unheated entry region of lengtly for flow development. Air enters the
development section with a flat velocity profile and a fullyeleped turbulent profile

is obtained at the start of the test section. The experirheotalitions were designed

to approximate a uniform wall heat flux to air entering the section at a uniform

temperature.

A single hot wire sensor was utilized to measure the meaarstngse velocity and
temperature at three axial locations (z/D = 3.2, 14.2 an8)28long the heated test
section. The probe was employed as a hot wire for velocityso@snents and
as a resistance thermometer for pointwise temperaturesveCove and radiative
heat losses were reduced by insulating the tube with a thigérlof silica bubbles,
surrounded in turn by electrical heating tapes for guardiihga Details of the
experiment and the measurements can be found elsewhere [&&ometrical

parameters of the system and operating conditions usee muimerical simulations
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are given in Figure 6.1. It should be noted that the lengthhefunheated entry
region for fully developed profile utilized in this study wabtained from trial runs

with various entry lengths.
6.2.1 Grid and Time Step Sensitivity Study

In order to investigate the effect of grid density on the nrioa results, the code
was executed with three different set of grid points. In adogy order, these are

; 65x129 (set 1), 65161 (set 2) and 65513 (set 3) where in each pair the first
and second numbers correspond to the number of grid poimtsum z directions,
respectively. Figure 6.2 shows the comparison of the meda aglocity and
temperature profiles a/D = 14.2 obtained with the abovementioned resolutions.
As can be seen from the figure, the results produced with adethesolutions are
almost identical. Moreover, the CPU time requirement of #eoad and third sets
are 1.37 and 5.94 times that of the first set, respectivelgrdfbre, 65129 number

of grid points was selected as the grid resolution to be eyaplan the computations.

The time step to be used for stable time-dependent compusatias determined by
running the code with three different time steps;= 1 x 103 s, At = 1x 10~*

s andAt = 1 x 10~° s and with a resolution of 65129 grid points. Evaluation
of the results shows that it was not possible to capture tls¢eady nature of the
flow by usingAt = 1 x 10~3 s. Furthermore, utilization aft = 1 x 10~° s resulted
in an oscillatory pressure field compromising the stabitifythe solution. It was
At =1 x 10~* s which made it possible to obtain successful results by sunting
the problems associated with the former two time steps. Thus1 x 10~ s was

designated as the time step to be used in the calculations.
6.2.2 Steady State Results

Comparison of the radial profiles of the mean axial velocigdicted by the present
study, the experimental measurements [47], the DNS solltyoSatakeet al. [48]
and the predictions of the previously developed MOL based Cédiz [43] at three

axial locations are demonstrated in Figure 6.3. As can be Bem the figure, the
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Geometrical Parameters:

R=137cm
L;=20.0 cm
L,=80.0cm

z/D =24.5

Operating conditions:
Reynolds number based on inlet: Re = 4300
L. Pressure at the outlet: p = 1 atm

Wall temperature:
z/D =14.2

i) development section: 7, = 298 K
ii) heated test section: 7,, = T(z)

zID=32
Inlet stream:

Temperature: 7; = 298 K
Axial velocity: u; = 269.8 cm/s

Radial velocity: v; = 0.0 cm/s

R Lo

N

-
-

y

I =

Figure 6.1: Schematic representation of the test rig andatipg conditions.
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Figure 6.2: Radial profiles of mean axial velocity and tempeeat z/D = 14.2
computed with different grid resolutions.
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present predictions compare favorably with the measurtsreamd the DNS data,
particluarly at the first two axial locations, z/D = 3.2 anB z/ 14.2. The discrepancy
between the predictions and measurements increases wttaraenterline at the
last station, z/D = 24.5, reaching a value of 7% of the maxinm@asured velocity.

Nonetheless, the near-wall behavior is well captured dbedltions, an achievement

which was not possible with the previously developed co@é [4

The mean temperature profiles are illustrated in Figure @+gure shows that
the agreement between the predictions of this study and urerasnts is quite
satisfactory at all locations along the pipe. Moreover, éRperimental trends are
mimicked almost exactly at the last station which could rentehbeen achieved for
the velocity profile at the same location. Although this magra as a contradiction
at a first galnce, considering the fact that heat transfeinenvicinity of the wall is

mostly governed by conduction and velocities at this regganuch lower compared
to the centerline due to the thickening of the boundary layés not surprising to

observe such trends.

The axial pressure distribution at the centerline is presem Figure 6.5. Figure
displays that the pressure exhibits a linear trend and bes@qual to atmospheric
pressure at the end of the test section. The maximum diswgpaetween the
predictions and the measurements occurs towards theTitletis typical of pressure
based algorithms employing Neumann type boundary comdatighe inflow for the

solution of pressure equation.

The general structure of the flow under consideration istitated by means of
steady-state contours of axial and radial velocity, terajpee and pressure in

Figure 6.6.

It can be seen from the temperature contours that as a résudtaiatic heating, an
increasing temperature profile develops at the wall regctora maximum of 820
K at the exit. Consequently, the amount of heat penetratingrids the centerline
increases downstream. This effect tends to decrease tkgidsiand in turn leads to

flow acceleration as depicted by the axial velocity contodiise Reynolds number
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at the exit is approximately 3300 which points out to a lamizead flow [47, 83, 84]
considering that the inlet Reynolds number is 4300. Howellaryelocity profile
characteristic to turbulent flows is still visible at the letit The pressure contours
display that no significant change occurs in radial directie one would expect for
a typical pipe flow. Therefore, variation of radial compohefwvelocity is limited to

a narrow range (-8.0 to 0.2 cm/s) as illustrated by radiadaigl contours.
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Figure 6.3: Radial profiles of mean axial velocity at threeabiications.
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6.2.3 Transient Results

In order to demonstrate the predictive ability of the préssode for transient
solutions, it was executed for a final time gf= 0.4 s with a time step oAt =

1x 10~*s. The executions took about 1920 s fos@29 grid points.

Figures 6.7 shows the time development of the mean axiatiglteld by color
contours. The flow is initially at rest. As soon as the flowiaigs, a velocity
boundary layer starts to form near the solid surface. As firogresses, the boundary
layer gets thicker and velocity increases in the core regiom to the increase in
temperature. Despite the laminarizing effect of incregs@mperature, flat velocity

profile typical to turbulent flows remains persistent at thlow.

Time development of the mean temperature field is illustratd-igure 6.8. It can be
seen from the figure that, the thermal boundary layer thiskmecreases with time
as the amount of energy penetrating towards the centerlcreases and at steady-
state it covers almost three fourths of the radius. Unlikevilocity field exhibiting
turbulent characteristics, the temperature field at thBawutresembles laminar flow
with a nearly parabolic profile. This can be attributed to é&ensive heating rate
and relatively low Reynolds number combination used in theeerents which is

classified as being the borderline between laminar andwitodent regime [47].
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Figure 6.7: Time development of axial velocity field.
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Figure 6.8: Time development of temperature field.
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6.3 Test Case 2: Laminar Methane-Air Diffusion Flame

The problem to be investigated is a confined, steady, atneogplaxi-symmetric,
co-flowing laminar methane-air diffusion flame studied byd¥iell [45] in a vertical,
cylindrical laboratory flame burner. The burner, schenadiiicshown in Figure 6.9,
consists of two concentric brass tubes of r&landR,. Fuel flows through the inner
tube and air enters the system through the outer tube. Hiatityeprofiles inside
the tubes and uniform velocity distribution at the outlats maintained by several
screens packed inside the tubes made of perforated braseswith high thermal
conductivity is placed at the burner inlet to assure pdrailet flows with uniform
temperature profile. A pyrex glass cylinder is used to predauconfined flame and

to define the boundaries of the combustion system.

Technical grade methane (98% purity) and compressed aifedréo the burner
through their respective inlets. Critical orifices conttod flowrates of the methane
at 57 cm’/s and air at 187.7 chfs. Upon ignition, a cylindrical methane-
air diffusion flame of definite shape and height is producedh& system. The
resulting temperature and concentration profile€blf,, O», H,O, CO, CO,, NO,

H, andN, at three axial locations above the burnee(1.2, 24 and 50 cm) and
along the centerliner(= 0 cm) are measured. Temperature measurements were
performed using platinum vs. platinum-13% rhodium thermugates. Radiation and
conduction corrections were made to determine local gapdaesmures. Samples
were withdrawn from the burner with a quartz microprobe drehtanalyzed using

a gas chromatograph. Velocities were determined by a lasppler velocimetry
seeding the flame witfiO, particles. Details of the experimental apparatus and
analytical procedure are described in [45,46]. Geomdtpaemeters and operating

conditions used in the numerical simulations are shownguié 6.9
6.3.1 Grid and Time Step Sensitivity Study

The effect of grid density on the numerical results was eataldl by executing the
code for three different set of grid points in the absencedfative transfer model.

In ascending order, these are ;X339 (set 1), 65129 (set 2) and 65161 (set 3),
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A Geometrical Parameters:

R;=0.635 cm
R,=2.54 cm
L=30.0cm

Operating conditions:
Pressure at the exit of the burner: p = 1 atm

Wall temperature: T,, = 298 K

L Inlet streams:
i) Inner tube (Fuel side):
Inflow axial velocity: up = 4.5 cm/s
Inflow radial velocity: vy = 0.0 cm/s
Temperature: Tp =298 K
Composition: ¥, = 1.0
ii) Outer tube (Oxidizer side):

Inflow axial velocity: us = 9.88 cm/s

Inflow radial velocity: v4 = 0.0 cm/s

Temperature: T4 =298 K

Composition: ¥, =0.232, Yy, =0.768

Air Fuel Air

Figure 6.9: Schematic representation of the co-flowing jéuslon flame and
operating conditions.
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where in each pair the first and second numbers corresporet toumber of grid
points inr andz directions, respectively. Figure 6.10 shows the compariahe
axial velocity, temperature and mole fractions@®, andH,O profiles computed
atz= 2.4 cm with the abovementioned grid resolutions. As depictethb figure,
increasing the resolution beyond%529 grid points has no effect on the results and
profiles obtained with 65129 and 65161 grid points overlap each other. Hence,
65x 129 number of grid points was selected as the grid resoltidie employed in

the computations.

In order to determine the time step to be used for stable tependent calculations,
the code was executed with three different time stAps:; 1x 1074 s,At =1 x 10~°

s andAt = 1 x 1078 s and with a resolution of 65129 grid points. Upon testing, it
was seen thaht = 1 x 10~ s was not sufficient to overcome the stiffness brought
by combustion andt = 1 x 10~° s over-amplifies the source term of the pressure
Poisson equation (Equation (4.23)), hence leading to blestsolutions. Using

At =1x107°s on the other hand, it was possible to capture the transteretabment
and the physics of the flow without compromising the stapibf the solution.
Therefore,At = 1 x 10> s was designated as the time step to be utilized in the

calculations.
6.3.2 Numerical Results Without Radiation

The code was executed in the absence of a radiation mode$émicenly started flow
of fuel and air ignited at their intersection region for a fitime of t = 0.5 s with

the grid resolution and time step given above. Under thesditions, the executions
took about 20 hours of CPU time and the steady-state resuk#el are presented

below.

The radial profiles of temperature, axial velocity, molectrans of CHy, O,, COy,

H,O andN, at three axial locations above the burner inlet and axialilpsoalong
the centerline predicted by the code are plotted togethén thie experimental
data [45, 46] and the numerical solutions of Tarhan [1, 85faimied with the
previously developed code and a commercial CFD code (FLUEBMNF)gures 6.11-
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Figure 6.10: Radial profiles of axial velocity, temperatune]e fractions o0, and
H,0 at z = 2.4 cm computed with different grid resolutions.
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6.17.

Figure 6.11 shows the radial and axial profiles of tempeeatuAs can be seen
from the figure, temperature inside the flame increases toxanman at the flame
front and decreases sharply in radial direction outside¢hetion zone and towards
the wall. The flame height, defined as the location along timeckne where the
maximum temperature occurs, was computed as 7.4 cm, higgnethie experimental
value of 5.8 cm as displayed in the axial profile. Inspectidrramlial profiles
reveals that the predictions at the first axial locationdiwlithe experimental data
closely. However, temperatures are over-predicted, qaatily inside the flame, as
downstream locations are reached. This trend was alsoitediby the other two
numerical solutions displayed in the figure. This and therdigancy between the
predicted and measured flame heights can be attributeditalgkaction mechanism
employed in all of the presented numerical solutions. Sttpppevidence was found
in a study by Tarhan [1, 85] where it was shown that utilizatd multi-step reaction
mechanisms involving minor species suclC&sandH, actually lowers the adiabatic
flame temperature by lowering the total heat of reaction. dditeon, it was also
reported in the same study that the flame height predictibtermeed with five- and
ten-step reaction mechanisms were in excellent agreemiémttire experimental

measurement.

The radial and axial profiles of axial velocity are illusedtin Figure 6.12. As
can be seen from the radial profiles, the agreement betweemprdédicted and
measured velocities is closely related to the temperattedigtions of the code.
The experimental data is mimicked almost exactly at the &xsal location and
the agreement tends deteriorate at downstream locatiopgarantly, this is due
to the fact that over-predicted temperatures (owing to dasaons explained above)
lead to under-predicted densities and in turn over-predigelocities. Nonetheless,
comparisons with measurements reveal that the predictigeracy of the code is
better than that of the previously developed code and cambparto that of the
commercial one (FLUENT). The axial profiles plotted in theatce of experimental

data clearly shows the acceleration of the flow due to highp&atures resulting
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from the reaction.

Figures 6.13 show the radial and axial profile€éf, mole fractions. As can be seen
from the figure, predictions compare favorably with the nueasients. The absence
of measured data for methane at the axial locatierb.0 cm indicates that methane
is completely consumed before reaching this location. Trkbisd was not accurately
predicted in any of the presented numerical solutions. & @rofile along the

centerline display that all methane is consumed within #mge between the burner

inlet and the flame height as expected.

Outside the flame, oxygen concentration is almost equalstanlet value at all
axial locations as depicted by Figure 6.14. The experinhengasurements in
radial direction show that the concentration decreasesnonanum value inside
the reaction zone and then some of it is convected towardsdhterline where
temperatures are relatively lower (see Figure 6.11). Thal gxofile along the
centerline also indicates the presence of oxygen insiddlah® at lower heights.
This behavior can not be observed in the present predic@@nthe oxygen is
almost completely consumed inside the reaction zone ovarthe over-predicted
temperatures at this region of the burner. The absence lothefuel and the oxidant
inside the flame can be attributed to the global reaction em@sim employed [85].
On the whole, it can be said that the predictions agree reddpnvell with the

experimental data.

The profiles of major combustion produ€€, andH,O which are also significant
in radiative heat transfer calculations due to their aksgriemitting nature are
displayed in Figures 6.15 and 6.16. As depicted by the ragul@iles, both species
concentrations reach their peak values at the flame frontemeenperature is at its
maximum and then start to decrease towards the wall. Alomgehterline, bot@O,

andH,O concentrations increase sharply inside the flame convelciwdstream. On

the whole, the predictions and the experimental data anecellent agreement.

Figure 6.17 illustrates the radial and axial profilesNafmole fraction. As can be

seen from the figure, nitrogen diffuses into the flame zonellax@al locations.
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Axial profile shows thafN, mole fraction increases steeply just above the burner
inlet and attains its maximum after short distance from theti Predictions are in

good agreement with the experimental measurements.

Finally, the profiles of radial velocity at two axial locati® above the burner inlet
are presented in Figure 6.18. The predictions of the codecamgpared against
other numerical solutions due to the absence of experimamasurements. As
depicted by the figure, present predictions compare falpwaith the predictions of
Zhang [86] and FLUENT CFD code and they all follow the samedr@&rcontrast to
predictions of Tarhan [1] which deviate largely from thelseee in radial direction.

This discrepancy will also be illustrated in contour plotadlial velocity.
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6.3.3 Comparison of Numerical Results With and Without Radation

In order to investigate the effect of radiative heat tranafed the type of radiation
model on the numerical results, the code was executed wéal gnd non-gray
radiation models for the problem under consideration. Timeistion with the gray
radiation model was carried out in a transient fashion fonalfiime oft; = 0.5 s.
Time step used in the computations was1D° s and the number of grid points
employed for the CFD and radiation codes werex®39 and %17, respectively.
Under these conditions, the simulation took 25 hours of Ctéti The execution
with non-gray radiation model on the other hand, was peréaorby using the steady-
state velocity, temperature and major species solutiotiseofomputations without
radiation as initial conditions and with the same time steg grid resolutions used
for the simulation with gray radiation model. The CPU timeuieed to obtain

steady-state results for this case was found to be 158 hours.

The steady-state predictions obtained for the three cayesithout radiation;ii)
with gray radiation modelji) with non-gray radiation model; are compared with the
experimental data and other numerical solutions avaiialilee literature. The radial
profiles of temperature, axial velocity, mole fractiongd, Oz, CO,, H,O andN,

at three axial locations above the burner inlet and axidilpsalong the centerline
predicted by the code are plotted together with the experiahelata [45, 46] and
the numerical solutions of Uyguet al. [2] obtained with the previously developed
code having parabolic pressure scheme, in Figures 6.1-GRe contour plots of
the dependent variables for the three cases are also cainpérethe numerical
solutions of Tarhan [1, 85] and Uyget al.[2] in Figures 6.28-6.36. The relative
importance of radiation with respect to conduction is desti@ted by plotting
radiative and conductive heat fluxes at the tip of the flamaalFj, the efficiency

of the code is discussed in terms CPU time of the executions.

The radial and axial profiles of temperature and axial vijoare displayed in
Figures 6.19 and 6.20, respectively. As can be seen fromgheeB, no significant

discrepancy can be noticed between the predictions withvatigbut radiation at
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the first axial location. However, the effect of incorpooatiof radiation model
in the computations is visualized better as downstreantitmtaare reached. The
radial profiles with radiation at the secorm= 2.4 cm) and third{= 5.0 cm) axial
locations demonstrate that both axial velocity and tentpegapredictions follow
the experimental trends closer when compared to the resithsut radiaton and
numerical solutions of Uyguet al. [2]. In particular, the peak temperatures are in
favorable agreement with the experimental data. The ingm&ant of the results is
physically consistent with the fact that radiative heaséssfrom the flame lower
temperatures and in turn velocities. On the other hand, itfigt@nding the decrease
in temperatures, the flame height predictions remain uctgifieand was found to be

7.4 cm for both radiation models as depicted in the axial txeoire profile.

The major species profiles are illustrated in Figures 6.25.6As can be seen from
the figures, inclusion of radiation has only minor effect pesies predictions. The
profiles of CH4; and O, agree reasonably well with the experimental data. This is
attributed to the fact the effect of chemical reaction medra is more pronounced
on the species predictions than the effect radiative haatter [2]. Nevertheless,
the predictions of radiatively participating gas€X), and H,O, are in excellent
agreement with the experimental measurements. This pfadé®r confidence in
the accuracy of the radiative heat transfer calculationsesihe computation of
absorption coefficients and hence the radiative source wetimboth gray and non-

gray radiation models rely on the concentration€6h andH-O.

In an attempt to demonstrate the relative significance aatizd heat transfer with
respect to transfer by conduction, radial profiles of radtatind conductive heat
fluxes inr-direction at the tip of the flame & 7.4 cm) are plotted in Figure (6.26).
As can be seen from the figure, inside the flame, conductidreisuperior mode of
heat transfer owing to high temperature gradients ocagminthis region whereas
radiation is approximately ten times the transfer by cotidacoutside the flame.
This behavior is consistent with the numerical results cdztn[86] on the problem

under consideration.
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In order to present the reader a complete picture of the amisgtric diffusion
flame under consideration and perform a comparison of thdtsasith and without
radiation based on the complete flow field, steady-stateocosiof axial and radial
velocities, temperature, pressure, pressure and majoiesgsopleths are illustrated
in Figures 6.27-6.30.

As can be seen from the Figure 6.27, temperature fields éxtmibishape of a
typical diffusion flame. As expected, incorporation of &tdin yields lower flame
temperatures as an outcome of the radiative heat losseartioytar, the difference
between the temperature predictions with and without temtias as high as 200 K
inside the flame. Comparison of the fields given in the figureats/that the flame
predictions for all three cases presented in this studyhackdr and longer than those

obtained by Tarhan [1] (Figure 6.27(d)) and Uygaial. [2] (Figure 6.27(e)).

Axial velocity contours display that the flow accelerates th the core region.
Negative velocities (flow reversal) occur in the vicinitytbe wall as a consequence
of the large buoyancy forces produced by the heat releasetfre chemical reaction.
Inspection of the results with radiation (Figure 6.28(b))}6hows that the effect of

radiative loss presents itself as lowered velocities, ifipalty along the centerline.

The radial velocity contours given in Figure 6.29 show tha tlirection of the

velocities near the burner inlet are towards the centevlinieh causes air to flow to
the reaction zone. Also displayed by the figure is the fadtttieaeffect of radiation is

not pronounced on the radial velocity field where all confalots for all three cases
are almost identical. However, comparison of present ptiedis with the numerical
solutions of Tarhan [1] (Figure 6.29(d)) and Uygairal.[2] (Figure 6.29(e)) displays
significant disparities. This is attributed to the fundatakmlifferences between
the pressure based algorithm used in the present study anpatiabolic scheme

employed in [1,2].

The pressure contours for all three cases are illustratédgure 6.30. As can be
seen from the figure, pressure exhibits a linear trend andgmifisant variation in

r-direction can be observed. The pressure drop accross therbuas found to be

123



about 40 dyne/cfh

The isopleths of major species are illustrated in Figur84-6.35. As can be seen
from Figures 6.31-6.32, methane is depleted after a shstamtie from the burner
inlet and almost no oxygen is present inside the flame dueg@kbbal reaction
mechanism employed in the computations. Since the majofitiie production of
CO, andH,0 takes place at high temperatures, their isopleths exibisame trend
with the temperature contours (Figure 6.33-6.34). Nitrogehe excess species and
is present everywhere in the system except the burner Hilgaie 6.35). An overall
examination of the figures reveals that incorporation ofatawh has a minor effect

in the prediction of species.
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6.3.4 Comparison of Numerical Results With Gray and Non-grg Radiation

The comparison of the divergence of radiative heat flux fielatained with gray and
non-gray radiation models are illustrated in Figure 6.3ufe shows that the two
plots exhibit similar trends but with different magnitudd3ifferences between the
two fields can reach up to 100 % around the centerline. Howewgrection of the
results presented so far surprisingly reveals that thetedfiethese discrepancies on
the predictions obtained with gray and non-gray radiatiadets is insignificant. It
is true that in some regions of the flame the differences imab&tive source terms
correspond to temperature differences as high as 80 K. ¥effiéct on the major
species predictions remain limited. Moreover, the contpartal cost brought by the
non-gray radiation model [50, 60] employed in the presemd\sis extremely high.
Analysis shows that CPU time requirement of the executiotis mon-gray model is

approximately 30 times more than that with the gray radmatimdel.
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6.3.5 Transient Results

In order to demonstrate the predictive ability of the altfori developed in the present
study for transient solutions, time development of velpeihd temperature fields
obtained by executing the code with gray radiation modelter suddenly started
diffusion flame are presented in Figs. (6.37)-(6.38). Thméuwis initially filled with
air at room temperature and the flow is at rest. Fuel and alir éatoom temperature
are allowed to enter the system and ignition takes placeesantbersection region of
fuel and air by providing a small hot region (which is at 150pH{gher than the
ignition treshold value for a time period of 50 ms. Combustiterts immediately

and flame propagates to the burner exit.

Figure 6.7 shows the time development of the axial velocjtydlor contours and
streamlines. As can be seen from the figure, as soon as floariedtthe velocity
increases in the inlet region along the centerline due toease in temperature.
The flow starts to separate downstream yielding two largeadation cells that
are established on each side of the hot flame region. At ststady lower cells
merge with the upper ones, taking their final forms, and rarraethe system. Air is
entrained into the system at the system outlet to balancentimentum of the inlet
fuel and air streams along with the frictional losses at theld wall. The presence of
these recirculation cells reduces the total area avaifabtbe flow of the combustion
gases and hence the velocities are increased due to thermmrddfects of natural
convection and a reduced flow area. High velocity gradieptear in the whole

domain, where axial velocity varies in the range-80 cm/s to 360 cm/s.

Time development of temperature field is shown in Fig. 6.38.cAn be seen from
the figure, as soon as flow is started, reaction starts to take pmmediately and
high temperature region extends from the boundary of thedne oxidizer jets to
the symmetry axis. As time progresses, fuel and oxidizer lownstream resulting
in the shape of a typical diffusion flame during which a beitéxk type structure is
formed due to the presence of flow recirculations. After dagise from the inlet,

fuel is depleted and therefore, temperature starts to deereirther downstream.
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In an attempt to compare the transient predictions of thegmecode with those
obtained by Uyguet al.[2] (see Figures D.1-D.2) it was seen that the development
phases of the flames exhibit significant discrepancies,icpéatly in terms of
flame thicknesses where a broader flame was predicted withrésent algorithm
compared to one obtained by [2]. Morover, the final time regpito obtain steady-
state results was reported as 8.0 s as opposed to the 0.5 mubedresent study.
This is again attributed to the fundamental differencesvben the pressure based
algorithm used in the present study and the parabolic schamm@oyed in [2].
For comparison purposes, the transient solutions obtaigeldygur et al. [2] are

presented in Appendix D.
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Figure 6.37: Time development of streamline pattern anal ariocity obtained with
gray radiation model.
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Figure 6.38: Time development of temperature field obtawéd gray radiation
model.
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CHAPTER 7

CONCLUSIONS

In what preceeded, a non-iterative pressure based algofith the computation
of transient reacting radiating flows was presented. Therakgn consists of
splitting the solution of momentum, energy and species touainto a sequence
of predictor corrector stages. A semi-discrete approatibccthe Method of Lines
(MOL) which enables implicit time-integration at all spiitg stages was used for
the solution of conservation equations. The solution aptt pressure equation
for the determination of pressure field was performed by airgud (MUDPACK
package) solver. Radiative heat transfer calculations warged out by means
of incorporating previously developed gray and non-grajiatgon models into the
algorithm. A first order (global) reaction mechanism was kygd to account for

the chemistry.

The predictive performance of the algorithm was first dertratesd on a non-
isothermal flow problem involving turbulent flow of air in ar@tbgly heated pipe.
The steady-state predictions of the code were comparethsighie experimental
data, DNS results and numerical solutions obtained withptieeiously developed

code. Time development of axial velocity and temperatutddieere illustrated.

The code was then applied to the prediction of laminar mette@andiffusion flame
problem. The steady-state predictions obtained for thHevihg cases:i) without
radiation; ii) with gray radiation modeljii) with non-gray radiation model; are
validated against the experimental data and other nunmieot#ions available in the

literature. The effect of radiation and non-gray treatnadrthe radiative properties
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on the numerical results were investigated. The capalofitthe code to predict

transient reacting radiating flows was demonstrated onahregroblem.

The following is a summary of the conclusions drawn at the ehthe present

investigation:

e The MOL is an accurate and reliable method for the solutiooomiservation
eqguations enabling implicit time-integration at all sfifigy stages without extra

complexity in the formulations.

e The multi-grid solver employed in the code is an efficient foo the solution
of elliptic pressure equation which makes time-dependenhputations

feasible.

e Execution of the algorithm with more than one corrector stdg not bring

additional accuracy and increases the computationaltesigmificantly.

e The predicted velocity and temperature fields for non-isottal pipe flow
problem compare favorably with the experimental data andSRdlutions.

The transient solutions display expected trends.

e Despite the simplicity of the reaction mechanism employed the
computations, steady state velocity, temperature and rmggjecies mole
fraction predictions obtained with and without radiatioor fthe laminar
methane-air diffusion flame problem are overall in good egrent with the

experimental data.

e Incorporation of radiation transport in the simulations tsgnificant effect
on the resulting velocity and temperature fields and impsdhe predictions

considerably. Yet its effect is found to be minor on majorcspe predictions.

e Executions with both radiation models reveal that the n@y-gadiation model
considered in the present study produces similar resullstive gray model at

a considerably higher computational cost.
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On the whole, the algorithm developed is proved to be an effi@nd versatile tool
for the time-dependent computation of different flows scesaand its extension to
turbulent reacting radiating flows with the improvement loé¢ existing models is

highly promising.
7.1  Suggestions for Future Work

Based on the experience gained in the field of CFD, the follosvarg suggested for

the future extension of the work.

e The predictive accuracy of the code can be tested with ratéf- reaction

mechanisms involving minor species formation suc@sandNO.

e The results presented in this study were obtained by empidiie same ODE
solver (LSODES) for the solution of all conservation eqoasi. However, the
algorithm allows the use of different ODE solvers at eaclitsgy phase. The
code can be further improved in terms of CPU efficiency by thiezation
of different ODE solvers with varying stiffness for the s of each

conservation equation.

¢ Simple and complex soot models can be incorporated to thetoddvestigate

the soot formation process and its interaction with radigieat transfer.

e For an accurate and proper representation of turbulent flthvesformulation

used in the code should be extended to three dimensions.

e Considering the high computational cost of simulating tigbtiflows due to

fine grid resolution requirements, the algorithm should &ealtelized.
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APPENDIX A

ORDINATES AND WEIGHTS FOR S y
APPROXIMATIONS

Table A.1: Discrete ordinates for tl8y approximation for axisymmetric cylindrical
geometry.

Order of approximation Ordinates Weights
Hm NMm Sm Wm
S 0.5000000 0.7071068 0.5000000 3.1415927
S 0.2958759 0.2958759 0.9082483 1.0471976

0.2958759 0.9082483 0.2958759 1.0471976
0.9082483 0.2958759 0.2958759 1.0471976
S 0.1838670 0.1838670 0.9656013 0.3219034
0.1838670 0.6950514 0.6950514 0.7252938
0.6950514 0.1838670 0.6950514 0.7252938
0.1838670 0.9656013 0.1838670 0.3219034
0.6950514 0.6950514 0.1838670 0.7252938
0.9656013 0.1838670 0.1838670 0.3219034
S 0.1422555 0.1422555 0.9795543 0.3424718
0.1422555 0.5773503 0.8040087 0.1984568
0.5773503 0.1422555 0.8040087 0.1984568
0.1422555 0.8040087 0.5773503 0.1984568
0.5773503 0.5773503 0.5773503 0.9234358
0.8040087 0.1422555 0.5773503 0.1984568
0.1422555 0.9795543 0.1422555 0.3424718
0.5773503 0.8040087 0.1422555 0.1984568
0.8040087 0.5773503 0.1422555 0.1984568
0.9795543 0.1422555 0.1422555 0.3424718
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APPENDIX B

INPUT FILES

B.1 CHEM.INP
ELEMENTS C H O N END

SPECIES CH4 @2 H20 CO2 N2 END
REACTI ONS

END

B.2 MESHGEN.INI

NR Nz Rs Rf Zs Zf aR az

41 101 0.0000D0  0.5000d0 0. 0000D0 1.5000D1 0.50D0 0.50D0

EE R xR
LR R R R R R R R R R R R R R R

R R R R R R E ]

NR NZ Rs Rf Zs Zf aR az

65 129 0.0000D0  1.3700dO 0.0000D0 1.000D2 0.50D0 0.50D0

LR R R R R R S S R R R R R R S R R R
R R R R R

kkhkkhkkhkkhkhkhkhkkhkkhkkhkkkhkhkhkhkhkhkhkhkhkhhhhhhhhhhhhhhkhkhkhkhkhkhkhkhdhdhhhhhhhhhhkhkhhkhkhkhkhkkkkhkx*x*

NR Nz Rs Rf Zs Zf aR az

65 129 0. 0000D0 2.5400d0 0. 0000D0 3. 000D1 0.50D0 0.50D0

R R R R R R R R R R R R
kkhkkhkkhkhkhkhkhkkhkkhkkhkkkhkhkhkhkhkhkhkhkhhhhhhhhhhhhhhkhkhkhkhkhkhkhkhkhhhhhhhhhhhhhhhhkhkhkhkhkhkhkkkhhx*x*x

EEEEE S SRS S S SRR EEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEREESEESEERE
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B.3

LOCATIONS.INI

Qut put locations - Test Case 1
radi al tol erance 0.10 ' [rtol] I cm
radial location 1 0. 00 Vo [r_ 1] I cm
radial |ocation 2 0.20 o [r_2] I cm
radi al location 3 0. 30 b [r_3] I cm
radial |ocation 4 0. 40 I [r_4] I cm
radi al location 5 0. 45 I [r_5] I cm
axi al tolerance 0. 40 I [ztol] I cm
axial location 1 28.77 [ | I cm
axial location 2 0. 00 o[r_2] I cm
axial location 3 58.91 o [1_3] I cm
axial location 4 0. 00 11 4] I cm
axial location 5 87. 13 I [1_5] I cm
Qut put | ocations - Test Case 2
radi al tol erance 0.1 ' [rtol] I cm
radial location 1 0.0 1o [r_1] I cm
radi al location 2 0.2 Vo [r_2] I cm
radial |ocation 3 0.3 I [r_3] I cm
radi al location 4 0.4 1o [r_4] I cm
radial |ocation 5 0.5 I [r_5] I cm
axial tolerance 0.4 I [ztol] I cm
axial location 1 1.2 [ | I cm
axial location 2 0.0 o I1_2] I cm
axial location 3 2.4 b [r_3] I cm
axial location 4 0.0 [ _4] I cm
axial location 5 5.0 I [1_.5] I cm
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B.4

DATA.INI

Definitions of the parameters value ! parameter ! unit/explanation
program ID 3 ! [progid] ! Methane-Air Diffusion Flame
Mesh related
orientation 1 ! [igeom] ! O=horizontal, l=vertical
number of subdomains 1 ! [ndomain] I
grid set to be used from meshgen.ini 3 ! [gridset] ! see meshgen.ini
total number of grid points in r-direction 65 v [m] ! irp*(2** (ier-1))+1
total number of grid points in z-direction : 129 ! [n] ! Jzg* (2% (jez-1))+1
fuel inlet grid location H 1 ! [ibottom] b=
fuel inlet grid location 17 ! [itop] 1 -
Algorithm related
formulation B 2 ! [ipressure] ! see bottom of the page
pressure equation solved by : 2 ! [ipsoln] ! 1=FISHPACK, 2=MUDPACK
number of momentum phases H 2 ! [nstage_m] 1 -
number of energy phases 2 ! [nstage_e] r-
number of species phases 2 ! [nstage_s] [
Time integration related
initial data 1 I [incond] ! 0=rest, l=input file
initial time 0.5d+0 ! [t0] s
final time 0.6d+0 bo[tf) s
time step 1.0d-5 I [delt] ! s
window time H 5.0d-2 ! [twind] s
number of frames : 100 ! [nframe] !
frequency of desired instant results : 5 ! [ip_freq] ! @ ip_freg*delt intervals
ODE solver related
odesolver : 2 I [iodesolv] ! 1=ROWMAP, 2=LSODES, 3=E-F, 4=E-C
length of array work used in odesolver H 10000000 ! [lrw] ! -
length of array iwork used in odesolver 90 ! [1liw] b=
relative tolerance rtol for odesolver 1.0d-4 ! [rtol] -
absolute tolerance atol for odesolver 1.0d-4 ! [atol] -
Poisson solver related
max. number of multi-grid cycles : 1 ! [maxcy] [
method of relaxation H 0 ! [method] ! O=point, 3=line relax. in ré&z
order of approximation 4 ! [morder] ! -
Flow related
Reynolds number B 36.3d0 ! [reynolds] ! based on fuel inlet velocity
reference temperature 298.0d+0 I [t_ref] I K
reference pressure 1.01325d+6 ! [p_ref] ! dyn/cm2
Reaction related
fuel inlet velocity H 4.50d+0 ! [u_fuel] ! em/s
oxidizer inlet velocity : 9.88d+0 ! [u_oxid] ! cm/s
heat of reaction B 5.0016d+4 ! [Q_heat] ! ergs/g
average specific heat 1.5980d+0 ! [cp_heat] ! ergs/g.K
reaction mechanism 1 ! [mech_no] ! see bottom of the page
chemkin linking files path object/lstep/ ! [chemkin_path] ! -
Radiation related
radiation 1 ! [irad] ! O=none, l=exists
radiation to flow grid ratio in r 8 ! [rfr] !
radiation to flow grid ratio in z 8 1 [rfz] !
order of approximation H 4 ! [ns_rad] !
initial time for radiation : 0.0d0 ! [tO0_rad] !
final time for radiation H 10.0d0 ! [tf_rad] !
print time for radiation 1.d0 ! [tp_rad] !
error for ode solver 1.0d-3 ! [errode_rad] !
error for convergence 2.0d0 | [errconv_rad] !
initial condition for radiation H 1.0d2 ! [xi0_rad] ! W/m2-sr
component indicator H 3 ! [n_comp] ! l=water, 2=C02, 3=mixtr
total pressure indicator : 1 ! [n_pres] b=
total pressure H 1.0d0 ! [p_total] ! bar
mol fraction of water vapor 1.0d0 ! [xh20] b=
mol fraction of carbon dioxide 0.0d0 ! [xco2] b=
emissivity @ z=0 (wall 2) : 1.0d0 | [ebd_rad2] [
emissivity @ r=R (wall 3) H 1.0d0 ! [ebd_rad3] r—-
emissivity @ z=L (wall 4) : 1.0d0 ! [ebd_rad4] I
Explanations:
[mech_no] | reaction mechanisms chemkin linking files path
[-1] | non-reacting flow ! l-step/
[ 0] | flame-sheet ! l-step/
[ 1] | l-step rxn. mech. by Khalil et al. (1975). ! l-step/
[ 2] | l-step rxn. mech. by Westbrook and Dryer, (1981) ! l-step/
[3] | l-step rxn. mech. by Bui-Pham, (1992) (Thesis of Hsu) ! 1-step/
[ 4] | 2-step rxn. mech. by Pember et al., (1998) ! 2-step/
[ 5] | 5-step rxn. mech. by Mallampalli et al., (1996) (Chen) ! 5-step-chen/
[ 6] | 10-step rxn. mech. by Chen, (1997) !10-step-chen/
[ 7 | full chemistry !gri-mech-1.2/
[ipressure] | Formulation of the governing equations
[ 1] | Non-conservative & incompressible
[ 21 | Non-conservative & compressible
[ 31 | Conservative & compressible
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APPENDIX C

SOURCE CODES

C.1 Program COMBINE

| HHHHHRRHHHHHA BB HHHHH R HH AR R R R AR R R R

| ## #it
\##  This programis for post processing of output files ##t
| #it Oiginally devel oped by Tanil Tarhan, Cct ober 2003 #t
'## Mdified by A Bilge Uygur, June 2005 #it
| ## ##

| BH AR AR AR AR R AR AR AR AR R R R RS R AR R R AR AR R R R

VR R T R T
nmodul e conmon_header
implicit none
| HHBHH B H B H R H R R R H R H R R R R R R R
|
I... double precision
integer, paraneter :: prec =8 !(double)

I'... nunber of subdomains
integer :: ndonain
integer, allocatable, dinmension(:) :: ndom

I'... nunber of grid points in r- and z-direction in main domain
nteger :: m
nteger :: n

nt eger paraneters

i
integer :: i, j, k, ifile
integer :: is, nv, izone, nvar
integer :: noin, noch, nost, nosy, noex, nws, nwe
integer :: status
integer :: ich4,io02,ih20,ico02,ico,in2
integer :: icode,igeom nech_no, progid
integer :: ier,irp,jzq,jez

|

... nane of the files
character (len = 2) :: char_nos
character (len = 120) :: inputfile
character (len = 16) :: nane_unused

... variables to be read fromthe files
real (kind=prec), allocatable, dinmension(:,:,:) :: variables
character(len = 16), allocatable, dinmension(:) :: nanme_read
[

| HH A H A H
L L R R L s

end nodul e conmon_header
| HEHEHEH SR AR AR R B R AR R R AR R R B R AR R SRR R R R R
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| HHHHHBHHHBHH B H AR H R H R H AR H R H R H R R H R
program out put _anal ysi s
use conmon_header
inplicit none
| HHBHHBHHHHHH B R H R R R H R R H R R R
|
I... pronpt for the type of execution carried out
wite (*,1000)

wite (*,1001) '[1] : code : sequential | results: all ’
wite (*,1001) '[2] : code : parallel | results: all ’
wite (*,1001) '[3] : code : sequential | results: instant
wite (*,1001) '[4] : <code : parallel | results: instant

wite (*,1002)
read (*,1003) icode

... read input data fromfile [../data.in]
call read_paraneters
if (igeom==0) &

wite(*,*) outputs will be formed for horizontal geonetry
if (igeom==1) &

wite(*,*) outputs will be formed for vertical geonmetry
if (progid < 3) &

wite(*,*) 'species will be excluded fromdata files

wite(*,1002)

... open input and output files
call open_files

... if instant results are to be produced then set izone to 1

if( icode == 3) then

izone = 1

goto 100

endi f

if( icode == 4) then

izone = 1

goto 100

endi f

... if transient results are to be produced enter the number of zone
wite(x,*) '(?) enter the nunmber of zone =
read (*,*) izone

... read all the zone
100 conti nue

if( icode == 1) call seqg_conbine
if( icode == 2) call par_conbine
if( icode == 3) call seqg_conbine
if( icode == 4) call par_conbine

... extract final zone from conbi ned data
call extract_steady_state

!... extract mmjor variable
if (progid == 3) then
call extract_major_variabl es
endi f

... create the symretric output file
call create_symetry

|

... formats

1000 format (74('-')/,1x,’ SELECT ONE OF THE FOLLOW NGS:’ &

AL TAC-T))

1001 format (1x,A)

1002 format (74('-"))

1003 format(i10)

| HHH A A
end program out put _anal ysi s
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| SRR R

| HHH A A A
subroutine read_paraneters
use common_header
implicit none

| HHHBHBHAH AR R A R R A R R R R R R
character (len=100) :: datafile
datafile = '../data.ini’

I... open data.in to read necessary infornation
open (51,file=datafile)

read fromdata.in

do i=1,3
read (51, ~*) ! # of lines to skip to reach progid
enddo
read (51, 100) progid
wite(*,*)progid
do i=1,3
read (51, *) ! # of lines to skip to reach igeom
enddo
read (51, 100) igeom
wite(*,*)igeom
read (51, 100) ndomai n
write(*,*)ndomain
read (51, ~*) ! skip 1 line to reach grids
read (51,100) m
wite(*,*)m
read (51,100) n
cl ose (51)
|
|
... formats
100 f or mat (46x, 1i 16)
!
| B B R R R B R B B R S R
return
end subroutine
| HHH A A

| b b b b b b b b b b b b b b b b b b b b b b b A
L L L S s

subroutine open_files
use common_header
inplicit none
| HHH A A A
got o( 100, 200, 300, 400) i code

! sequential code output files (domDall.plt)

100 conti nue
i =0
wite (char_nos, '(11)")
inputfile = "dom // trim(char_nos) // 'all.plt’

... set the nunber of the files

noin = 10
nocb = 11
nost = 12
nosy = 13
noex = 14
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open (noin,file=inputfile)

open (noch, file="seq_conb.plt’)

open (nost,file="seq_stst.plt")

open (nosy,file="seq_symmplt’)

if (progid == 3) open (noex,file="nr_stst.plt’)
goto 500

paral l el code output files (donXall.plt)

200 conti nue
do i =1, ndonmin

... convert the nos nunber to character to use in naneing the files
if (i <=9) wite (char_nos, "(11)")
if (i > 9) wite (char_nos, "(12)") i

... set the nanes of the files
inputfile = "dom // trim(char_nos) // "all.plt’

... set the number of the files
noin =15 +

... open the input files
open (noin,file=inputfile)
enddo

!... open the output files

nocb = 11
nost = 12
nosy = 13
noex = 14

open (noch, file=" par_conb.plt")

open (nost,file="par_stst.plt")

open (nosy,file=" par_symmplt’)

if (progid == 3) open (noex,file="njr_stst.plt’)
goto 500

i nstant sequential code output files (outputO.plt)

300 conti nue

i =0

wite (char_nos, '(11)")

inputfile = 'output’ // trin{char_nos) // '.plt
!
!... open the output files

noin = 10

noch = 11

nost = 12

nosy = 13

noex = 14

open (noin,file=inputfile)

open (noch,file="seq_conb.plt’)

open (nost,file="seq_stst.plt")

open (nosy,file="seq_symmplt’)

if (progid == 3) open (noex,file="njr_stst.plt’)
goto 500

instant parallel code output files (outputX plt)

400 conti nue
do i =1, ndonmin

... convert the nos nunber to character to use in naneing the files

if (i <=9) wite (char_nos, '(11)")
if (i > 9) wite (char_nos, '(12)")
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I... set the names of the files
inputfile = 'output’ // trin{char_nos) // '.plt’

... set the nunber of the files
noin =15 +

... open the input files
open (noin,file=inputfile)
enddo

... open the output files

noch = 11
nost = 12
nosy = 13
noex = 14

open (noch, file="par_conb.plt")

open (nost,file="par_stst.plt")

open (nosy,file="par_symmplt’)

if (progid == 3) open (noex,file="njr_stst.plt’)
goto 500

|
... continue
500 conti nue
| SR R R T R R R R i
return
end subroutine open_files

| b b b b b b b b b b b b b b b b b b b A
L L L R S s

VP RS S
subroutine seq_conbi ne
use common_header
inplicit none

VA A G A A I S G I A
wite (*,1000)

... read the nunber of variables fromthe input file
read (noin, 300) nvar

... allocate read arrays
al | ocate (variabl es(nvar, mn), stat=status)
al | ocate (nane_read(nvar) , stat=status)

... read the name of the variables
read (noin,*) name_unused, name_unused, (nanme_r ead(k), k=1, nvar)

non-reacting flowinitiation

if (progid < 3) then

if (igeom== 0) then I'horizontal orientation
write (nocb,90) 'variables = "z" "r" "u" "v" "t" "p" "divq"
endi f
I,
if (igeom== 1) then lvertical orientation
write (nocb,90) 'variables = "r" "z" "u" "v" "t" "p" "divq"
endi f
endi f
I,
!
[ reacting flow initiation
!
if (progid == 3) then
I,
if (igeom== 0) then I'horizontal orientation
write (noch,90) 'variables = "z" "r" "u" "v' "t" "p" "divg" "s"’ &
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(" " ,nanme_read(k),'" ', k=9, nvar)

endi f
|
if (igeom== 1) then lvertical orientation
wite (noch,90) 'variables = "r" "z" "u" "v" "t" "p" "divg" "s"' &
, (" ", nane_read(k),’ " ', k=9, nvar)
endi f
endi f

read all zone information frominput file

do k=1,izone
wite (*,1003) k

... skip the line containing "zone" in the input file
read (noin, 400)

... wite the zone information to the output file
wite (nocb,100) n, m

... read data frominput file and wite to ouput file
do i=1,m
do j=1,n
read (noin,200) (variables(nv,i,j), nv=1, nvar)
enddo

... wite data to output file
do j=1,n
write (noch,200) (variables(nv,i,j), nv=l, nvar)
enddo
enddo
enddo
cl ose(noin)

output file created: print its name

wite (*,1002) ' seqg_conb.plt
wite (*,1001)

[

!

... formats
90 format (A, 100A)
100 format (10h zone i=i4,2h, ,6h j=,14,2h, ,10h f=point )

200 format (100e16.5)

300 format (16x,i4)

400 format (10x,i4)

1000 format (74('-')/,1x,’ Conbining process started &

AL TAC-T))
1001 format (74(’-')/,1x,’ Conbining process ended &
AL TAC-T))
1002 format (1x,’'---> output =", A)
1003 format (1x,’'---> zone =',1i4)
| HHHHHBHHHBHH B H AR H R H AR H R H R H R R H R

return
end subroutine seq_conbi ne
| HHRHHBHH R H R H B R H R R R H R R R R R R R R R R

| HHH A A
subroutine par_conbi ne
use common_header
inmplicit none

| HHHE R R R R R R R R R
wite (*,1000)

!

160



read the nunber of variables fromthe input file
do i=1, ndomain

noin = 15 +

read (noin, 300) nvar

enddo

al l ocate all the arrays

al | ocate ( ndon{ ndonei n ), stat=status)
al | ocate (variabl es(nvar, mn), stat=status)
al | ocate (nane_read(nvar) , stat=status)

read the nane of the variables

do i=1, ndomain

noin = 15 +

read (noin,*) name_unused, name_unused, (nane_read(k), k=1, nvar)
enddo

non-reacting flow initiation

if (progid < 3) then

if (igeom== 0) then lhorizontal orientation

wite (nocb,90) 'variables = "z" "r" "u" "v" "t" "p" "divqg"
endi f

if (igeom== 1) then lvertical orientation

wite (nocb,90) 'variables = "r" "z" "u" "v" "t" "p" "divqg"
endi f

endi f

reacting flow initiation

if (progid == 3) then

if (igeom== 0) then I'horizontal orientation

wite (noch,90) 'variables = "z" "r" "u" "v" "t" "p" "divg" "s"
, (" " ,nane_read(k),’" ', k=9, nvar)

endi f

if (igeom== 1) then lvertical orientation

write (nocb,90) 'variables = "r" "z" "u" "v" "t" "p" "divqg" "s"
(" " ,nane_read(k),’" ', k=9, nvar)

endi f

endi f

read all zone information frominput file

zone : do k=1,izone
wite (*,1003) k

wite the zone information to the output file
wite (nocb,100) n, m

read the number of grid point of the current domain
do i =1, ndomain

noin = 15 +

read (noin, 400) ndomn(i)

enddo

read data fromeach input file and wite to output file
do i=1,m

do is=1, ndomai n

noin = 15 + is

nws =4

nwe = ndon(is)-3

if(is == ) nws =1
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if(is == ndomain) nwe = ndon(is)
... read data frominput file
do j =1, ndom(is)
read (noin,200) (variables(nv,i,j), nv=1, nvar)
enddo
... wite data to output file
do j =nws, nwe
write (noch,200) (variables(nv,i,j), nv=l,nvar)
enddo
enddo
enddo
enddo zone
cl ose(noin)

output file created: print its nane

wite (*,1002) ' par_conb.plt
wite (*,1001)

[

!

... formats
90 format (A 100A)
100 format (10h zone i=i4,2h, ,6h j=,i4,2h, ,10h f=point )

200 format (100el6.5)

300 format (16x,i4)

400 format (10x, 1i 4)

1000 format (74('-')/,1x,’ Conbining process started &

L TAC-T))

1001 format (74('-')/,1x,’ Conmbining process ended &
AL TAC )

1002 format (1x,’'---> output = ,A)

1003 format (1x,’'---> zone =, 1i4)

| HH A H A H
L L L R S s

return
end subroutine par_conbi ne
| B

| HHHHH R R A R R A R R R A R R R R R R R R R
subroutine extract_steady_state
use common_header
implicit none

| BRI
wite (*,1000)

!
!
! read data from conbined file
!

rewi nd (noch)
read (noch, *)

do k=1,izone-1
read (noch, *)

do i=1,m

do j=1,n

read (noch, )
enddo

enddo

wite (*,1003) k
enddo

read (noch, *)

do i=1,m

do j=1,n

read (noch, 200) (variables(nv,i,j), nv=1, nvar)
enddo
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enddo
wite (*,1004) izone

non-reacting flow initiation

if (progid < 3) then

wite (nost,80) '# of variables:’, nvar

if (igeom== 0) then I'horizontal orientation
wite (nost,90) 'variables = "z" "r" "u" "v" "t" "p" "divqg"
endi f
|
if (igeom== 1) then lvertical orientation
wite (nost,90) 'variables = "r" "z" "u" "v" "t" "p" "divqg"
endi f
endi f

reacting flowinitiation

if (progid == 3) then

wite (nost,80) '# of variables:’, nvar

if (igeom== 0) then I'horizontal orientation

wite (nost,90) ’'variables = "z" "r" "u" "v" "t" "p" "divq" "s"'&
, (" " ,nanme_read(k),’" ', k=9, nvar)

endi f

|

if (igeom== 1) then lvertical orientation

wite (nost,90) 'variables = "r" "z" "u" "v" "t" "p" "divg" "s"' &
, (" " ,nane_read(k),’" ', k=9, nvar)

endi f

endi f

wite down the variables in tecplot fornat

wite (nost,100) n, m

do i=1,m

do j=1,n

wite (nost,200) (variables(nv,i,j), nv=l, nvar)
enddo

enddo

output file created: print its name

if( icode == 1) wite (*,1002) ' seq_stst.plt
if( icode == 2 ) wite (*,1002) ' par_stst.plt’
wite (*,1001)

|

!

... formats

80 format (Ai4)

90 format (A, 100A)

100 format (10h zone i=i4,2h, ,6h j=,14,2h, ,10h f=point )

200 format (100e16.5)

1000 format (74('-')/,1x,’ Steady state results are being extracted &

A TA(0-7))
1001 format (74('-')/,1x,’ Steady state results were forned’ &
A TA(0-7))
1002 format (1x,’'---> output =, A)
1003 format (1x,’---> zone =", 1i 4, 2x, ' ski pped’)
1004 format (1x,’'---> zone =',1i4,2x,"is being extracted)
| HHHBHBHBHBH B H B H BB AR R R R R R R R

return
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end subroutine extract_steady_state
VR T AT A R R R A T A A T

| HHBHHBHHHHHH B H B R H B H R H R H R R H R H R
subroutine extract_nmjor_vari abl es
use common_header
inplicit none

| b b b b b b b b b b b b b b b b b b b
L L L L R L s

[
... this subroutine extracts the variables of interest if there
... are many and is used for reacting flows

rewi nd( nost)

... start conbining
wite (*,1000)

... read first line fromeach input file
read (nost, 10) nvar
wite(*,*) nvar

... read the nane of the variables
read (nost,*) name_unused, name_unused, (nanme_read(k), k=1, nvar)

... ‘identify the species indices
call major_species_identifier
wite(x,~) after major_species_identifier’

reacting flowinitiation

if (igeom== 0) then

wite (noex,*) ' variables = "z" "r" "u" "v" "ch4" "o02" &
"h20" "co2" "n2" "t" "p" "divg" "s"

endi f

if (igeom== 1) then

wite (noex,*) ' variables ="r z u v" "ch4" "o02" &
"h20" "co2" "n2" "t" "p" "divg" "s"

endi f
wite (noex,100) n, m

read fromthe input file and wite to output file

read a line fromeach input file
read (nost, 400)

... read fromdonXall.dat and wite to
do i=1,m
do j=1,n
read (nost,200) (variables(nv,i,j), nv=l, nvar)
enddo
... wite to fort.91
do j=1,n
wite (noex, 200) (variables(nv,i,j), nv=l,4) &

,variables(ich4,i,j),variables( i02,i,j) &
,variabl es(ih2o,i,j),variables(ico2,i,j) &
,variables( in2,i,j),variabl es( 5i,j) &
,vari abl es( 6,i,j),variabl es( 7,i,]) &
,vari abl es( 8,1,j)

enddo

enddo

cl ose (nost)
cl ose (noex)

... output file created: print its nane
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wite (*,1002) ' steadyst.plt
wite (*,1001)

formats

format (15x,i4)

format (A i4)

format (A 100A)

format (10h zone i=i3,2h, ,6h j=,13,2h, ,10h f=point
format (10h zone i=,13,2h, ,10h f=point )

format (100e16.5)

format (10x, 1i 3)

format (74('-')/,1x, Extraction process started ,/,74('-"))
format (74('-')/,1x,’ Extraction process ended’,/,74(’-"))
format (1x,’'---> output = ,A)

)

| A A A

end subroutine extract_mmjor_vari abl es
| HEHEHEH SR AR SRR B R AR R B R AR R R R AR R R A R R R R

VIR R T R R T R T R T R i T R

| HHHHH BRI R R R AR R R R R R R R R R

subroutine create_symetry
use conmmon_header
inplicit none

mrror inmage creation starts
wite (*,1000)

non-reacting flow initiation

if (progid < 3) then

rewi nd (noch)
read (noch, )

if (igeom== 0) then l'horizontal orientation

wite (nosy,90) 'variables = "z" "r" "u" "v" "t" "p" "divqg"

endi f

if (igeom== 1) then lvertical orientation

write (nosy,90) 'variables = "r" "z" "u" "v' "t" "p" "divg"

endi f

endi f

reacting flow initiation

if (progid == 3) then

if (igeom== 0) then I'horizontal orientation

wite (nosy,90) 'variables = "z" "r" "u" "v" "t" "p" "divg" "s"' &
, (""", nane_read(k),'" ', k=9, nvar)

endi f

if (igeom== 1) then lvertical orientation

wite (nosy,90) 'variables = "r" "z" "u" "v" "t" "p" "divq" "s"'&
, (""", nane_read(k),'" ', k=9, nvar)

endi f

endi f

Mrror image for non-reacting flows

165



if (progid < 3) then

for horizontal configuration

if (igeom== 0) then
zone_synhnr : do k=1,izone
wite (*,1003) k

read from conbi ned. plt

read (noch, *)

do i=1, m

do j=1,n

read (noch, 200) (variables(nv,i,j), nv=1, nvar)
enddo

enddo

wite to symetry. plt
wite (nosy,100) n, m2

doi=m1,-1

do j=1,n

wite (nosy,200) variables(1,i,j),-variables(2,i,j), &
variabl es(3,i,j), variables(4,i,j), &
variabl es(5,i,j), variables(6,i,j), &
variables(7,i,j)

enddo

enddo

do i=1,m

do j=1,n

wite (nosy, 200) (variables(nv,i,j), nv=l, nvar)

enddo

enddo

enddo zone_synhnr

cl ose (nosy)

cl ose (noch)

endi f

for vertical configuration

if (igeom== 1) then

zone_synvnr : do k=1,izone

wite (*,1003) k

read from conbined. plt

read (noch, *)

do i=1,m

do j=1,n

read (noch, 200) (variables(nv,i,j), nv=1, nvar)

enddo

enddo

wite to symmetry. plt

wite (nosy,100) n, m2

doi=m1l,-1

do j=1,n

wite (nosy, 200) -variables(1,i,j), variables(2,i,j), &
variables(3,i,j), variables(4,i,j), &
variabl es(5,i,j), variables(6,i,j), &

variables(7,i,j)
enddo
enddo
do i=1,m
do j=1,n
wite (nosy, 200) (variables(nv,i,j), nv=1, nvar)
enddo
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enddo

enddo zone_synvnr
cl ose (nosy)

cl ose (noch)
endi f

endi f

Mrror inage for reacting flows

if (progid == 3) then

for horizontal configuration

if (igeom== 0) then
zone_synhr : do k=1,izone
wite (*,1003) k

read from conbined. plt

read (noch, *)

do i=1,m

do j=1,n

read (noch, 200) (variables(nv,i,j), nv=1, nvar)
enddo

enddo

wite to symetry. plt

wite (nosy,100) n, m2

doi=m1,-1

do j=1,n

wite (nosy,200) variables(1,i,j),-variables(2,i,j),
variables(3,i,j), variables(4,i,j),
(variables(nv,i,j), nv=5, nvar)

enddo

enddo

do i=1,m

do j=1,n

wite (nosy,200) (variables(nv,i,j), nv=l, nvar)

enddo

enddo

enddo zone_synhr

cl ose (nosy)

cl ose (noch)

endi f

&
&

for vertical configuration

if (igeom== 1) then
zone_synvr : do k=1,izone
wite (*,1003) k

read from conbi ned. plt

read (noch, *)

doi=1,m

do j=1,n

read (noch, 200) (variables(nv,i,j), nv=1, nvar)
enddo

enddo

wite to symetry. plt

wite (nosy,100) n, m2

doi=m1,-1

do j=1,n

wite (nosy, 200) -variables(1,i,j), variables(2,i,j),
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variabl es(3,i,j), variables(4,i,j), &
(variables(nv,i,j), nv=5,nvar)

enddo

enddo

do i=1,m

do j=1,n

wite (nosy, 200) (variables(nv,i,j), nv=l, nvar)

enddo

enddo

enddo zone_synvr

cl ose (nosy)

cl ose (noch)

endi f

endi f

mrror creation ends: print output file nanmes

if( icode == 1) wite (*,1002) ' seq_symmplt
if( icode == 2 ) wite (*,1002) ' par_symmplt
wite (*,1001)

|

!

... formats

80 format (Ai4)

90 format (A, 100A)

100 format (10h zone i=,i3,2h, ,6h j=,13,2h, ,10h f=point )

200 f or mat (100e16. 5)

1000 format (74(’-")/,1x,’ Symmetric output creation started &

L7400 -7))
1001 format (74(’-')/,1x,’ Symmetric output were forned &
A TA(0-7))
1002 format (1x,’'---> output =, A)
1003 format (1x,’'---> zone =, 1i 4)
| HHBHHBHH PR H B SR H R H R R H R R R R H R R

return
end subroutine create_symetry
| HHBHHBHH R H B R R R R R R R H R R R

| b b b b b b b b b b b b b
L L L L S R

subroutine major_species_identifier
... This subroutine determ nes the indices for major species
use common_header
inplicit none
VP R R
do k=1, nvar

if(nane_read(k) == "CH4') ichd4 = k
if(nane_read(k) == "@2') i02 =Kk
i f(nane_read(k) == "H20 ) ih20 = k
i f(nane_read(k) == 'C2') ico2 =k
if(nane_read(k) == 'CO) ico =k
if(nane_read(k) == "'N2') in2 =k
enddo

|

| HHBHHBHH R H R H R R H R R R H R R R R R R R R
return
end subroutine major_species_identifier

| HHBHHBHH R H R R R R R H R R
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C.2 Program EXTRACT

| BH ARG AR R R AR R AR R A AR AR AR R RS RS R AR R R AR R R R R R

| ## #i#
I'## This programis for post processing of output files. ##
| ## It extracts axial and radial profiles fromthe output file #it
| ## #it
| ## Oiginally devel oped by Tanil Tarhan, Qct ober 2003 ##t
| #it Modi fied by A Bilge Uygur, June 2005 #t
| ## ##

| HHHHH BRI R R R R R R R R R R R R R R R

| HHBHHBHH R H R R H R R R R
program extract
implicit none
| HHHHHBHHHBHH B H AR H B H AR H R H R H R R H R
|
I... double precision
integer, paraneter :: prec =8 !(double)

... integer parameters

character (1en=100) :: inputfile,outputfile,locations, nane_unused
integer :: nr, nz ,i, j, k, ivar,igeomitype, nech_no, progid
integer :: nofin,nofout,nofl,status,ierror
integer :: nz_1, nz_2, nz_3, nz_4, nz_5, &
nr_1, nr_2, nr_3, nr_4, nr_5
real (kind=prec) :: tolr,tolz
real (kind=prec) :: z_1, z_2, z_3, z_4, z_5, &
r 1, r 2, r_ 3, r_4, r_5
real (kind=prec) :: zf_1, zf_2, zf_3, zf_4, zf_5, &
rf 1, rf_2, rf_3, rf_4, rf_5
!
... variables to be read fromthe files
character (len=100) :: datafile
character (len=16), allocatable, dinension(:) ;1 name_read
real (kind=prec), al | ocatabl e, dinmension(:,:,:) :: variables

| SRR R R
T,

... datafiles
datafile ='../data.ini’
locations = 'locations.ini
outputfile = "profiles.plt
nofin =11
nof out = 12
nof | = 13

open (nofout,file=outputfile)
open (51, file=datafile)
open (nofl, file=locations)

... read the necessary information fromdata.in
I... read the physical orientation of the system
do i=1,3 I# of lines to skip in data.in for progid
read (51, ~*)
enddo
read (51,1000) progid
wite(*,*)progid
do i=1,3 I'# of lines to skip in data.in for igeom
read (51, )
enddo
read (51, 1000) igeom
wite (*,*) igeom
... decide on the type of execution by reading ndonmain fromdata.in
read (51, 1000) itype
wite (*,*) itype

... read the axial and radial |ocations which data is to be
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extracted at

read (nofl,*)

read (nofl,*)

read (nofl,*)

read (nofl,999)tolr
read (nofl,999)r_1
read (nofl,999)r_2
read (nofl,999)r_3
read (nofl,999)r 4
read (nofl,999)r_5
read (nofl,999)tol z
read (nofl,999)z_1
read (nofl,999)z 2
read (nofl,999)z_3
read (nofl,999)z 4
read (nofl,999)z 5
cl ose(nofl)

set the inputfile

if (itype == 1) inputfile
if (itype == 2) inputfile
open (nofin ,file=inputfile )

"seq_stst.plt’
"par_stst.plt’

read the nunmber of variables in the input file
read (nofin,1001) ivar

first skip the line containing the variable names
read (nofin,x)

read the nunber of grid point in z and r directions
read (nofin, 1002) nz,nr

alllocate the array in which all variables will be stored
al | ocate (variabl es(ivar,nr,nz), stat=status)
al | ocate (nane_read(ivar) , Stat=status)

go to the head of the file
rewi nd nofin

read the variabl e names

read (nofin,*)

read (nofin,+*) name_unused, nane_unused, (name_read(k), k=1,ivar)
read (nofin,*)

read all variables

do i=1,nr

do j=1,nz

read (nofin,1003) (variables(k,i,j), k=1,ivar)
enddo

enddo

|l ocate data | ocations

initialize the locations

nr_1 = nr+l
nr_2 = nr+l
nr_3 = nr+l
nr_4 = nr+l
nr_ 5 = nr+l
nz_1 = nz+1
nz_2 = nz+1
nz_3 = nz+1
nz_4 = nz+1
nz_ 5 = nz+1

radi al |ocations
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if the physical orientation is horizonta

if (igeom== 0) then

do i=1,nr

if ((variables(2,i,1) <= r_1+tolr) .and. &
(variables(2,i,1) >= r_1-tolr)) then

nr_1 =i ; rf_1 = variables(2,nr_1,1)

endi f

if ((variables(2,i,1) <=r_2+tolr) .and. &
(variables(2,i,1) >= r_2-tolr)) then

nr_2 =i ; rf_2 = variables(2,nr_2,1)

endi f

if ((variables(2,i,1) <= r_3+tolr) .and. &
(variables(2,i,1) >= r_3-tolr)) then

nr_3 =1 ; rf_3 = variables(2,nr_3,1)

endi f

if ((variables(2,i,1) <=r_4+tolr) .and. &
(variables(2,i,1) >= r_4-tolr)) then

nr_4 =i ; rf_4 = variables(2,nr_4,1)

endi f

if ((variables(2,i,1) <= r_b+tolr) .and. &
(variables(2,i,1) >= r_5-tolr)) then

nfr 5 =i ; rf_5 = variables(2,nr_5,1)

endi f

enddo

endi f

if the physical orientation is vertica

if (igeom== 1) then

do i=1,nr

if ((variables(1,i,1) <=r_1+tolr) .and. &
(variables(1,i,1) >= r_1-tolr)) then

nr_1 =1 ; rf_1 = variables(1,nr_1,1)

endi f

if ((variables(1,i,1) <= r_2+tolr) .and. &
(variables(1,i,1) >= r_2-tolr)) then

nr_2 =i ; rf_2 = variables(1,nr_2,1)

endi f

if ((variables(1,i,1) <=r_3+tolr) .and. &
(variables(1,i,1) >= r_3-tolr)) then

nr_3 =i ; rf_3 = variables(1,nr_3,1)

endi f

if ((variables(1,i,1) <= r_4+tolr) .and. &
(variables(1,i,1) >= r_4-tolr)) then

nr_4 =i ; rf_4 = variables(1,nr_4,1)

endi f

if ((variables(1,i,1) <=r_5+tolr) .and. &
(variables(1,i,1) >= r_5-tolr)) then

nr_5 =1 ; rf_5 = variables(1,nr_5,1)

endi f

enddo

endi f

|l ocate axial data | ocations

if the physical orientation is horizonta

if (igeom== 0) then

do j=1,nz

if ((variables(1,1,j) <= z_1+tolz) .and. &
(variables(1,1,j) >= z_1-tolz)) then
nz_1=j ; zf_1 = variables(1,1,nz_1)

endi f

if ((variables(1,1,j) <= z_2+tolz) .and. &
(variables(1,1,j) >= z_2-tolz)) then

nz_2 =j ; zf_2 = variables(l,1,nz_2)

endi f
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if ((variables(1,1,j) <= z_3+tolz) .and

(variables(1,1,j) >= z_3-tolz)) then
nz_3 =j ; zf_3 = variables(1,1,nz_3)
endi f

if ((variables(1,1,j) <= z_4+tolz) .and

(variables(1,1,j) >= z_4-tolz)) then
nz_4 =j ; zf_4 = variables(l,1,nz_4)
endi f

if ((variables(1,1,j) <= z_b+tolz) .and

(variables(1,1,j) >= z_5-tolz)) then
nz_5=j ; zf_5 = variables(l,1,nz_5)
endi f
enddo
endi f

if the physical orientation is vertica
if (igeom== 1) then
do j=1,nz

if ((variables(2,1,j) <= z_1+tolz) .and

(variables(2,1,j) >= z_1-tolz)) then
nz_1=j ; zf_1 = variables(2,1,nz_1)
endi f

if ((variables(2,1,j) <= z_2+tolz) .and

(variables(2,1,j) >= z_2-tolz)) then
nz_2 =j ; zf_2 = variables(2,1,nz_2)
endi f

if ((variables(2,1,j) <= z_3+tolz) .and

(variables(2,1,j) >= z_3-tolz)) then
nz_3 =j ; zf_3 = variables(2,1,nz_3)
endi f

if ((variables(2,1,j) <= z_4+tolz) .and

(variables(2,1,j) >= z_4-tolz)) then
nz4 =j ; zf_4 = variables(2,1,nz_4)
endi f

if ((variables(2,1,j) <= z_5+tolz) .and

(variables(2,1,j) >= z_5-tolz)) then
nz_5=j ; zf_5 = variables(2,1,nz_5)
endi f
enddo
endi f

&

&

&

check the validity of the locations

75

76

if (nr_1 == nr+l) then

goto 77

elseif (nr_2 == nr+l) then
goto 77

elseif (nr_3 == nr+l) then
goto 77

elseif (nr_4 == nr+l) then
goto 77

elseif (nr_5 == nr+l) then
goto 77

endi f

if (nz_1 == nz+1) then
goto 78

elseif (nz_2 == nz+1l) then
goto 78

elseif (nz_3 == nz+l) then
goto 78

elseif (nz_4 == nz+1) then
goto 78

elseif (nz_5 == nz+l) then
goto 78

endi f

if the locations are successfully |ocated proceed
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77

78

goto 79

wite(*,*)" Your tolerance in r direction does not conform
with your mesh’

wite(*,*)’ Check domXnesh.inp and revise your tolerance’

wite(x,*)" Qutput file could not been created !!!”’

wite(*,1016)

goto 1050

wite(*,*)" Your tolerance in z direction does not conform
with your mesh’

wite(*, )’ Check domXnesh.inp and revise your tolerance’

wite(x,*) Qutput file could not been created !!!”’

wite(*,1016)

goto 1050

conti nue
echo the | ocations and correspondi ng grids
wite(*,1016)
wite(*,1015)" Radial locations to be found and their &
corresponding grids are:’
wite(*,1016)
wite(*,1017) r f
wite(*,1017) r
wite(*,1017) r
wite(*,1017) r
wite(*,1017) r
wite(*,1016)
wite(*,1015)" Radial locations to be found and their &
corresponding grids are:’
wite(*,1016)
wite(*,1017) z_1
wite(*,1017) z_2 _
wite(*,1017) z_3,nz_3,zf_3
z_4
z_5

f
f
f
f

wite(*,1017)
wite(*,1017)
wite(*,1016)

&

&

wite down the profiles

inititation for non-reacting flows
if (progid <3) then
if (igeom== 0) then

wite (nofout,1004) 'variables = "z" "r" "u" "v" "t" "p" "divq"

endi f

if (igeom== 1) then

wite (nofout,1004) ’variables
endi f

endi f

n
-
N
<
<
-

inititation for reacting flows

if (progid == 3) then

if (igeom== 0) then

wite (nofout,1004) ’'variables = "z" "r" "u" "v" "t" "p"
"divg" "s" ', (" ,nane_read(k),’" ', k=9,ivar)

endi f

if (igeom== 1) then

wite (nofout,1004) ’'variables = "r" "z" "u" "v" "t" "p"
"divg" "s" ', (""" ,nane_read(k),’" ',k=9,ivar)

endi f

endi f

wite down the profiles to the file
profiles @radial station 1

wite (nofout,1005) nz

i=nr_1

do j=1,nz
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wite (nofout,1003) (variables(k,i,j), k=1,ivar)
enddo

profiles @radial station 2

wite (nofout,1006) nz

i=nr_2

do j=1,nz

wite (nofout,1003) (variables(k,i,j), k=1,ivar)
enddo

profiles @radial station 3

wite (nofout,1007) nz

i=nr_3

do j=1,nz

wite (nofout,1003) (variables(k,i,j), k=1,ivar)
enddo

profiles @radial station 4

wite (nofout,1008) nz

i=nr_4

do j=1,nz

wite (nofout,1003) (variables(k,i,j), k=1,ivar)
enddo

profiles @radial station 5

wite (nofout,1009) nz

i=nr_5

do j=1,nz

wite (nofout,1003) (variables(k,i,j), k=1,ivar)
enddo

profiles @axial station 1

wite (nofout,1010) nr

j=nz_1

do i=1,nr

wite (nofout,1003) (variables(k,i,j), k=1,ivar)
enddo

profiles @axial station 2

wite (nofout,1011) nr

j=nz_2

do i=1,nr

wite (nofout,1003) (variables(k,i,j), k=1,ivar)
enddo

profiles @axial station 3

wite (nofout,1012) nr

j=nz_3

do i=1,nr

wite (nofout,1003) (variables(k,i,j), k=1,ivar)
enddo

profiles @axial station 4

write (nofout,1013) nr

j=nz_4

do i=1,nr

wite (nofout,1003) (variables(k,i,j), k=1,ivar)
enddo

profiles @axial station 5

wite (nofout,1014) nr

j=nz_5

do i=1,nr

wite (nofout,1003) (variables(k,i,j), k=1,ivar)
enddo

echo the user creation of the output file

wite(x,*)" Qutput file profiles.plt is successfully created
wite(*,1016)
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|

!
... formats

999 format (46x, 1f 16.5)
1000 format (46x, 1i16)
1001 format (15x,i5)

1002 format (10x,i4, 8x,i4)
1003 format (100el6.5)
1004 format (A, 100A)

1005 format ('zone',2x,’'i=",i4,4x, f=point’,2x,’'t =r_1")
1006 format ('zone',2x,’'i=",i4,4x, f=point’,2x,’'t =7r_2")
1007 format ('zone',2x,’'i=",i4,4x, f=point’,2x,’'t =r_3")
1008 format ('zone',2x,’'i=",i4,4x, f=point’, 2x,’'t =7r_4")
1009 format (’zone’,2x,’i=",i4,4x, f=point’,2x,'t =r_5")
1010 format (’zone’,2x,’i=",i4,4x, f=point’,2x,'t =2z_1")
1011 format ('zone',2x,’'i=",i4,4x, f=point’, 2x,'t =2z_2")
1012 format ('zone',2x,'i=",i4,4x, f=point’,2x,'t = z_3")
1013 format ('zone',2x,’'i=",i4,4x, f=point’, 2x,'t = z_4")
1014 format ('zone',2x,'i=",i4,4x, f=point’,2x,’'t =z 5")

1015 format (1x,A)
1016 format (1x,74('-"))
1017 format (1f7.2,” cmcorresponding to' ,i4,’ th grid and ', &
1f7.2,” cmon the mesh’ )
1018 format (5(3x,i4))
VI P R S
1050 stop
end
| HHHE R R R R R R R R R
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APPENDIX D

REFERENCE TRANSIENT SOLUTIONS

The transient axial velocity and temperature fields obthingh the previously
developed code by Uyguet al. [2] are displayed in Figures D.1-D.2 as a reference

unsteady solution for the laminar methane-air diffusiorm#aproblem under

consideration.
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Figure D.1: Time development of streamline pattern andlaekcity obtained by
Uyguret al.[2].
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Figure D.2: Time development of temperature field obtainetipgur et al. [2].
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e Attendee to THIMUN (The Hague International Model Unitedtidas) as a
delegate from Turkey representing Tarsus American Collega,Hague, The
Netherlands 1994.

e Attendee to “29 Chemical Engineering Conference for Collaborative Research
in Eastern Mediterranean”, Ankara, Turkey, May 2001.

e Attendee to “The Third International Symposium on Radiaficemsfer, RAD-
01", Antalya, Turkey, June 2001.

o Attendee to the panel on “Steam-Electricity Generatiomfriéluidized Bed
Combustion” organized by TUBAK, M IMAG-SAMKO and CMEC, Ankara,
Turkey, December 2001.

e Attendee to “International Symposium on Turbulence Heat Mass Transfer,
THMT-04", Antalya, Turkey, October 2003.

o Attendee to “The Fourth International Symposium on Radmfisansfer,
RAD-04", Istanbul, Turkey, June 2004.

e Assistantship to undergraduate and graduate courses yafegt and Mass
Transfer Operations, Fluid Mechanics, Chemical Engingetiaboratory,
Thermodynamics, Mathematical Modeling, Chemical EngimgeDesign,
Combustion Technology.

AREAS OF EXPERTISE

e Computational fluid dynamics, Direct Numerical Simulatidbpmbustion,
Numerical analysis, Parallel scientific computation, Belbwaluster set-up and
administration, Linux operating systems.

COMPUTER RELATED EXPERIENCE AND SKILLS

e Experience: Department Computer Coordinator, High performance scientifi
computation on Linux Beowulf clusters, System adminisbtratof Beowulf
clusters, Apache WEB server and Bind DNS server administratio

e Programming Languages:FORTRAN 77/90, HTML, PHP

e Operating Systems: Windows platforms, Unix, Advanced level Linux
(RedHat,SUSE, Mandriva, Debian)

e Commercial and Research Software Packages: Tecplot, Sigmaplot,
CHEMKIN, CHEMCAD, PVM3

e Others: IATEX, BibTeX, Postscript, Microsoft Office
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PUBLICATIONS

Journal Articles

e N. Selcuk, A.B. Uygur, I. Ayranci and T. Tarhan, “Transientnsiation of
radiating flows", J. Quant. Spectrosc. Radiat. Transfer, \@8(1-3), pp.
151-161, 2005.

e A.B. Uygur, T. Tarhan and N. Selcuk, “MOL solution for transigurbulent
flow in a heated pipe", Int. J. Therm. Sci., Vol. 44, pp. 726-733D5.

e A. Bilge Uygur, Tanil Tarhan and Nevin Selcuk, “Transient glation of
reacting radiating flows, Int. J. Therm. Sci., Vol. 65, pp99 6, 2006.

e A. Bilge Uygur, Nevin Selcuk and I. Hakki Tuncer, “A non-itéikee pressure
based scheme for the computation of reacting radiating flos J. Therm.
Sci. (in press)

Conference and Symposium Proceedings

e A.B. Uygur, T. Tarhan and N. Selcuk, "MOL solution for trandi¢arbulent
flow in a heated pipe", Proceedings of International Sympoua Advances
in Computational Heat Transfer, Norway, April 19-24, 2004.

e N. Selcuk, A.B. Uygur, I. Ayranci and T. Tarhan, “Transienmsiation
of radiating flows", Proceedings of the Fourth InternatioBgmosium on
Radiative Transfer, Istanbul, Turkey, June 20-25, 2004.

RESEARCH PROJECTS

e N. Selcuk, I. H. Tuncer, T. Tarhan and A. B. Uygur, “Application
of PARMOLS4MEE Computational Fluid Dynamics Code to Non-
Reacting/Reacting Thermal Flow Problems", BAP No. 2002-0384
METU, Ankara, June 2003.

e N. Selcuk, Y. G@ebakan, H. Altindg, T. Tarhan and A. B. Uygur,
“Determination of Combustion and Sulfur Capture Performdoncémported
Coal and Imported Coal/Lignite Mixture in Fluidized Bed Comlowst
AGUDOS No. 2003-03-04-04, METU, Ankara, October 2003.

e N. Selcuk, A. Bilge Uygur, “Numerical Simulation of TurbuleReacting
Flows", BAP No. 2004-07-02-00-125, METU, Ankara, July 2005.
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