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ABSTRACT

DATA ENVELOPMENT ANALYSIS AND MALMQUIST TOTAL FACTOR

PRODUCTIVITY (TFP) INDEX: AN APPLICATION TO TURKISH

AUTOMOTIVE INDUSTRY

KARADUMAN, Alper

M.Sc., Department of Industrial Engineering

Advisor : Assoc. Prof. Dr. Canan SEPİL

Co-Supervisor : Prof. Dr. Ömer SAATÇİOĞLU

September 2006, 114 pages

This thesis shows how the relative efficiency of automotive companies can be

evaluated and how the changes in productivity of these companies by time can be

observed. There are 17 companies in the analysis which are the main automotive

manufacturers of Turkish automotive industry. A method called stepwise approach

is used to determine the input and output factors. The two input variables used are

the company’s Payment for Raw Materials and Components and Payment for Wages

and Insurances of Employees; the three output variables are Domestic Sales, Exports
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and Capacity Usage. The panel data that covers the time period between years 2001

and 2005 is obtained from OSD (Automotive Manufacturers Association).

The efficiency analysis is performed according to basic Data Envelopment Analysis

(DEA) models which are Charnes, Cooper and Rhodes (CCR) models and Banker,

Charnes and Cooper (BCC) models. The software LINGO 10 is used for solving the

linear programming models. After finding the overall efficiency, technical efficiency

and scale efficiency of each company for each year, the changes in the efficiencies

are analyzed by using Malmquist Total Factor Productivity (TFP) Index.

The results are illustrated by the help of many tables and graphs for better

understanding. When the results in tables and graphs are analyzed, the negative

effect of 2001 economic crisis on automotive industry can be observed. Besides, it is

seen that the efficiency changes by time show variance from company to company

because they produce 7 types of vehicles and there are important differences between

them such as production technology, market, demand, etc.

Keywords: Data Envelopment Analysis, Malmquist Total Factor Productivity Index,

Automotive Industry, Efficiency, Linear Programming
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ÖZ

VERİZARFLAMA ANALİZİVE MALMQUIST TOPLAM FAKTÖR

VERİMLİLİĞİ(TFV) ENDEKSİ: TÜRK OTOMOTİV ENDÜSTRİSİNDE BİR

UYGULAMA

KARADUMAN, Alper

Yüksek Lisans, Endüstri Mühendisliği Bölümü

Tez Yöneticisi : Doç. Dr. Canan SEPİL

Ortak Tez Yöneticisi: Prof. Dr. Ömer SAATÇİOĞLU

Eylül 2006, 114 sayfa

Bu tez, otomotiv şirketlerinin göreli etkinlik ölçümlerinin nasıl yapılacağınıve bu

şirketlerin etkinliklerinin zaman içerisindeki değişimlerinin nasıl inceleneceğini

göstermektedir. Çalışmada Türk otomotiv endüstrisinin ana üreticileri olan 17 şirket

kullanılmıştır. Girdi ve çıktıfaktörlerini belirlemek üzere literatürde adımsal

yaklaşım olarak geçen bir yöntem kullanılmıştır. Kullanılan iki girdi değişkeni

şirketin ham madde ve yan sanayi için yaptığıödemeler ve çalışanların ücret ve

sigortalarıiçin yaptığıödemelerdir; üç çıktıdeğişkeni ise iç satışlar, ihracat ve
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kapasite kullanımıdır. 2001 ve 2005 yıllarıarasına ait panel veri OSD (Otomotiv

Sanayi Derneği)’den temin edilmiştir.

Verimlilik analizi, iki temel Veri Zarflama Analizi (VZA) modeli olan Charnes,

Cooper ve Rhodes (CCR) ve Banker, Charnes ve Cooper (BCC) modellerine göre

yapılmıştır. Doğrusal programlama modellerinin çözümü için LINGO 10 yazılımı

kullanılmıştır. Her şirketin her yıla ait toplam etkinlik, teknik etkinlik ve ölçek

etkinliği değerlerinin bulunmasından sonra etkinliklerin zaman içindeki değişimleri

Malmquist Toplam Faktör Verimliliği (TFV) Endeksi kullanılarak incelenmiştir.

Sonuçlar, daha iyi anlaşılmalarıamacıyla çok sayıda tablo ve grafik yardımıyla

gösterilmiştir. Tablo ve grafiklerdeki sonuçlar analiz edildiğinde 2001 ekonomik

krizinin otomotiv endüstrisi üzerindeki olumsuz etkisi görülebilmektedir. Ayrıca,

zaman içindeki etkinlik değişimlerinin şirketten şirkete farklılık gösterdiği

görülmektedir. Çünkü şirketler 7 değişik araç türü üretmekte dolayısıyla aralarında

üretim teknolojisi, pazar ve talep gibi konularda farklılıklar bulunmaktadır.

Anahtar Kelimeler: Veri Zarflama Analizi, Malmquist Toplam Faktör Verimliliği

Endeksi, Otomotiv Sanayi, Verimlilik, Doğrusal Programlama
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CHAPTER 1

INTRODUCTION

The industry of industries is the phrase used by Womack (1990) to define the

automotive industry in “The Machine That Changed the World: The Story of Lean

Production”. The value added that it produces, its direct and indirect contribution to

employment and its pioneering to technological developments make automotive

industry a key factor of the development of countries. In addition, because it takes

inputs from many industries such as iron and steel, rubber and plastic, textile, glass,

dye, electrics and electronics industries and causes large business volume in

marketing, repairing, maintenance, spare parts sales, funding and insurance,

automotive industry has an important role in economies (Bedir, 2002).

The most important event in the history of automotive industry is the transition from

craft production to mass production developed by Henry Ford. The mass production

reduced the costs by producing in great amounts. Then, in the 1990s a new production

type called lean production was developed by Japanese automotive companies,

especially by Toyota. The logic of that production type is decreasing the use of

resources and increasing efficiency. One should apply to The Machine that Changed

the World: The Story of Lean Production for more detailed information about the lean

production.

Automotive industry is a locomotive sector in Turkey too. In the late 1980s, because

of the liberal economy the conservation ratios were decreased and so the entrance of

foreign capital into Turkish automotive industry was allowed. Today, there are
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approximately 40,000 people working in 17 main producers of Turkish automotive

industry.

There are many financial and statistical indicators that show the importance of

automotive industry in Turkish economy. One of the popular financial studies on the

firms and sectors is the one carried out by ISO (Istanbul Chamber of Industry). ISO

lists the top 500 industry firms of each year according to sales. The firms are also

listed according their total turnover, gross value added, capital, equity capital, net

assets, profit before tax or loss, export and the number of employees.

The list of ISO ranks the firms including the automotive companies according to one

of the financial indicators like annual sales. However, it is a fact that only sales or

another factor is not enough to compare and to rank the automotive companies

because there are other concepts to be considered such as efficiency. An automotive

company may get big turnover but it does not prove that the company is efficient in

using its resources. For example, inadequate capacity usage is an important problem

in Turkish automotive industry. Producers can not produce as much as they are able

to produce due to insufficient demand in sector. Hence, a company with high turnover

but low capacity usage is not really efficient. Therefore, the other factors like capacity

usage should be taken into account in addition to one factor to rank the automotive

companies. In other words, multiple inputs and outputs should be involved. This is

one of the objectives of this study.

Considering more than one factor to compare companies requires the method of Data

Envelopment Analysis (DEA). DEA measures the relative efficiency of decision units

with respect to others. By the way, efficient and inefficient automotive companies can

be detected. Besides, decision makers can see how inefficient companies may be

improved that is an advantage of DEA.

However, DEA can measure the efficiencies of decision units for a specific time

which means that it does not allow to analyze the changes in efficiencies by time.

Therefore, Malmquist Total Factor Productivity TFP Index can be used to catch the

changes in efficiencies and interpret the possible reasons of those changes.
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In this study, first the DEA models are developed to measure the efficiencies of 17

automotive companies. Inputs and outputs in the model are determined by a method

called stepwise approach in literature. Then, the efficiency changes of companies are

observed by Malmquist TFP Index. Finally, it is tried to interpret the results

company-based and sector-based.

The thesis report is organized as:

Chapter 2 starts with the definition of efficiency measurement in literature. The

concept of production frontier and so the parametric and non-parametric frontiers are

discussed. Then, DEA and its logic is explained. In other words, what DEA does and

how it does are explained. The advantages and disadvantages of DEA are also

presented. The examples of efficiency measurement in automotive industry are

briefly given. Lastly, the mathematical DEA models and Malmquist TFP Index are

shown.

In Chapter 3, the process of model construction is presented. The determination of the

input and output factors by stepwise approach is explained. Then, the application of

this approach to automotive companies for determining the factors to be used in DEA

models is presented.

Chapter 4 includes the solutions of mathematical models used in this study. The

results of DEA models such as CCR and BCC models and Malmquist TFP Index are

given via tables. Most results are illustrated by figures and their interpretations are

presented.
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CHAPTER 2

LITERATURE SURVEY

2.1 EFFICIENCY MEASUREMENT IN THE LITERATURE

Production is an act of transforming inputs into outputs. Since resources are limited,

producing a specific quantity of output with as little input as possible is the desirable

objective. This is actually the origin of the efficiency concept. Before a detailed

explanation of efficiency, some terminology should be clarified because there has

been confusion in the use of the terms of efficiency and productivity of which both

will be used in this study.

Haksever (2000) explains that productivity of a unit is the ratio of its output to input

used to produce that output, so the productivity of a unit is unique. On the other hand,

efficiency is the degree of achievement of a predetermined goal, an optimum outcome

or the best practice. It can be said that the efficiency is not unique like productivity

because it depends on the performance of the unit. Therefore, the efficiency of a unit

is relative and different for each unit.

The production function is the function that shows the relationship between inputs

and outputs. In other words, it shows how much output can be produced by given

inputs or vice versa and the first empirical analysis of the production function as

frontier was performed by Farrell (1957) who is a pioneer in this field. Then, the

efficiency comparisons based on frontiers were called as Farrell efficiency score.

Farrell proved that ‘overall efficiency’ can be decomposed into allocative efficiency

and technical efficiency. One of the objectives of Farrell’s study was to answer the
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question “How much can inputs be reduced while maintaining the same level of

output?” which is also known as input-oriented efficiency measure.

2.1.1 Input-Oriented Efficiency Measure

Farrell assumed that a company uses two inputs for producing one output because the

production function for two inputs and one output can be shown in two dimensional

space as in Figure 2.1 (Norman and Stoker, 1991).

Figure 2.1 Technical and Allocative Efficiency (Input-oriented)

In Figure 2.1, I1 and I2 represent two inputs used for producing one output and CC

curve is the output isoquant. It is seen that company X uses X1 units of input I1 and

X2 units of I2 to produce 1 unit of output. X is inefficient because it lies above CC

curve. The line PP represents the cost minimization line. Technical efficiency is the

radial distance of X from CC curve (output isoquant) because technical efficiency is

the degree of producing maximum output from given inputs. Besides, allocative

efficiency is the radial distance from PP line (cost minimization line) because
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allocative efficiency is the degree of using the inputs in optimal proportions given

their prices for minimizing the cost.

Technical efficiency =
OX
OS

and Allocative efficiency =
OS
OQ

If technical efficiency and allocative efficiencies are multiplied then overall

efficiency is found as follows:

Technical efficiency x Allocative efficiency =
OX
OS

x
OS
OQ

=
OX
OQ

= Overall efficiency

2.1.2 Output-Oriented Efficiency Measure

In the input-oriented efficiency measure, the technical inefficiency of the firm is the

amount by which all inputs can be proportionally reduced without a reduction in the

output. In other words, input-oriented measure tries to answer the question “How

much can inputs be reduced while maintaining the same level of output?”, as

mentioned above. However, the corresponding question “How much can output be

increased while keeping the level of inputs constant?” Hence, the output-oriented

efficiency measure tries to answer that question.

Similarly, a company Y can be considered such that two outputs are produced by

using one input. The case is illustrated in Figure 2.2.



7

S

O

Y

O1

O2

Y1

Y2

T

D

D

R

R

Figure 2.2 Technical and Allocative Efficiency (Output-oriented)

In Figure 2.2, O1 and O2 represents two outputs produced by using one output and

DD curve is the input isoquant. It is seen that company Y produces Y1 units of output

O1 and Y2 units of O2 by using 1 unit of input. Y lies below DD curve so it is

inefficient. The line RR represents the cost minimization line. In Figure 2 the distance

|YS| is the technical inefficiency because both two outputs can be increased until

reaching point S. Therefore, from the output-oriented perspective the technical

efficiency of Y is:

Technical efficiency =
OS
OY

Besides, the allocative efficiency for output-oriented measure is the degree of

producing the outputs in optimal proportions given their prices for maximizing the

revenue. Hence, the allocative efficiency of Y is:

Allocative efficiency =
OT
OS
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As mentioned in input-oriented measure, the multiplication of technical efficiency

and allocative efficiency gives the overall efficiency as follows:

Technical efficiency x Allocative efficiency =
OS
OY

x
OT
OS

=
OT
OY

= Overall efficiency

2.1.3 Parametric vs. Non-parametric Frontiers

Both input and output oriented measures mentioned above show that efficiency is

measured by the help of production functions. Also, it should be noted that in both

illustrations of input and output-oriented measures the production functions (CC and

DD curves) are assumed to be known. However, in real life production is a complex

process that consists of many inputs and outputs so in many cases there is no known

functional form for the production function. Therefore, the important thing is the

method used for deriving the production functions.

In literature, there are two empirical approaches to the measurement of efficiency

based on the above concepts of technical and allocative efficiency. The first, mostly

used in economy, is parametric (either stochastic or deterministic). The form of the

production function either is assumed to be known or is estimated statistically (in

other words, theoretically). The advantages of this approach are that any hypotheses

can be tested statistically and so the relationships between inputs and outputs can be

shown as functional forms. However, because there is no known functional form for

the production function in many cases, it may be inappropriate to talk about a

production function.

In the non-parametric approach no assumptions are made about the form of the

production function. Instead, a best practice function is formed empirically from

observed inputs and outputs (Norman and Stoker, 1991). Another property of non-

parametric programming is that the frontier is piecewise linear. On the other hand, the

frontier is defined as linear in parametric programming. Fare, Grosskopf and Lovell

(1985) can be studied regarding this topic. In non-parametric programming approach,
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all deviations from efficient frontier are evaluated as inefficiencies. However, in

parametric statistical estimation approach it is accepted that the deviation has noise

and inefficiency components. One can apply Ferrier and Lovell (1990), Lovell and

Schmidt (1988) and Bauer (1990) for further information about the parametric

statistical approach.

For non-parametric approach, the problem about the empirical production function is

establishing the methodology that forms the frontier according the input and output

values of the observed units. To understand the methodology the following postulates

in literature can be reviewed. It should be noted that the postulates were compiled by

Yolalan (1993).

Postulate 1. 00,),(  xyyx


Postulate 2.  yxyx


,),(

Postulate 3.  ),(,),( yxxxyx II



Postulate 4.  ),(,),( II yxyyyx


Postulate 5.

 








 


p

k
kk

p

k
kk

p

k
kkk yyxxyxandpkyx

111

,|),(0,1,...,1,),(  

Postulate 6.  1,0,),(),(  kykxkyx


Postulate 7.   ,1,),(),( kykxkyx


Postulate 8.  ),(,,...,1 jj yxNj


Postulate 9.  is the smallest set that satisfies all postulates.

Postulate 1 explains that input must be used to observe output. Postulate 2 explains

that finite amount of inputs produce finite amount of outputs. Postulate 3 explains that

it is possible to produce a specific amount of output by using more amounts of inputs

than the necessary amount. Postulate 4 explains that it is possible to produce less

amounts of outputs by using the same amount of inputs. Postulate 5 explains that

linear combinations of inputs and outputs can be realized under the existing

conditions. A convex set is defined by this postulate. Postulate 6 and 7 explains that

the scale can be decreased or increased without changing the input/output ratio.
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Postulate 8 explains that N decision making units represent the production possibility

set accurately. Postulate 9 explains that there are no other decision making units of

which efficiencies are better than the present ones.

Figure 2.3 shows the sets defined by the help of the postulates above. In the figure, x

represents one input and y represents one output. Also, there are 8 observed units.

D
B

A

E

C

x

y

Figure 2.3 Illustrations of Postulates

If Postulates 1, 2, 5, 8, 9 are in use then the defined production set is A.

If Postulates 1, 2, 4, 5, 8, 9 are in use then the defined production set is A U B

If Postulates 1, 2, 3, 4, 5, 8, 9 are in use then the defined production set is A U B U C

If Postulates 1, 2, 3, 4, 5, 6, 8, 9 are in use then the defined production set is

A U B U C U D

If Postulates 1, 2, 3, 4, 5, 7, 8, 9 are in use then the defined production set is

A U B U C U E

If Postulates 1, 2, 3, 4, 5, 6, 7, 8, 9 are in use then the defined production set is

A U B U C U D U E
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The set A is not realistic because according in set A it is not possible to produce less

outputs by using the same inputs. However, it is possible in real life and this situation

is called as inefficiency. Therefore, set B is added to set A (Postulate 4) for making

the frontier more realistic. Similarly, in real life it is possible to produce the same

output by using more inputs. Hence, set C is added too (Postulate 3). In sum, the bold

lines that enclose the set A U B U C form the production frontier.

If Postulate 6 is in use it means that the output can be decreased by decreasing the

scale. In other words, there can be units in set D. Hence, the new production set is A

U B U C U D. Similarly, if the output can be increased by increasing the scale set E

should be added. The new set is A U B U C U D U E and this type of production

frontier satisfies Constant Return to Scale (CRS). The directions of return to scale

will be discussed in Data Envelopment Analysis section.

2.1.4 Data Envelopment Analysis

There are lacks in Farrell approach to measure the efficiency. One of lacks is that

Farrell’s approach is based on single output or input. However, there may be many

inputs and outputs in practice. The other lack is the guiding to inefficient units for

improvement. In other words, it does not show how to produce more output or to use

less input. Therefore, a new method that improves the efficiency measurement of

Farrell should be improved.

The term Data Envelopment Analysis (DEA) was firstly introduced in the literature

by Charnes, Cooper and Rhodes (1978). DEA is a linear programming based non-

parametric technique. Because of this property, Ganley and Cubbin (1992) called

DEA as non-parametric programming. DEA measures the efficiency of a DMU

(Decision Making Unit is the term first used by Charnes, Cooper and Rhodes in 1978

for determining the units of which relative efficiency scores are calculated by DEA)

by its position relative to the frontier of best performance. Therefore, it can be said

that DEA is a method that measures the relative efficiencies of DMUs Since there is

not a known production function in many cases, DEA establishes the efficient frontier
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mathematically by the ratio of weighted sum of multiple outputs to weighted sum of

multiple inputs. All DMUs can set their own weights independently in order to make

themselves as efficient as possible. However, there are two constraints to prevent the

subjectivity. One of the constraints states that if the weights of a DMU are used for

other DMUs their efficiencies should not exceed 100%. According to other constraint,

any weight should not be negative.

In order to understand the use of DEA, Fried and Lovell (1993) listed the following as

questions that DEA can help to answer for managers:

 How are appropriate role models selected as possible benchmarks for

performance improvement?

 Which production facilities are the most efficient in organization?

 If all operations were to perform according to best practice, how many more

service outputs could be produces and how much resource inputs can be

reduced by and in what areas?

 What are the characteristics of efficient operating facilities and how can they

guide me in choosing locations for expansion?

 What is the optimum scale for operations and how much can be saved if all

facilities were the optimum size?

 How can external circumstances be taken into account in evaluating the

performance of individual operating facilities?

How DEA can help in those topics will be explained in next chapter in which the

DEA mathematical programming model is mentioned in detail.

In sum, the simplicity and the reliability makes DEA one of the popular and mostly

used methods. The popularity can be understood by reviewing the DEA bibliography

update prepared by Gattoufi, Oral and Reisman (2004) because approximately 2000

references has been published between year 1951 and 2001. Moreover, one can apply

to Seiford (1996) for the implementation examples in literature. DEA has been used

in many areas such as schools (Charnes et al, 1981), hospitals (Banker et al, 1986),
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banks and branches (Ferrier and Lovell, 1990), electricity services (Fare et al, 1985)

and the firms in stock exchange (Ulucan, 2000), (Al-Shammari, 1999).

The main advantages of DEA are that:

 One of the common methods, the regression analysis, can be used in either

multiple inputs or multiple outputs cases. However, DEA can incorporate both

multiple inputs and outputs. Cubbin and Tzanidakis (1998) and Thanassoulis

(1993) can be observed for the comparison of DEA and regression analysis

methods.

 DEA only requires information on output and input quantities (not prices) to

calculate technical efficiency so it does not need any information about prices

(Büyükkılıç and Yavuz, 2005).

 Possible reasons of inefficiency can be determined by DEA in addition to

efficiency levels. Moreover, DEA also allows technical inefficiency to be

decomposed into scale effects, the effects of unwanted inputs and a residual

component. By identifying the “peers” (efficient DMUs) for inefficient DMUs,

DEA provides a set of potential role models that the inefficient DMU can

become efficient by behaving as role models (Charnes, Cooper and Rhodes,

1978).

 External factors which affect the outputs but that are not in the direct control

of DMUs’ managers can be included in the model in DEA. One can apply to

Banker and Morey (1986), and Golany and Roll (1993) for more information

about the use of external variables in DEA.

 Because an optimization model is used for each DMU in DEA, individual

evaluations can be performed rather than the averages in regression analysis

(Cubbin and Tzanidakis, 1998).

However, DEA has limitations which are as the following:

 DEA produces results that are particularly sensitive to measurement error

because it is a deterministic technique rather than a statistical technique. It

means that if one DMU’s inputs are understated or its outputs overstated, then

that DMU can become an outlier that significantly affects the shape of the

frontier and reduces the efficiency scores of the DMUs closed to it. In
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regression analysis, the presence of error terms in the estimation tends to

decrease the effect of outliers, but in DEA they are given equal weight to that

of all other DMUs. It is important to check the potential outliers in the data.

Analysis of the units whose output-to-input ratios lie more than about two-

and-a-half standard deviations from the sample mean is a useful control.

 DEA only measures efficiency relative to best practice within the observed

DMUs. Thus, it is not meaningful to compare the scores between two different

studies because the best practices’ differences between the samples are not

known.

 DEA scores are sensitive to input and output specification and the size of the

sample. Increasing the sample size reduces the average efficiency score

because more DMUs mean greater scope for DEA to find similar comparison

partners. Conversely, few DMUs relative to the number of outputs and inputs

can artificially increase the efficiency scores. Increasing the number of

outputs and inputs used in the model without increasing the number of DMUs

increases the efficiency scores on average.

In literature, there are many rules regarding the minimum number of DMUs in

the model. One of the rules is that the number of DMUs should be greater than

M x S (where M = number of inputs and S = number of outputs). The logic of

this rule is that there are M x S possibilities in which DMUs can be efficient,

therefore at least M x S DMUs can be identified as efficient. (Dyson,

Thanassoulis and Boussofiane, 1990). Besides, Soteriou and Zenios (1998)

also stated that the appropriate number of DMUs in the model should exceed

the product of the number of inputs and outputs in order to discriminate

between DMUs.

Dyson et al. (2001) mentioned another suggested ‘rule of thumb’ which states

that the number of DMUs should be at least 2(M x S) where M x S is the

product of the number of inputs and number of outputs.

The other rule regarding the maximum number of variables or the minimum

number of DMUs in the DEA model is that the number of DMUs in the
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sample should be at least three times greater than the sum of the number of

outputs and inputs included in the model (Nunamaker, 1985). This rule of

thumb has been used or mentioned in many studies in the literature such as

Saez and Achaerandio (2004), Ureta, Rivas and Thiam (2001), Akhtar and

Bokhari (2005), Ajodhia (2006) and Banker (1989). In this study, the third

rule of thumb is used and the number of variables is determined according to

that rule.

Besides, there are other methods such as PCA (Principal Component Analysis)

and super-efficiency method that can be used when there are excessive

number of inputs and outputs. One can apply to Adler and Golany (2001) and

Zhu (1998) for more information about the PCA method, Andersen and

Petersen (1993) about super-efficiency method.

 Lastly, since there is not an assumption about the probability distribution of

the observation errors in DEA Sengupta (1987) stated that DEA is not suitable

for statistical analysis.

2.1.5 Efficiency Measurement in Automotive Industry

There are many studies on measuring the relative efficiencies of sectors that cover the

automotive industry in literature. In other words, most studies compare the

efficiencies of sectors. However, the number of studies which focus on specifically

automotive industry or the relative efficiencies of automotive companies is very low.

One of these studies was performed by Lieberman and Dhawan (2000) for US and

Japan automotive companies.

Lieberman and Dhawan (2000) stated that the automotive industry has a dynamic

environment for assessing the performance factors. The studies of Womack, Jones

and Roos (1990) and Lieberman, Lau and Williams (1990) have demonstrated the

differences in efficiency among auto producers in Japan and the US. For example, in

the beginning, General Motors (GM) was the world’s most efficient automotive

company but in 1990s Toyota took the leadership in automotive industry by the new
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production type called lean production. Toyota and other Japanese automotive firms

surpassed the US firms in labor productivity level. Later, Ford and Chrysler started to

activate the sector where Japanese firms were becoming stable. One can apply to

Womack, Jones and Roos (1990) and Lieberman, Lau and Williams (1990) for more

detailed information about the history of production in automotive industry.

According to the developments mentioned above, Lieberman and Dhawan (2000)

also concluded that the productivity differences stem from firm specific factors rather

than national factors.

Lieberman and Dhawan incorporate the measures of resources and capabilities that

may be important in the auto industry to explain the productivity differences of

automotive companies. These measures determined as investment, company size,

degree of vertical integration and skills in manufacturing and product design.

Actually, the measures of Lieberman and Dhawan (2000) were used as references for

determining the inputs and outputs of DEA model in this study.

Labor Productivity

The dependent variable in their study is labor productivity, defined as real value

added per worker. Here, it should be noted that the term “dependent variable” shows

that Lieberman and Dhawan used a regression-based method. The real value added

was computed by dividing nominal value added by the domestic producer price index

for motor vehicles. Dividing by employment gives the value added per worker which

is a standard measure of labor productivity.

Investment

Normally, investment increases the worker productivity that is defined as the

dependent variable. However, an automotive company can not gain a sustained

competitive advantage by only increasing its rate of investment. Therefore, the capital

stock per worker was added in the model as a control variable.

Company Size

Economies of scale are significant in the automotive industry because larger company

size allows cost savings in production, as well as product design and marketing. One
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measure of company size is total employment. Lieberman and Dhawan also used

vehicle output as an alternative measure of company size.

Moreover, they distinguished the economies of scale as firm-level and plant-level

economies of scale. Lieberman and Dhawan stated that the studies of Pratten (1971)

indicated that plant level economies are effectively achieved above a threshold

volume of approximately 200,000 annual vehicles per assembly plant. It has also been

stated that it is difficult for competitors to imitate such plants due to very high costs.

Therefore, it was concluded that plant level scale economies provide competitive

advantage.

Shop Floor Manufacturing Capabilities

Lieberman and Dhawan explain that the level of work-in-process (WIP) is an

indicator of proficiency on the shop floor. Besides, Lieberman and Demeester (1999)

show that WIP reductions cause productivity gains, and lower WIP levels causes

higher labor productivity. They also show that the WIP/sales ratio reflects the

“leanness” of the company’s production system. One can also apply to Womack,

Jones and Roos (1990) for more information about the importance of WIP in

automotive industry and the lean production.

Vertical Integration

Another measure used by Lieberman and Dhawan is the companies’ degree of

vertical integration. The US automotive companies mostly produced parts via in-

house manufacturing operations. On the other hand, the Japanese assemblers had

subcontracting and close collaboration with their suppliers.

The measure of the degree of vertical integration is indicated by the company’s

annual value added as a proportion of sales.

Product Design

The studies of Clark and Fujimoto (1991), Nobeoka and Cusumano (1997) and

Cusumano and Nobeoka (1998) state that the product development and design is an

important area of production operations in automotive industry where companies

differ in their capabilities. Design performance has multiple dimensions, including
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development time and cost, rate of new product introduction, and degree of product

appeal to consumers. Because the data on these dimensions are not available,

Lieberman and Dhawan (2000) collected information on design quality by the help of

a car magazine.

Cumulative Output

Argote (1991) states that as organizations produces more of a product, the unit cost of

production typically decreases at a decreasing rate and this pattern is named as

“learning curve” or “experience curve”. The logic behind this concept is “learning by

doing”. Montgomery (1983) can also be applied for more detailed information about

this topic. Models of the learning curve or experience curve commonly use

cumulative output to represent the level of organizational learning (Argote, 1999).

Therefore, Lieberman and Dhawan (2000) used the cumulative historical production

of vehicles for each company.

After determining the measures of resources and capabilities, Lieberman and Dhawan

used Stochastic Frontier Analysis (SFA) in order to estimate the parameters of the

related measures for each company.

Another study on benchmarking the efficiencies of automotive companies was

performed by Yılmaz, Özdil and Akdoğan (2002). They used DEA for finding the

relative efficiency scores of 9 automotive companies in Turkey. The data was

received from the research of ISO (Istanbul Chamber of Industry) that is called “Top

500 Industry Firms of Turkey – 2001”.

The outputs in the model are turnover (in trillion TL), profit before tax (in trillion TL)

and export (in trillion TL). Besides, net assets (in trillion TL), capital stock (in trillion

TL) and the number of employments are the inputs. At the end, the efficiency score of

each automotive company was calculated and the ranks of the companies found from

DEA and the ranks in “Top 500 Industry Firms of Turkey – 2001” were compared.

However, the results of the study mentioned above are suspicious because the rule

regarding the number of DMUs (or variables) is violated. (Nunamaker 1985) states
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that the number of DMUs in the sample should be at least three times greater than the

sum of the number of outputs and inputs. In this study, totally 6 variables (inputs plus

outputs) were used and according to the rule there should be at least 3 x 6 = 18 DMUs

to be observed.

Besides, the analysis of the results of study is too superficial. For example, nothing

was performed for the reference sets (role models) of inefficient DMUs so there is no

interpretation about the possible improvements of inefficiencies.

Moreover, the efficiency scores found are the overall (total) efficiency scores of

DMUs because the model was established under the constant returns to scale. Since a

BCC model (will be discussed in next section) that assumes variable returns to scale

is not used technical and scale efficiencies of DMUs can not be known.

Lastly, the data of year 2001 is used for calculating the efficiency scores via DEA. If

panel data had used instead of only year 2001, the efficiency changes of DMUs by

time could have been analyzed.

Indeed, one of the objectives of this study is to extend the study of Yılmaz, Özdil and

Akdoğan (2002) and complete the lacks mentioned above.

2.2 DATA ENVELOPMENT ANALYSIS

In many cases, the simple ratio analysis is used despite of multiple inputs and outputs.

However, when there are multiple inputs and multiple outputs, the simple ratio

approach is not adequate because most efficient unit according to a ratio can not be

efficient according to another ratio. To prevent the deficiency of simple ratio

approach in multiple inputs / outputs cases, the ratio of the quantity of all outputs

(virtual output) to all inputs (virtual) input is used. Total Factor Productivity (TFP) is

the index of that ratio. As mentioned in section 2.1.4, one of the most important

advantages of DEA is that it allows considering multiple inputs and multiple outputs.

Here, DEA performs it through the concept of total factor productivity.
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The model developed by Charnes, Cooper and Rhodes (1978) and based on the

concept of TFP is as follows:

Max
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j = 1, …, N (2.2)

0rku , 0ikv r = 1, …, s; i = 1, …, m (2.3)

where the representations of indexes are as follow:

j : represents the DMUs and varies from 1 to n (there are n DMUs).

i : the input index and varies from 1 to m (there are m inputs).

r : the output index and varies from 1 to s (there are s outputs).

Xij : represents the value of the ith input for the jth DMU (X ik represents the value of

ith input for the DMU that is under evaluation).

Yrj : represents the value of the rth output for the jth DMU (Yrk represents the value of

rth ouput for the DMU that is under evaluation).

vik : the weight of the ith input for the DMU that is under evaluation.

urk : the weight of the rth output for the DMU that is under evaluation.

The objective function (2.1) measures the ratio of weighted sum of multiple outputs

to weighted sum of multiple inputs. The constraint (2.2) states that if the weights of a

DMU are used for another DMUs their efficiencies should not exceed 100%. The

second constraint (2.3) provides the non-negativity of weights. However, it should be

noted that the above model is the basis for the input-oriented CCR model that will be

discussed in next section.
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2.2.1 Basic CCR Model

There is not a methodology such as simplex algorithm in order to solve the fractional

programming models; so the above model was transformed to linear programming

model for easy solving.

Charnes and Cooper stated that if (u*
, v*) is a possible solution that maximizes the

objective function of the above model under the constraint of (2.2) then all (αu*
,αv*)

maximize the objective function where α> 0. Therefore,

1
1




m

i
ikik Xv

performs the transformation from fractional programming to linear programming

model as follows:

Model MI
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0rku , 0ikv r = 1, …, s; i = 1, …, m

The linear programming model developed according to TFP concept is called as the

multiplier model or MI where index I represents that the model is input oriented. The

objective of the input-oriented CCR model is to minimize inputs while using at least

given outputs. The important point for this model is that the model measures the total

efficiency under constant returns to scale (CRS) assumption.

As mentioned before one of the advantages of DEA is to highlight the possible

efficiency improvements for inefficient DMUs. In other words, DEA shows how the
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inefficient DMUs can be moved onto the efficient frontier by the help of the reference

sets (peers) of the related inefficient DMUs. Envelopment model (EI) is used for

finding the reference sets. It is seen that a dual variable “ jk ” is defined for each

DMU in MI model. The EI model is established by all defined dual variables which

are jk and k .

Model EI

Min k (2.7)

s.t.

rk

N

j
jkrj YY 

1

 r = 1, …, s (2.8)

0
1




N

j
jkijikk XX  i = 1, …, m (2.9)

0jk j = 1, …, N

k urs (unrestricted in sign) ( -< k < )

The simple logical interpretations of the constraints are as follow:

- For the unit “k” find the minimum proportion k

- for each input, the weighted combination of input does not exceed the

proportion of k

- for each output, the weighted combination of output is at least as great as that

of unit “k”

It is a fact that the dual model should also be interpreted technically according to

fundamentals of linear programming and duality theory for understanding the logic

and benefits of DEA.

Because of the equality constraint in MI model the dual variable k is free of sign

which means that k can be either positive or negative values. The objective function

of the MI model gives the efficiency score that can not be a negative value. Because

the optimal solutions of primal and dual models should be the same according to
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duality theory, k can not be negative although it is free of sign. On the other hand if

k is zero then there is a contradiction. When k is zero it is seen in the second

constraint that

0
1




N

j
jkijX 

Since all ijX s are positive the equation is satisfied if and only if 0jk . However,

the condition of 0jk violates the first constraint so k can never be zero. In sum,

the domain set of k is (0,1).

Besides, the interpretation of jk is more complex than k . Complementary slackness
theorem states that 0jk if and only if the equation in MI that belongs to DMU k is

satisfied. This condition shows the DMU j is efficient. For instance if 0jk then
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for DMU k.

In other words, DMU j is efficient according to the weights of DMU k ( rku and ikv )

when all DMUs are also taken into consideration. In conclusion, DMU j is relatively

efficient even the model is established for DMU k. Actually, all DMUs of which dual

variables are positive in the primal model of DMU k are efficient and the set of those

efficient DMUs (peers) is called as the reference set of DMU k. If k is efficient then

the only DMU in its reference set is its own and 1kk . The reference set of a DMU

shows what can be done for improvement via the role model for that DMU.


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






Rq

rqkqr YY r = 1, …, s

Where R is the reference set of DMUs. The equations shows that DMU k can
decrease its inputs from ikX to iX while producing outputs rY which are at
least rkY .
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The other type of CCR models is the output-oriented CCR model and called as MO

where O represents that the model is output-oriented. The output-oriented CCR model

maximizes the outputs without using more of given inputs. However, the constant

returns to scale (CRS) assumption is still valid. The multiplier and envelope output-

oriented CCR models are as follow:

Model MO
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0rku , 0ikv r = 1, …, s; i = 1, …, m (2.12)

The dual model of MO is EO which is an envelopment model:

Model EO

Max kz (2.13)
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The calculations, interpretations about the reference sets of input-oriented CCR

models are valid for output-oriented CCR models too.



25

Assume that a DMU uses an input much more than or produces an output much less

than the other DMUs. Normally, this DMU wants to give the minimum weight for

that input or output in order to make its efficiency score greater. Because the primal

models (multiplier models) mentioned above allow the DMUs to give “zero” weights

to their inputs and outputs, the optimal weights may be zero. Charnes, Cooper and

Rhodes (1979) stated to set the variables rku , ikv instead of 0rku ,

0ikv in the primal models and called those models as “non-Archimedean” models.

The non-Archimedean MI (with its dual variables) and EI models are given below:

Model MI
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The dual model of MI
ε, EI

ε is established by all defined dual variables which are jk ,

k , 
rks and 

iks .
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Model EI
ε

Min 






   
 


s

r

m

i
ikrkk ss

1 1

 (2.21)

s.t.

rkrk

n

j
jkrj YsY  




1

 r = 1, …, s (2.22)

0
1

 


 ik

N

j
jkijikk sXX  i = 1, …, m (2.23)

jk , 
rks , 

iks ≥0

k urs

The EI
εmodel is also known as “slack-adjusted model” in literature. The objective

function of EI
εincludes the term 







   
 


s

r

m

i
ikrk ss

1 1

 that is different from the

objective function of Archimedean model. This term states that if the sum of slack

variables is greater than zero then the efficiency score gets under 1 even 1k

because the sum of slack variables is multiplied by “– ε”. Therefore, there are two

conditions to be satisfied in order to say a DMU is efficient:

i. 1k

ii. All slack variables are zero.

The conditions above are closely related to the definition of Pareto-Koopmans

efficiency and one can apply to resource Charnes and Cooper (1961) for more

detailed information about Pareto-Koopmans efficiency.

Charnes, Cooper and Rhodes (1979) stated a two-phase methodology to remove the

inconveniences of setting εa priori. Firstly, the EI model is solved and k is

calculated. If 1k then in the second phase by taking k as 1 a new model called

“additive model” is established to maximize the sum of slack variables.
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If the objective function is zero then the DMU k is efficient. However, if it is not zero

which means that any slack variable is positive, the DMU k is not efficient even

1k . For instance, assume that 
iks is positive, so the objective function is greater

than zero. It means that ikX can be decreased without any decrease in outputs.

Therefore, the DMU k is not efficient although 1k .

2.2.2 Technical Efficiency and Scale Efficiency

Technical efficiency is expressed as the non-existence of any waste. In other words,

technical efficiency is the success of producing the maximum output through utilizing

the inputs in a most efficient way. It is a fact that all technical efficient DMUs are

located on the efficient frontier and the DMUs below the efficient frontier waste their

resources relatively. This situation is illustrated in Figure 2.4.
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Figure 2.4 Technical Efficiency

When the output/input ratios of A, B and P are calculated it is seen that P is the least

productive and B is the most productive unit among them. In Figure 2.4, it is also

seen that the productivity of A is less than B although A is called as technical

efficient.

Unit P can increase its technical efficiency and productivity by moving towards B

because both it gets closer to efficient frontier and the output/input ratio gets larger.

Besides, A can increase its productivity by moving towards B while keeping its

technical efficiency constant because it is still on the efficient frontier and the

output/input ratio is increased. Banker (1984) stated that C which is the relatively

most productive unit possesses the “Most Productive Scale Size (MPSS)” and the

closeness to MPSS is called as scale efficiency.

It is seen that F can increase its productivity (getting closer to MPSS) by increasing

its scale while keeping its technical efficiency. This is called as “Increasing Returns

to Scale (IRS)”. In other words, the relationship between the input and output of F is

expressed by a curve which increases more steeply than a straight line that is for

Constant Returns to Scale (CRS) (Banker, 1984).
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Besides, E can increase its productivity (getting closer to MPSS) by decreasing its

scale while keeping its technical efficiency. This is called as “Decreasing Returns to

Scale (DRS)”. In other words, the relationship between the input and output of E is

expressed by a curve which increases less steeply than a straight line.

Finally, if all IRS, DRS and CRS intervals exist on the efficient frontier together then

it is called as “Variable Returns to Scale (VRS)”.

2.2.3 Basic BCC Model

The total efficiency scores calculated by CCR models under the CRS assumption

includes technical and scale efficiencies together. However, technical and scale

efficiencies can not be found separately from CCR models.

If the postulates that are explained in section 2.1.3 are remembered, it is seen that

Postulate 2.6 and 2.7 are the ones which satisfy the Constant Returns to Scale (CRS).

Banker, Charnes and Cooper (1984) stated that if the Postulates 2.6 and 2.7 (Constant

Returns to Scale postulate) is cancelled then the DMUs with the efficiency score of 1

will be the ones on the efficient frontier. It means that the DMUs are evaluated only

according to their technical efficiencies with the independence of the deviations from

Most Productive Scale Size (MPSS). Therefore, the technical efficiencies of DMUs

can be calculated separately. After the total efficiency score is calculated from CCR

models and technical efficiency score from BCC models, the scale efficiency score of

a DMU can also be calculated by the help of the formula created by Farrell (1957):

Scale efficiency score =
(BCC)scoreefficiencyTechnical

(CCR)scoreefficiencyTotal

If the value of this ratio is one, then the DMU is apparently operating at optimal scale.

If the ratio is less than one then the DMU appears to be either too small or too large

relative to its optimum size.
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The input oriented linear programming model that is also known as BCC model under

the assumption of Variable Returns to Scale (VRS) is as follows:

Model eI

Min k (2.27)

s.t.

rk
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j
jkrj YY 

1

 r = 1, …, s (2.28)





N

j
jkijikk XX

1

0 i = 1, …, m (2.29)

1
1




N

j
jk (2.30)
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As it is seen in the model above the only difference from the EI model is the last

constraint (convexity constraint), 1
1




N

j
jk which satisfies the VRS instead of CRS.

The dual of the eI model is:

Model mI
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The possibility of being zero for the optimal weights is still valid for the BCC models

as previous CCR models. Therefore, the non-Archimedean models for both mI and eI

can be established similarly as performed for CCR models. Afterwards, the additive

model that is similar to (2.24) – (2.26) can be established and used to control whether

there are any positive slack variable.

Both the objective functions of eI and mI give the technical efficiency score of a

DMU. Additionally, the variable 0 in m I model gives the direction of returns to

scale as the following:

 Increasing Returns to Scale  *
0< 0

 Constant Returns to Scale  *
0= 0

 Decreasing Returns to Scale  *
0> 0

However, it should not be forgotten that the above interpretations about the direction

of returns to scale via 0 are valid if and only if the optimal solution is unique.

Otherwise, Banker-Thrall method can be used for alternative solutions case. One can

apply to Banker and Thrall (1992) for more details about that method.

2.3 MALMQUIST TOTAL FACTOR PRODUCTIVITY

Generally, efficiency analysis is performed for a specific time period. However, the

change of efficiency by time is an important topic to be considered. For example, if

there has been a significant change in technology over the sample period, it is

difficult to assess whether increases in efficiency scores each year are a result of

improvements in technical efficiency or technological change. The change in total

factor productivity by time can be analyzed if the panel data (a data set that contains

observations on multiple variables observed over multiple time periods) is available.

Many indexes are used to measure the changes in total factor productivity. These

indexes are the ratios of output indexes to input indexes. Here, it is necessary to
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explain what an index is. Indexes are the tools that are used to measure the changes in

the levels of economical variables. An index number is defined as a real number

which measures the changes in a set of related variables. They are used to compare

the values of a variable that change by time, place or both of them. Price indexes can

give the consumer prices, input/output prices, import/export prices but on the other

hand quantity indexes can measure the changes in outputs produced or inputs used by

time (Büyükkılıç and Yavuz, 2005).

Malmquist TFP index is an index that is used for measuring the changes in total

factor productivity of DMUs by time. More technically, as Estache (2004) stated the

Malmquist TFP index measures the TFP change between two data points by

calculating the ratio of the distances of each data point relative to a common

technology. The distance function is used for this measurement. Distance function

defines the production technologies for multiple inputs and multiple outputs without

any need for cost minimization of profit maximization objectives. Input distance

function defines the production technology according to the most contracted input

vector when the output vector is given. Similarly, output distance function defines the

production technology according to the most expanded input vector when the input

vector is given (Fare, 1994). Because the idea of calculating indexes by the help of

distance functions belongs to Sten Malmquist, Caves et al (1982) called their index as

Malmquist.

According to Fare (1994), the output oriented Malmquist TFP change index between

time period s and t is:
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where ),(0 tt
s yxd  indicates the distance of the observation of time s from the

technology of time t. If the function m(.) > 1 then it means that TFP increases from

time s to time t. In opposite, if the function m(.) < 1 then it means that TFP decreases

from time s to time t. The above equation can also be written as:
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The first term on the right hand side of the equation is the measure of Farrell’s output

oriented efficiency change between time s and time t. Additionally, the term in

square-root determines the technical change. These expressions are explained by the

help of the figure below:

Figure 2.5 Efficiency Change and Technical Change

In Figure 2.5, only one DMU “O” is analyzed where there are single input and single

output under constant returns to scale CRS assumption. O1 is the location of DMU O

under technology T1 in period s. Similarly, O2 is the location of DMU O under

technology T2 in period t. The formulations of efficiency change and technology

change are as follow:
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Malmquist TFP index can be calculated by two different approaches which are

parametric and non-parametric. In parametric approach, the distance functions are

determined by parametric methods or in other words, the production frontier is a

stochastic frontier. However, in non-parametric approach the distance functions are

determined by non-parametric methods such as Data Envelopment Analysis (DEA).

The most popular non-parametric approach used for calculating the distance functions

is the linear programming models developed by Fare (1994). The output oriented

models are as follow:
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If N is the number of observations and t is the number of time periods, n(3t-2) linear

programming models must be solved to calculate the values of all distance functions

defined above.

Tatje and Lovell (1995) showed that Malmquist TFP index does not measure the TFP

change correctly under the variable returns to scale (VRS) assumption. Therefore,

distance functions should be calculated according to the constant returns to scale

(CRS) assumption.
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In sum, Malmquist TFP index can be used to measure the TFP changes of DMUs by

time. Besides, it helps to understand that the TFP change is whether a result of

efficiency change (getting closer of DMUs to efficient frontier) or technical

change(change of efficient frontier). Moreover, Malmquist TFP index has the main

advantage of avoiding having to work with input and output prices like Tornqvist and

Fisher indexes. It relies on input and output weights estimated directly.
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CHAPTER 3

THE MODEL AND ITS APPLICATION

3.1 INTRODUCTION

In this study, the process developed by Norman and Stoker (1991) for performance

measuring system via DEA is used as a framework. The complete process of

introducing DEA into a performance measuring system consists of 9 steps which are

define the units, define the role, identify the objectives of units, choose output factors,

choose input factors, collect data, model construction, run the model and analyze the

results. The complete process can bee seen in Figure 3.1.

There is no problem about the steps of define the units, define the role and identify

the objectives for this study because it is clear that the units are 17 automotive

companies of which efficiency scores will be calculated. Besides, the role of an

automotive company is manufacturing motor vehicles and selling them. The main

objectives that are related the roles can be listed as increasing sales, reducing costs,

improving performance, identifying the reasons of poor performance and etc.
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Define the units Define the role

Identify the
objectives

Choose output
factors

Choose input factors

Collect Data

Model Construction

Run the modelAnalysis of Results

Short tem
management

actions

Long term usage

Initiate a pilot
exercise

Figure 3.1 The Process of Introducing DEA into Performance Measuring System

On the other hand, choosing output factors, input factors and collecting data are

problematic steps. These steps are also strongly interrelated because the input and

output factors should be easy collectable, otherwise it is not possible to use the factors

in the model even if they are meaningful. Therefore, in this study the possible data

resources for automotive companies were researched before deciding the input and

output factors. After determining the factors and collecting the appropriate data the
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model is constructed and run. Then, the results of the DEA models are analyzed and

interpreted. Finally, another step is performed which does not exist in Figure 3.1. This

step is calculation of Malmquist Total Factor Productivity (TFP) indexes by using the

panel data that include the years 2001-2005 and interpretations about the change of

efficiency by time for each company. In latter sections, all the steps mentioned above

will be discussed in detail.

3.2 MODEL CONSTRUCTION

The most important and difficult part of this study is to determine the input and

output factors for model construction because the inputs and outputs must relate to

the objectives of the DMUs, be consistent across DMUs, and be quantifiable. In

section 2.1.5, the studies on the performance measurement of automotive companies

are briefly discussed.

Lieberman and Dhawan (2000) defines some measures that can be considered as

important for comparing the productivities of automotive companies. These measures

are investment, company size, degree of vertical integration and skills in

manufacturing and product design. At first, they seem meaningful factors such that

they can be introduced to the DEA model but the availability of the data regarding

these measures is an important point and it will be discussed later.

Besides, ISO (Istanbul Chamber of Industry) does a research called “Top 500

Industry Firms of Turkey – 2001” annually. ISO lists the top 500 industry firms of

each year according to the annual sales of companies. The other factors used for

ranking the firms are the total turnover, gross value added, capital, equity capital, net

assets, profit before tax or loss, export and the number of employees. It is seen that

they are financial based factors rather than the production based factors in Lieberman

and Dhawan (2000). Also, Yılmaz, Özdil and Akdoğan (2002) used turnover (in

trillion TL), profit before tax (in trillion TL), export (in trillion TL) as outputs and net

assets (in trillion TL), capital stock (in trillion TL) and the number of employments as
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the inputs in DEA model. In sum, these factors can also be appropriate for using in

DEA model, but the availability of data is again a problem.

In addition to availability of data, the total number of inputs and outputs is another

restriction for constructing the model. There are 17 DMUs in our study so the total

number of inputs and outputs should not exceed 5 (or 6) according to the rule of

Nunamaker (1985) which states that the number of DMUs should be at least three

times greater than the sum of the number of outputs and inputs included. Details of

factor determination for DEA model are given next section.

3.3 FACTOR DETERMINATION

As a result of research on data resources for automotive industry it is found that all

data of automotive industry in Turkey are collected and classified only by OSD

(Automotive Manufacturing Association). OSD presents the annual data of 17

member automotive companies as .pdf files called “General and Statistical

Information Bulletin Of Automotive Manufacturers” on its webpage. This file

includes the following data for each year. One can apply to the reports on the website

of OSD for more information.

 Company name
 Starting year of production of company
 Capital of company
 Foreign capital of company
 Covered area of company
 Total area of company
 Turnover of company
 Payment of company for raw material
 Payment of company for components
 Taxes, Wages and Salaries Paid in company
 Vehicle based production capacities of companies (passenger car, truck, pick

up, bus, mini-bus, midi-bus, tractor)
 Vehicle based production amounts of company (passenger car, truck, pick up,

bus, mini-bus, midi-bus, tractor)
 Exports of company
 Employment of company
 The specifications of models produced by company
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 Vehicle based total production in automotive sector (passenger car, truck, pick
up, bus, mini-bus, midi-bus, tractor)

 Year and vehicle based total production amounts (from 1963 to current year)
 Vehicle based total capacity usage (passenger car, truck, pick up, bus, mini-

bus, midi-bus, tractor)
 Total imports in automotive sector
 Realized sectorial investment (in $)

Moreover, the availability of the measures defined by Lieberman and Dhawan (2000)

is checked. In other words, it is tried to answer the question “Can these measures be

covered by the data obtained from OSD?”

One of the measures is investment which can be effective on the relative efficiency of

an automotive industry. However, only the total investments are available in the

reports of OSD rather than company based investment amounts. Although this data

can be obtained from the financial reports of companies, only the companies quoted

to IMKB announce their financial reports officially. Therefore, it is not possible to

obtain this data for all companies. As a result, the investment factor is ignored.

Another important measure defined by Lieberman and Dhawan (2000) is the level of

work-in-process (WIP) and WIP/sales ratio is used as an indicator of the “leanness”

of a company’s production system. However, it was mentioned in previous section

that the data in hand are mostly financial based rather than production based, so there

is not any data about the WIP levels of companies. Hence, it is ignored as investment

too.

Another measure is the degree of vertical integration. The degree of vertical

integration shows whether the company produces parts via in-house manufacturing or

it has subcontracting with the suppliers. The measure of the degree of vertical

integration is indicated by the company’s annual value added as a proportion of sales.

Since the data of value added is not available for each company it is ignored too.

Lieberman and Dhawan (2000) used the design quality of a company as another

measure because product development and design is important in automotive industry.
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They used a car magazine to get information about the design quality of companies.

Similarly, a research on the awards such as “Best Car of the Year”, “Best Truck of the

Europe” was performed in this study. The aim of that research was to find the number

of awards received by a company and use it as the indicator of the design quality of

that company. However, the research proved that there are many different

publications and awards in this topic. Currently, there are many awards based on

various criteria such as vehicle type, country, region, magazine, world and etc. In sum,

it is too difficult to define a common indicator for the design quality of automotive

industries. Also, there is not any data in OSD. Therefore, it is ignored.

Cumulative historical production of vehicles for each company is also used by

Lieberman and Dhawan (2000) as an indicator of the experience of a company.

However, it is difficult to apply this method to this study because as mentioned before

the production amounts excessively vary from one vehicle type to another. It means

that the cumulative historical production amount of a car manufacturer and a truck or

a bus manufacturer is too different. In other words, large production volumes and

high cumulative historical production of a passenger car manufacturer does not imply

that it is more experienced than a truck manufacturer. Hence, the cumulative output is

not used in this study. However, as discussed in next sections the data about the ages

of companies are available and evaluated as potential input factor.

The economies of scale are significant in the automotive industry because larger

company size allows cost savings. Lieberman and Dhawan (2000) define total

employment as one measure of company size. Lieberman and Dhawan also used

vehicle output as an alternative measure of company size. Vehicle output is not

considered as a measure of company size in this study because 17 automotive

companies in this study produce many types of vehicles such as passenger cars, trucks,

buses and etc. The annual production amounts excessively differ from type to type.

For instance, a passenger car manufacturer in Turkey can produce hundreds of

thousand while a truck manufacturer can not produce more than 20-30 thousands.

Therefore, total employment is selected as a possible input factor in this study. It is

defined as “possible” because the factors used in model are selected by stepwise

approach among the possible ones.
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In sum, the measures mentioned above are important and effective factors on the

efficiency of automotive companies. However, there should be more input and output

factors which are available to be used in DEA model. Therefore, the data obtained

from OSD are analyzed to determine those factors.

3.3.1 Stepwise Approach

Sengupta (1988) introduced a useful method for selecting and using appropriate

inputs/outputs in DEA. The method is based on stepwise regression and called as the

stepwise approach to DEA. The stepwise approach is an iterative procedure in which

productivity is measured in terms of the important factors as seen in Figure 3.2

(Sigala et al, 2005).

Refine the analysis variables

Identify influential variables

Perform efficiency analysis

Examine correlations between
variables and efficiency measures

Determine causal relationships

Identify new variables

Remove variables

Figure 3.2 The Stepwise Approach
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Other important factors are determined by examining the factors that correlate with

the measure of efficiency and their causal relationships. The reason of examining the

correlations of factors with the efficiency measure is that if a factor which influences

performance is excluded from the efficiency measure, then the efficiency measure

must be biased in relation to that factor. Hence, a high statistical correlation between

that factor and the efficiency measure is expected. However, it can not be concluded

that a factor influences performance from the observation of a high statistical

correlation alone. There must be also a logical causal relationship to explain why or

how the factor influences performance. In other words, any change in the value of an

input should be reflected in either no change in each output or if there is a change,

one in the ‘right’ direction. Hence it would be an unhelpful model such as a model

that allows an “increase in investment” to be reflected in a “decrease in performance”.

If this case is in reality, the causal relationships between factors would need to be re-

examined and a new model constructed (Norman and Stoker, 1991). On the other

hand, the existence of a causal relationship can be rejected only if it is based on a

logical explanation of the statistical relationship.

In stepwise DEA approach, a factor should be broken down into as few constituent

parts as possible if the components have a significant effect on efficiency (Norman

and Stoker, 1991) because an aggregate productivity metric and model may obscure

and hide trade-offs among productivity variables (Sigala, 2003). In literature, the

significant effect of constituents on efficiency measure is defined as the significant

Pearson correlations between DEA scores and partial metrics (Sigala, 2003, Norman

and Stoker, 1991).

As mentioned in section 3.1 the role of an automotive company is manufacturing

motor vehicles and selling them, so the main objective of an automotive company is

making as high profit as possible. This can be performed by increasing sales or

reducing costs. Therefore, the profit based stepwise approach that was developed by

Norman and Stoker (1991) is used in this study. However, it is a fact that measuring

the profit alone does not indicate i) how well a DMU is being managed where

external factors influence its profitability ii) the potential for improvement that may
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exist iii) realistic targets iv) which DMUs would benefit most from additional

resources.

Since it is a profit-based approach, it implies as high revenue and low cost as possible.

Hence, first “Revenue/Cost” can be considered as the efficiency measure. According

to the stepwise approach concept mentioned above, it is a fact that the factors

correlated with revenue or cost may exhibit a correlation between efficiency.

Therefore, another important factor is identified by examining factors which are

correlated with that measure of efficiency and applying judgment in terms of cause

and effect. Then, the new factor is incorporated into the efficiency measure and the

process is repeated until no further important factors emerge. Finally, a measure will

be constructed which accounts for all identifiable factors which influence

performance.

Sigala et al. (2005) state that the stepwise approach helps to interpret why particular

units are efficient by examining the result of each step. The units found to become

efficient from one step to another are efficient because of the incorporation of the

respective inputs/outputs in the step they were found to be efficient.

However, as Cinca et al. (2002) stated this approach has the disadvantage that

correlations may not be affected by changes in efficiencies. For example, if the

incorporation of a variable results in a proportional increase of the efficiencies of all

DMUs, the correlation coefficient does not change.

Kittelsen (1993) explained that the stepwise approach used by Norman and Stoker

(1991) have also disadvantages. Since variables may be collinear and the excluded

variable can contain essentially the same information as an included variable, the

Pearson correlation coefficient is not partial enough. There is no reason to presuppose

that an excluded variable is not correlated with efficiency. Lastly, there is no

significance test to decide when to stop disaggregating.



45

3.3.2 Data Set and Model Application

In this section, the input and output factors to be used in DEA model are determined via

stepwise approach mentioned above. The data of year 2005 is used in stepwise approach.

The data of year 2005 in Table 3.1 is obtained from the reports of General and Statistical

Information Bulletin Of Automotive Manufacturers 2005 – I and General and Statistical

Information Bulletin Of Automotive Manufacturers 2006 – I in the website of OSD.

The first column in Table 3.1 includes the names of 17 automotive companies. The

values in the other columns are the Payment for Raw Materials and Components,

Payment for Wages and Insurances of Employees, Total Cost, Domestic Sales, Exports,

Turnover, Production, Capacity Usage, Age respectively. “1MYTL” represents that the

amounts are in million New Turkish Liras and “1000” represents that the production

amount is in thousand units.

Payment for Raw Materials and Components is the amount that the company has paid for

buying raw materials and components. Payment for Wages and Insurances of Employees

is the amount that the company has paid for the employees’ salaries and social security

insurances. In other words, it is a kind of labor cost. Total Cost is the sum of Payment for

Raw Materials and Components and Payment for Wages and Insurances of Employees.

Although, there are other cost types such as many direct and indirect costs but only these

two are available. Domestic Sales is the revenue come from the sales in Turkey. Export is

the revenue come from the sales to other countries. Besides, Total Revenue is assumed to

be as Turnover that is equal to the sum of Domestic Sales and Exports. Production is the

number of vehicles produced in current year. Capacity Usage is the ratio of Production to

Capacity. It can be an important factor because it is seen from Table 3.1 that the capacity

usages are very low for most of the companies. It must not be forgotten that low capacity

usage means high costs. Therefore, it can be concluded that the low capacity usage is a

problem in automotive industry in Turkey. Lastly, Age is the time passed from the

starting date of production of a company to current year. For example, if the company has

started production in 1970 then its Age is 2005 – 1970 = 35 (current year is assumed as

2005).
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Because the approach used is a profit-based approach, high revenue with low cost is

the objective. Hence, “Revenue/Cost” can be considered as the efficiency measure.

The “Revenue/Cost” ratio is calculated by dividing “Turnover” by “Total Cost” for

each company. The scores and the ranks are shown in Table 3.2.

Table 3.2 Step 1 Efficiency Scores

Company Name Rank

Total
Revenue/
Total Cost

Step1
Efficiency

Efficiency
from DEA

A.I.O.S. 8 1,37 0,11 0,11
ASKAM 4 2,08 0,16 0,16
B.M.C. 10 1,35 0,10 0,10
FORD OTOSAN 7 1,38 0,11 0,11
HONDA 13 1,17 0,09 0,09
HYUNDAI ASSAN 12 1,21 0,09 0,09
KARSAN 17 0,86 0,07 0,07
M.A.N. 11 1,28 0,10 0,10
M.BENZ TÜRK 1 12,96 1,00 1,00
OTOKAR 5 1,88 0,15 0,15
OTOYOL 15 1,12 0,09 0,09
OYAK RENAULT 14 1,12 0,09 0,09
TEMSA 16 0,87 0,07 0,07
TOFAŞ 9 1,36 0,11 0,11
TOYOTA 2 2,84 0,22 0,22
TÜRK TRAKTÖR 6 1,62 0,13 0,13
UZEL 3 2,80 0,22 0,22

It is seen from the table that M.BENZ TÜRK has the maximum Total Revenue/Total

Cost ratio with 12.96. Therefore, the efficiency score of it is set to 1 and the others’

efficiency scores are calculated by dividing their Total Revenue/Total Cost ratios by

12.96. As seen in the table, the last column includes the efficiency scores obtained by

solving the basic CCR model with single input (total cost) and single output (total

revenue). Normally, both the efficiency scores in last two columns are the same and

called as Step1 efficiency scores.

Norman and Stoker (1991) stated that if a factor which influences performance from

the efficiency score then the efficiency measure must be biased in relation to that
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factor. Therefore, a high statistical correlation is expected between that factor and the

efficiency measure. However, only statistical correlation is not enough. There must also

be a logical causal relationship to explain how the factor affects performance. On the

other hand, there must be a logical explanation of the statistical explanation in order to

reject the causal relationship. Because of these reasons, the correlation between each

factor in Table 3.1 and the current efficiency measure that is “Efficiency” in Table 3.2.

The correlation of each factor with the current efficiency measure is shown in Table 3.3.

Actually, the first column of Table 3.3 which includes the correlations between each

factor and the efficiency score of Step1 is important to decide the new factor to be

incorporated to the model. It is seen that the factor which has the maximum correlation

with the Step1 efficiency score is PRD/CAP. It means that the Capacity Usage can be the

new factor to be incorporated to model. Here, one can ask “Why are Production or

Capacity not used as factors separately?” The answer is the very high correlation of

Production with most of the other factors because using highly correlated factors together

in DEA is a non-desirable situation. For example, as seen in Table 3.4 the correlation of

Production with Domestic Sales is 0.723, with Export is 0.913 and with Turnover 0.935.

It can be concluded that using Production as an output is not a good idea but it should be

added somehow because it is one of the most important indicators for the performance of

an automotive company. Capacity Usage reflects both the effects of production and

capacity in the model. Therefore, incorporating it to the model is a statistically and

logically good idea.

If Capacity Usage is added then the new model is a single input (Total Cost) and two

outputs (Total Revenue and Capacity Usage). The Step2 efficiency scores and the ranks

of companies are shown in Table 3.3

Table 3.3 Step 2 Efficiency Scores

Company Name Rank
Step2

Efficiency Company Name Rank
Step2

Efficiency
A.I.O.S. 12 0,12 OTOKAR 6 0,20
ASKAM 5 0,22 OTOYOL 14 0,10
B.M.C. 11 0,13 OYAK RENAULT 7 0,20
FORD OTOSAN 8 0,19 TEMSA 17 0,09
HONDA 15 0,10 TOFAŞ 9 0,16
HYUNDAI ASSAN 13 0,12 TOYOTA 2 0,71
KARSAN 16 0,09 TÜRK TRAKTÖR 10 0,14
M.A.N. 4 0,24 UZEL 3 0,26
M.BENZ TÜRK 1 1,00
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If Step1 and Step2 efficiency scores and ranks are compared, it can be seen that the top

three companies are not changed. M. BENZ TÜRK, TOYOTA and UZEL are the top

three in both cases because their Total Revenue/Total Cost ratios are excessively high

with respect to others.

The correlation matrix that shows the relationships between each factor and the Step2

efficiency scores is shown in Table 3.6. The most highly correlated factor with the Step2

efficiency scores is EXP with the correlation 0.394 so Export is a candidate for being the

new factor to be added to model. As mentioned before Turnover is the sum of Export and

Domestic Sales. Therefore, if Export is added to model it means that Turnover is

subdivided into its constituent parts. By the way, if Export is added then Domestic Sales

should be added to model. However, the causal relationship should also be discussed to

ensure the incorporation of the new factor. Actually, the simple logic is that if the Export

and Domestic Sales of a company increase then the revenue and the profit of company

increase respectively. In sum, adding the factors Export and Domestic Sales as outputs is

a good idea from the view of statistics and causal relationship.

When Export and Domestic Sales are added as outputs instead of Total Revenue then the

new model is a single input (Total Cost) and three outputs (Domestic Sales, Export and

Capacity Usage). The Step3 efficiency scores and the ranks of companies are shown in

Table 3.5

Table 3.5 Step 3 Efficiency Scores

Company Name Rank
Step3

Efficiency
A.I.O.S. 6 0,35
ASKAM 4 0,52
B.M.C. 16 0,16
FORD OTOSAN 14 0,19
HONDA 8 0,32
HYUNDAI ASSAN 17 0,12
KARSAN 9 0,31
M.A.N. 7 0,32
M.BENZ TÜRK 1 1,00
OTOKAR 5 0,37
OTOYOL 10 0,30
OYAK RENAULT 13 0,20
TEMSA 12 0,22
TOFAŞ 15 0,16
TOYOTA 3 0,71
TÜRK TRAKTÖR 11 0,27
UZEL 2 0,74
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According to Step3 efficiency scores the only efficient company is still M.BENZ TÜRK

because it has very high Domestic Sales and Export despite of its very low Total Cost. It

should also be noted that its capacity usage is 100 %. Actually, the Capacity Usages of

M.BENZ TÜRK, FORD OTOSAN and TOYOTA were greater than 100 % in the data

obtained from OSD. However, the capacity usage can not exceed 100 % theoretically.

Therefore, the capacity usages of those three companies are set to 100 % to prevent the

abnormalities that will be discussed next chapter.

Table 3.8 shows the correlations between each factor and the Step3 efficiency scores.

RAW is the factor that has the highest correlation with the Step3 efficiency scores. Hence,

it means that Payment for Raw Materials and Components is the candidate for the new

factor to be added to model. Payment for Raw Materials and Components is a constituent

part of Total Cost because Total Cost is the sum of Payment for Raw Materials and

Components and Payment for Wages and Insurances of Employees. Therefore, if

Payment for Raw Materials and Components is added as an input then Payment for

Wages and Insurances of Employees should also be added as another input. It is a fact

that increasing of Payment for Raw Materials and Components and Payment for Wages

and Insurances of Employees results in increasing of costs and so decreasing of profit.

Therefore, it can be concluded that there is a causal relationship between those two

factors and the efficiency score.

As Payment for Raw Materials and Components and Payment for Wages and Insurances

of Employees are incorporated to model as inputs instead of Total Cost the new model

becomes a model with two inputs (Payment for Raw Materials and Components and

Payment for Wages and Insurances of Employees) and three outputs (Domestic Sales,

Export and Capacity Usage). The Step4 efficiency scores and the related ranks of

companies are shown in Table 3.7.

Table 3.7 Step 4 Efficiency Scores
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It is seen that there is an important difference between the Step4 efficiencies and the

previous ones. In Step1, Step2, Step3 there is always one efficient company that is

M.BENZ TÜRK. However, according to the Step4 efficiency scores there are four

companies of which efficiency score is equal to one. In other words, M.BENZ TÜRK,

TOYOTA, UZEL, HYUNDAI ASSAN and ASKAM are found as the efficient

companies according to the model with 2 inputs and 3 outputs. Actually, the number

of efficient companies proves that the number of total variables is high with respect to

the number of DMUs in the model.

The correlations between each factor and the Step4 efficiency scores are shown in

Table 3.9. It is seen that the only variable that may be incorporated to model is AGE .

However, the correlation between AGE and the Step4 efficiency score is 0.171 that is

a very small value. Therefore, it can be concluded that there is not any other factors

which can be added to model. Indeed, if one more factor is added then the number of

total variables becomes 6 and the rule of (Nunamaker 1985) which states that three

times of the number of total variables should not exceed the number of DMUs in the

model. In sum, the model with 2 inputs (Payment for Raw Materials and Components

and Payment for Wages and Insurances of Employees) and three outputs (Domestic

Sales, Export and Capacity Usage) was constructed via the stepwise approach.
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CHAPTER 4

RESULTS AND DISCUSSIONS

4.1 CCR Models

First, the envelopment model EI is solved by using the necessary data in Table 3.1 to

find the dual variables ( s) in addition to total efficiency scores of the companies.

The model EI is as follows:

Min k

s.t.

rk

N

j
jkrj YY 

1

 r = 1, …, s

0
1




N

j
jkijikk XX  i = 1, …, m

0jk j = 1, …, N

k urs

The ks and s are shown in Table 4.1. The “Theta” column includes the values of

ks and the each row includes the dual variables of each constraint in the model

solved for DMU k. The last column named “REF” shows the reference sets of

inefficient units. For example, DMU 2 and DMU 15 are the members of DMU 1’s

reference set. Besides, it is seen that DMUs 2, 6, 9, 15 and 17 are found as efficient.

Normally, only the dual variable kk is equal to one for the efficient DMUs.
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After finding the dual variables by the help of EI model, the projections are calculated

by the following formulas








Rq

iqkqi XX i = 1, …, m








Rq

rqkqr YY r = 1, …, s

Where R is the reference set of DMUs. The projections can be seen in Table 4.2.

For example, the projection of Payment for Raw Materials and Components for

A.I.O.S is calculated as follow:

15,115,22,117,217,1 XXX   = 1.830*77.580 + 0.018*1142.347 = 162.533

In the formula, lambdas of DMU 2 ( 17,2 ) and DMU 15 ( 15,2 ) are multiplied with the

values of Payment for Raw Materials and Components for DMU 2 ( 2,1X ) and DMU

15 ( 15,1X ) respectively because they are the only DMUs in the reference set of

A.I.O.S. It is seen that, the result, 162.533 is a bit different from 162.546 in Table 4.2

because of the number of decimals in Excel. The results come from LINGO are

stored in Excel tables and the number of decimals in results are mostly high such as

6-7 decimals. However, they are seen in Tables as if they are 3-decimal numbers for

easy reading. Then, as the real numbers are multiplied in Excel the results may be a

bit different from the results found by multiplied the 3-decimal numbers manually.

However, these differences are negligible in the analysis of results.

.

In the column that includes the projection values of Capacity Usage, it is seen that

FORD OTOSAN, OYAK RENAULT and TOFAŞhave values greater than 1.

Actually, a company is not able to produce more than its capacity but DEA model

states that these three companies can increase their Capacity Usages to greater than 1.

This situation is caused by the lack of a restriction on the Capacity Usage variable.
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Therefore, the constraint 1
1

3 


N

j
jkjY  is added to model to ensure that the capacity

usage ratio can not exceed 1. Since, the value of 


N

j
jkjY

1
3  gives the projection of third

output of DMU k, 1
1

3 


N

j
jkjY  means that the projection of capacity usage for DMU k

can not exceed 1. In other words, the capacity usage of an inefficient DMU can increase

in terms of improvement but it can not exceed 1.

All the following models in this study are established by considering the capacity usage

restriction. The new EI model after adding the capacity usage constraint is as follows:

Min k

s.t.

rk

N

j
jkrj YY 

1

 r = 1, …, s

0
1




N

j
jkijikk XX  i = 1, …, m

1
1

3 


N

j
jkjY 

0jk j = 1, …, N

k urs

The efficiency scores, dual variables and the reference sets are shown in Table 4.3. In

addition, the projections can be seen in Table 4.4. There is an important difference

between the results of the non-restricted and restricted CCR models. FORD OTOSAN

becomes an efficient company when the capacity usage constraint is added to model

because when there is not any capacity usage constraint FORD OTOSAN tries to

increase its capacity usage ratio to be efficient. However, its capacity usage is actually

100 % and it is impossible to make capacity usage greater than 1 theoretically. When the

constraint is added, it normally becomes one of the efficient companies.
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To ensure that the DMUs with efficiency score of 1 are really efficient the “additive

model” should be solved for the DMUs of which efficiency scores are 1. If all the

slacks are found as zero then it can be concluded that those DMUs are efficient. The

additive model solved is as the following:

Max  
 

 
s

r

m

i
ikrk ss

1 1

s.t.

rkrk

n

j
jkrj YsY  




1

 r = 1, …, s

0
1

 


 ik

N

j
jkijik sXX  i = 1, …, m

1
1

3 


n

j
jkjY 

jk , 
rks , 

iks ≥0

The optimal values of slack variables and the objective function for each DMU is

shown in Table 4.5.

Table 4.5 The Solution of Additive Model
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In Table 4.5, it is seen that the optimal values of all slack variables and objective function

of each efficient unit are zero, so it can be concluded that the DMUs found as efficient

via EI models are really efficient and there are totally 6 efficient companies among 17.

The high number of efficient companies may be caused by the high number of inputs and

outputs with respect to the number of DMUs because as mentioned before the greater the

number of variables, the higher the proportion of DMUs that achieve a relative efficiency

score of 1.

Lastly, the following multiplier model MI, the dual of EI, is solved to find the optimal

weights of inputs and outputs.

Max k

s

r
rkrkk cYu 

1



s.t.

03
11




jk

m

i
ijik

s

r
rjrk YcXvYu j = 1, …, N

1
1




m

i
ikik Xv

0rku , 0ikv , 0kc r = 1, …, s; i = 1, …, m

The variable kc is the dual variable of the capacity usage restriction constraint in EI

model. The optimal weights and objective function are given in Table 4.6.

Table 4.6 Efficiency Scores and Optimal Weights for CCR Model MI
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If the efficiency scores in Table 4.3 that are calculated from EI model and the

efficiency scores in Table 4.6 that are calculated from MI model, they are expected to

be the same because of the duality theorem. Table 4.7 controls whether the values of

objective functions and optimal weights obtained from EI and MI models are same or

not.

Table 4.7 Comparison of Optimal Solutions of CCR Models

The technical efficiency scores in Table 4.7 are the optimal values of the objection

functions in model EI. The optimal weights of inputs and outputs in Table 4.7 are

actually the dual variables of the constraints in EI. In other words, it is checked

whether the optimal solutions of dual of dual are the same or not. The sign of “check”

indicates that the values obtained from models EI and MI are same; the sign of “cross”

indicates that the optimal values of variables in models EI and MI are different. It is

seen that all efficiency scores are same for each company. However, there is a

difference between the weights of second output for DMU 9. The situation is an

indicator of an alternative solution.
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4.2 BCC Models

The total efficiency scores in Table 4.3 are calculated by solving the EI model which

is a CCR model. The total efficiency scores found via CCR models under the CRS

assumption include technical and scale efficiencies together. Besides, it is impossible

to calculate the technical and scale efficiencies separately from CCR models.

Therefore, the following model eI is solved to calculate the technical efficiency score

of each DMU.

Min k

s.t.

rk

N

j
jkrj YY 

1

 r = 1, …, s





N

j
jkijikk XX

1

0 i = 1, …, m

1
1




N

j
jk

1
1

3 


N

j
jkjY 

0jk j = 1, …, N

k urs

The technical efficiency scores and the dual variables (s) are given in Table 4.8.

The DMUs with the technical efficiency score of 1 are DMUs 1, 2, 4, 6, 9, 13, 15, 16,

17. In other words, A.I.O.S., ASKAM, FORD OTOSAN, HYUNDAI ASSAN,

M.BENZ TÜRK, TEMSA, TOYOTA, TÜRK TRAKTÖR and UZEL are technically

efficient companies.
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After finding the technical efficiency scores, the scale efficiency score of each

company can be calculated by the following formula:

Scale efficiency score =
(BCC)scoreefficiencyTechnical

(CCR)scoreefficiencyTotal

The scale efficiencies of each company can be seen in Table 4.9. According to the

scale efficiency scores, it can be concluded that ASKAM (2), FORD OTOSAN (4),

HYUNDAI ASSAN (6), MAN (8), M.BENZ TÜRK (9), TOYOTA (15) and UZEL

(17) are the scale efficient companies. However, MAN is not technical efficient

although it is scale efficient. On the other hand, A.I.O.S., TEMSA and TÜRK

TRAKTOR are not scale efficient even they are technically efficient. It means that

they do not waste any resource but they have inefficiency due to their scale size.

Table 4.9 Scale Efficiencies
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In addition to eI model, the multiplier BCC model mI (the dual of eI) is solved to

check whether there are any alternative optimal solutions or not. The model mI can be

seen below and the results are in Table 4.10.

Max
0

1

 


k

s

r
rkrkk cYu

s.t.

003
11




jk

m

i
ijik

s

r
rjrk YcXvYu j = 1, …, N

1
1




m

i
ikik Xv

0rku , 0ikv r = 1, …, s ; i = 1, …, m

0kc

0 urs

Table 4.10 Efficiency Scores and Optimal Weights for BCC Model mI
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Table 4.10 includes the values of optimal weights and the variable “mu” which

indicates the direction of returns to scale according to its sign when there is not an

alternative solution. Therefore, the results of eI and mI are compared in Table 4.11.

Table 4.11 Comparison of Optimal Solutions of BCC Models

The technical efficiency scores in Table 4.11 are the optimal values of the objection

functions in model eI and they are taken from Table 4.8. The optimal weights of

inputs and outputs in Table 4.11 are actually the dual variables of the constraints in eI.

In other words, it is checked whether the optimal solutions of dual of dual are the

same or not. The sign of “check” indicates that the values obtained from models eI

and mI are same; the sign of “cross” indicates that the optimal values of variables in

models eI and mI are different. It is seen that all the technical efficiency scores are the

same. However, there are different optimal weights of third output, first and second

inputs. Hence, it can be concluded that there are alternative solutions for this problem.

If there are alternative solutions, the variable “mu” in model mI does not give any

information about the direction of returns to scale. In such cases, Banker-Thrall

method can be used to determine the direction of returns to scale for DMUs. One can

apply to Banker and Thrall (1992) for more information about that method.
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4.4 Malmquist Total Factor Productivity (TFP) Index

All previous efficiency analysis in this study was performed for a specific time

period which is year 2005. However, the change of efficiency by time is an important

topic to be considered because it is difficult to assess whether increases/decreases in

efficiency scores of each year are a result of increases/decreases in technical

efficiency or technological change. Deliktaş(2002) states that Mahadevan (2002)

defines the efficiency change as catching-up effect (reaching the production frontier)

and the technical (technological) change as technological change frontier effect

(shifting of the production frontier).

Therefore, the panel data that includes the five years from 2001-2005. The data of

2004 and 2005 are available on the webpage of OSD but it is thought that more

number of years can present more realistic results. Hence, the data of years 2001,

2002 and 2003 were requested and obtained from Hakan Yontar who is responsible of

editing the reports published by OSD. In sum, the panel data that includes 5 years is

used to analyze the efficiency changes of companies.

Malmquist TFP index is used for measuring the changes in total factor productivity of

companies by time. As mentioned in Section 2.3, the distance function is used for this

measurement. The output oriented Malmquist TFP change index between time period

s and t is calculated by the following formula developed by Fare et. al (1994):

  












changeTechnical

0

0

0

0

changeEfficiency

0

0
0 ),(

),(*
),(
),(

),(
),(),,,(

ss
t

ss
s

tt
t

tt
s

ss
s

tt
t

ttss yxd
yxd

yxd
yxd

yxd
yxdyxyxm 

where ),(0 tt
s yxd  indicates the distance of the observation of time s from the

technology of time t. If the function m (.) > 1 then it means that TFP increases from

time s to time t. In opposite, if the function m (.) < 1 then it means that TFP decreases

from time s to time t.

In this study, the Data Envelopment Analysis that is one of the non-parametric

approaches is used for determining the distance functions. The linear programming

models developed by Fare et. al (1994) were mentioned in Section 2.3. After adding
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the capacity usage constraints the new output-oriented models are as follow (the last

constraints are the capacity usage constraints):
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It is seen that 1
1




N

j
jk , that satisfies the variable returns to scale (VRS) does not

exist in the models above because Tatje and Lovell (1995) showed that Malmquist

TFP index does not measure the TFP change correctly under the variable returns to

scale (VRS) assumption. Therefore, distance functions should be calculated according

to the constant returns to scale (CRS) assumption.

If N is the number of observations and t is the number of time periods, n(3t-2) linear

programming models must be solved to calculate the values of all distance functions
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defined above. Hence, 17x((3x5)-2) = 221 models are solved in this study. It should

be emphasized that the financial data of all five years are deflated by 2001 based

Producer Price Index (PPI) in order to stabilize the variance of random or seasonal

fluctuations and/or highlight cyclical patterns in the data. The deflated data and more

information about the process of deflation are in Appendix A.

Then, the distance functions are calculated by using the deflated data of five years

and shown in Tables 4.12 – 4.15.

Table 4.12 Distance Functions for Period 2001-2002
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Table 4.13 Distance Functions for Period 2002-2003

Table 4.14 Distance Functions for Period 2003-2004
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Table 4.15 Distance Functions for Period 2004-2005

Finally, after determining the distance functions Efficiency Change and Technical

Change of each company for each time interval are calculated in addition to

Malmquist TFP Change Indexes ( 0m ) by using the following formula:
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The values of Efficiency change, Technical Change and Malmquist TFP Index of

each company for each time interval are shown in Table 4.16. The first three column

includes the changes from year 2001 to 2002. Similarly, the second, third and the

fourth three columns show the changes in time intervals 2002-2003, 2003-2004 and

2004-2005 respectively. In addition, the last row indicated by (total) shows the

average changes in total automotive industry for each time interval. As Tarım (2001)

stated “geometric mean” is used for calculation the averages.
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The results in Table 4.16 are illustrated by Figures 4.1–4.6. Both graphs are started

with year 2001 of which values is set to 1. Then the graphs are drawn according to

cumulative changes. For example, Figure 4.1 is the graph that shows the efficiency

changes (cumulative) of A.I.O.S. The starting point of the graph is year 2001 with the

efficiency score 1. Then, the first cell of Table 4.16 shows that efficiency change of

A.I.O.S. between 2001 and 2002 is 0.283, so the indicator point goes to 1 * 0.283 =

0.283. The efficiency change score of A.I.O.S. for 2002-3003 is 1.109 in Table 4.16,

so the indicator point goes from 0.283 to 0.283 * 1.109 = 0.314. The values of years

2004 and 2005 for A.I.O.S. in the graph are calculated similarly.

Figure 4.2 and 4.3 show the technical change and Malmquist TFP Index of A.I.O.S.

The calculations are performed as mentioned above for Figure 4.1. The graphs that

show the efficiency change, technical change and Malmquist TFP Index of all

companies used in this study can be seen in Appendix B.

Figure 4.3 and 4.6 are the graphs that show the efficiency change, technical change

and Malmquist TFP Index of total automotive industry. The method of graphing the

values which are in the last row of Table 4.16 is the same as the method used for

calculations of companies.
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Figure 4.1 Efficiency Change of A.I.O.S.
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Figure 4.2 Technical Change of A.I.O.S.
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Figure 4.3 Malmquist TFP Index of A.I.O.S.
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Figure 4.4 Average Efficiency Change of Automotive Industry



79

1,000

2,444

1,673

1,089
0,916

0,2

0,6

1,0

1,4

1,8

2,2

2,6

3,0

2001 2002 2003 2004 2005

Year

Figure 4.5 Average Technical Change of Automotive Industry
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Figure 4.6 Average Malmquist TFP Index of Automotive Industry

In addition to Efficiency Change, Technical Change and Malmquist TFP Index, the

changes in DEA scores by time can be another meaningful measure. Hence, DEA

scores obtained from basic CCR and BCC models by using the deflated data are

shown in Table 4.17 and 4.18.
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Table 4.17 CCR Model Results

Table 4.18 BCC Model Results
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From Tables 4.17 and 4.18 the scale efficiencies of each company for each year are

calculated to observe the changes in scale efficiencies by time. The scale efficiencies

are shown in Table 4.19.

Table 4.19 Scale Efficiencies
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CHAPTER 5

CONCLUSIONS

5.1 CONCLUSIONS

If the results in the tables are analyzed the following conclusions can be drawn:

 According to the results in Table 4.3 (the results of model solved by 2005 data),

TOYOTA exists in 9 reference sets of inefficient units. Similarly, ASKAM exists

in 8, HYUNDAI ASSAN and M.BENZ TÜRK exist in 4, UZEL exists in 3 and

FORD OTOSAN exists in 2 reference sets (except their own) as peers. This type

of DMUs which exist in many reference sets are called as “robustly efficient”

units. They are likely to remain efficient unless there were major shifts in their

fortunes (Norman and Stoker, 1991).

On the hand, there is another type of efficient DMUs which are called as

“marginally efficient” units. They will appear on only one or two reference sets

(including their own). They are likely to drop below 1 if there was even a small

drop in the value of an output variable (or a small increase in the value of an input

variable). However, according to efficiency scores in Table 4.3 there is not a

marginally efficient company.

It is seen from Table 4.3 that the overall efficiency scores of A.I.O.S, TEMSA

and TÜRK TRAKTÖR are greater than 0.9 but less than 1. They are called

“marginally” inefficient units.
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Lastly, according to data of year 2005, BMC, MAN, OTOYOL, OYAK

RENAULT and TOFAŞhave overall efficiency scores less than 0.75. This type

of DMUs are named as “distinctly inefficient” units. Norman and Stoker states

that it is difficult to make those DMUs efficient in the short term and they remain

inefficient until there was a major change in circumstances.

 Most of the companies are inefficient in 2001. It is seen from Table 4.17 that

A.I.O.S., BMC, HONDA, HYUNDAI ASSAN, TEMSA, TOYOTA, TÜRK

TRAKTÖR and UZEL have total efficiency scores smaller than 0.6. The reason

of common inefficiency in automotive industry may be the “2001 Crisis” in

Turkish economy. The situation can also be observed in Table 4.16 and Figure 4.4.

In Table 4.16 and Figure 4.4, the value of (total) change that represents the

average efficiency change of automotive industry is 0.666 for period 2001-2002

and it is the smallest among all periods.

 ASKAM and TOYOTA are two companies which are 100 % efficient in years

2002, 2003, 2004, 2005. However, the overall efficiency of TOYOTA in 2001 is

just 0.148 in Table 4.17. The reason of very small efficiency score is actually the

very low capacity usage because TOYOTA was able to produce only 2,862

vehicles in 2001 despite of its capacity of 100,000. Actually, it proves that

TOYOTA is one of the companies which were deeply affected from the economic

crisis in 2001. However, TOYOTA increased its capacity usage to 39 % by

producing 38,899 vehicles in 2002 and its efficiency score has been 1 since 2002.

The other most efficient company is ASKAM and actually its efficiency score is 1

in all five years under variable returns to scale (VRS) assumption. However, the

scale efficiency of 0.888 in Table 4.19 explains that ASKAM could not be 100 %

efficient in 2001 due to a small scale inefficiency.

 M.BENZ TÜRK, FORD OTOSAN, HONDA and OYAK RENAULT are the

other companies of which total efficiency scores are relatively high. However,

there are some points to be focused on about these companies. For example,
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OYAK RENAULT is one of the most efficient companies until 2005 but its

overall efficiency score (from CCR model) is 0.533 in 2005. The reason of this

decrease may be the high increase in Payment for Raw Materials and Components

of OYAK RENAULTS. From Appendix A, it can be seen that in 2004, OYAK

RENAULT paid 65.874 million YTL for Payment for Raw Materials and

Components. However, the value increases to 1241.305 in 2005. Therefore, the

high increase in one of the inputs results in inefficiency.

The situation of HONDA is interesting. According to Table 4.17 and Table 4.18

the overall and technical efficiency scores of HONDA are high. However, in

Figure B-10 and B-12 it is seen that its efficiency change and Malmquist TFP

Index scores are continues at low level with respect to the level in 2001. It may be

interpreted that HONDA was deeply affected from 2001 Economic Crisis like

TOYOTA.

 B.M.C. is another company to be focused on because all Table 4.18, Figure B-5

and Figure B-6 (in Appendix B) shows a continuous decrease in efficiency of

B.M.C. The overall efficiency score of B.M.C in 2003 is 0.925 from Table 4.18.

However, it decreases to 0.680 in 2004 and 0.672 in 2005. Besides, it is seen from

Figure B-5 that there is a continuous decrease in technical change of B.M.C.

Lastly, according to Figure B-6 it can be concluded that the total productivity of

B.M.C. decreases too. It should also be noted that when the Malmquist TFP Index

graphs of all companies are reviewed it is observed that the decreasing of total

factor productivity is mostly a common trend. Especially, the truck and bus

manufacturers such as B.M.C., M.A.N., M.BENZ TÜRK and TEMSA shows

similar trends.

 From the conclusions above, it can be stated that automotive manufacturers

should keep their capacity usage rates as high as possible because idle capacity

means cost. Otherwise, they may be faced with the bad result that TOYOTA was

faced in 2001. As remembered, TOYOTA was able to produce only 2,862

vehicles in 2001 although its capacity was 100,000.
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In addition to capacity usage automotive manufacturers should also pay attention

to their payments (costs). The situation of OYAK RENAULT in 2005 can be an

example for this case because the continuous high efficiency of OYAK

RENAULT ended due to the increase of its Payment for Raw Materials and

Components from 65.877 million YTL to 1241.305.

However, it should always be beard in mind that all conclusions and

interpretations above are performed according to the results of the DEA model in

this study. In other words, there are improvement points, discussed in further

research section, for better and more realistic solutions.
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5.2 FURTHER RESEARCH

One of the common problems of Data Envelopment Analysis applications is

determining the input and output factors. In this study, a method called stepwise

approach has been used to decide the inputs and outputs. The starting point in this

method was “profit” and the factor set consists of the factors that directly affect the

profit of the company. However, it is a fact that there are non-profit based factors

which are important for the company such as customer satisfaction, environmental

sensitivity, etc. Therefore, new factors can be considered to extend the perspective of

efficiency. For example, the number of technical services of the automotive company

can be used as an output factor in terms of measuring the after-sales quality or

customer satisfaction. The more number of technical services, the easier the

customers reach the company for support. Another indicator of both design quality

and customer satisfaction may be the number of times that a brand of the company

has been selected as the vehicle of the year. Hence, it can be a meaningful output

factor in the model.

The performance measures proposed by Lieberman and Dhawan (2000) for the

automotive companies can be used if the necessary data is available. For example,

investment is one of the most important measures for all sectors, not only the

automotive industry. It is also used as an indicator in financial analysis of companies.

Hence, the amount of investment for an automotive company can be an input factor.

The level of WIP is another important measure for an automotive industry because it

has a direct effect on cost and so on profit. It also reflects the leanness of the

company’s production system. Therefore, if the data is available it can be very useful

to consider the level of WIP as an input factor.

In literature, most of the studies on DEA the effect of the inputs/outputs which are not

incorporated to the model is observed. It is generally performed by adding the new

variable of which effect is controlled and observing the new efficiency scores of

DMUs. However, it is too difficult to apply this method in this study to understand
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the effect of other variables which do not exist in the model because the data about

those variables such as investment, level of WIP, etc. of companies are not available.

Moreover, there are variables which can not be directly incorporated into the DEA

model because they can not be controlled by the management. This type of variables

are known as non-discretionary variables in literature. In this study, there is not any

non-discretionary in the DEA model. For example, 11 automotive companies among

the 17 in Turkish automotive industry are multi-national companies which means

“direct foreign investment”. It is a fact that direct foreign investment causes

technology transfer from the investor’s country. Since technology brings productivity

and competitive advantage in terms of cost and quality, there may be differences

between the performances of domestic and multi-national companies. Therefore, the

existence (or the ratio) of foreign capital in an automotive industry can be

incorporated to the DEA model as an external variable.

The 17 automotive companies which are the members of OSD are used as DMUs in

this study. These companies produce 7 main types of vehicles which are passenger

car, truck, pick-up, bus, mini-bus, midi-bus and tractor. The types of vehicles

produced by these companies vary from company to company. For example, TEMSA

produces truck and bus, TOYOTA produces only passenger car, FORD OTOSAN

produces passenger car, pick-up and minibus. The analysis in this study does not

consider this diversity in terms of vehicle types. Actually, it is not too logical to

compare two companies that produce truck and passenger car because there are

important differences between those two companies such as production technology,

demand, market and etc. Therefore, categorical variables can be used for each vehicle

type. By the way, passenger car manufacturers can be compared with the companies

that produce passenger car.

All the model improvements mentioned above require adding new factors to the DEA

model. However, it should be noted that it might be difficult to add new factors due to

low number of companies in Turkish automotive industry. According to Nunamaker

(1985) three times of the total number of inputs and outputs should not exceed the

number of DMUs. Otherwise, the discriminating power of DEA is reduced and many

DMUs may be found as efficient. Therefore, the number of automotive companies
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should be increased for adding new factors to the model. Incorporating the companies

that produce component parts might be a method for increasing the number of DMUs.

From Tables 4.7 and 4.11 it can be seen that there are many optimal weights which

are equal to zero. Actually, zero weight means that the related input/output factor

does not affect the efficiency of the DMU but it is nonsense because all the variables

used in DEA have important effect on the efficiencies of DMUs. Therefore, adding

weight restrictions to model might be useful. This can be performed by different

approaches. Dyson and Thanassoulis (1988) set numerical limits on each weight. The

other methods that can be used for weight restriction are Cone Ratio Method

developed by Charnes, Cooper, Wei and Huang (1989) and the concept of Assurance

Region developed by Thompson, Langemeier, Lee, Lee and Thrall (1990). All these

methods provide weight restrictions to avoid zero weights but experts’ or specialist’

opinions are needed to understand the importance relationship between the

input/output factors. Therefore, before adding weight restrictions to the model the

opinion of anyone experienced in automotive industry should be taken.

Finally, Malmquist TFP Index has been used to observe the efficiency change and

technical change of each company for time period 2001-2005. As discussed in

conclusions part, the effect of 2001 crisis in Turkish economy is noted from the

Malmquist TFP Indexes. If the panel data of a longer time period is available, the

situation before and after crisis can be compared and more realistic interpretations can

be performed.
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APPENDIX A

“Inflation adjustment” or "deflation", is accomplished by dividing a monetary time

series by a price index, such as the Consumer Price Index (CPI) or Producer Price

Index (PPI). The deflated series is then said to be measured in “constant” YTLs,

dollars, etc. whereas the original series was measured in "nominal YTLs or dollars"

or "current YTLs or dollars". Inflation is often a significant component of apparent

growth in any series measured. If there is any growth, it is uncovered by adjusting for

inflation. Moreover, the variance of random or seasonal fluctuations may be

stabilized and/or cyclical patterns in the data may be highlighted.

Therefore the data of automotive companies are deflated by the PPI for Motor

vehicles, trailers and half trailers which was obtained from the website of Turkish

Statistical Institute (TURKSTAT).

Table A-1 The Producer Price Index (PPI) for Motor vehicles, trailers and half trailers

1994 Based Wholesale Price Indexes (WPI) for
Motor vehicles, trailers and half trailers

2001 2002 2003 2004 2005

34,24 53,35 66,59 71,05 69,62

2001 2002 2003 2004 2005

1,00 1,56 1,94 2,07 2,03

The first row is the original data which are the 1994 based Wholesale Price Indexes

(WPI). Actually, WPI and PPI are the same indexes because the name of WPI was

changed to PPI in recent years. Because, the data used in this study cover the period

of 2001-2005, year 2001 is set as the base year for easy calculation and the new PPIs

are in the second row of Table A-1. Then, the data of each year is divided by the

related PPI and the deflated data in Table A-2, Table A-3, Table A-4, Table A-5 and

Table A-6 are found.
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Table A-2 The Deflated Data for Year 2001

Table A-3 The Deflated Data for Year 2002
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Table A-4 The Deflated Data for Year 2003

Table A-5 The Deflated Data for Year 2004



98

Table A-6 The Deflated Data for Year 2005
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