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ABSTRACT

AN EXAMINATION OF QUANTIFIER SCOPE AMBIGUITY
IN TURKISH

Kurt, Kursad

M.S., Department of Cognitive Science

Supervisor : Assoc. Prof. Dr. H. Cem Bozsahin

September 2006, 125 pages

This study investigates the problem of quantifier scope guityi in natural languages and
the various ways with which it has been accounted for, somehath are problematic for
monotonic theories of grammar like Combinatory Categd@edmmar (CCG) which strive
for solutions that avoid non-monotonic functional apgiica, and assume complete trans-
parency between the syntax and the semantics interfaceanfgadge. Another purpose of
this thesis is to explore these proposals on examples frakisfuand to try to account for
the meaning differences that may be caused by word orderesniacsv the observations from

Turkish fit within the framework of CCG.

Keywords: Quantifier Scope Ambiguity, Combinatory Catégldsrammar, Information Struc-

ture, Turkish
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TURKCE’'DEKI NICELEYICI COKANLAMLILI GI PROBLEMNIN BIiR INCELEMES

Kurt, Kursad

Yuksek Lisans, Biligsel Bilimler Bolum

Tez Yoneticisi : Dog. Dr. H. Cem Bozsahin

Eylul 2006, 125 sayfa

Bu calisma dogal dillerdeki niceleyici ¢cokanlandiliproblemini ve bu problem ile ilgili
olarak gelistirilmis cesitli coziimleri incelemigdir. Bu ¢oziimlerden bazilari Ulamsal Dilbil-
gisi (UD) gibi sdzdizimi ve anlam arasinda tam saydamliksagan monotonik gramer teo-
rileri ile uyumsuzdur. Bu tezin bir diger amaci da bu gid#éri Turkge Uzerinde test etmek
ve Turkce'deki kelime sirasindan kaynaklanabilecelsicdalam farklarini Ulamsal Dilbilgisi

acisindan incelemektir.

Anahtar Kelimeler: Niceleyici Alani Cokanlamliligi, Binsal Dilbilgisi, Bilgi Yapisi, Turkge
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CHAPTER 1

INTRODUCTION

This thesis has two purposes: first, to study the problem ahtifier scope ambiguity in
natural language, and the various ways that it has been aigmbior, and second, to study
the same problem on Turkish data comparatively with pres/ieark on the same topic.
Sentences with scope ambiguities are often semanticaljgarous (that is, they have at
least two non-equivalent logical representations) buttéaexhibit any syntactic ambiguity
(that is, they have only one syntactic analysis). As thegiple of compositionality requires
semantic construction to be guided by syntactic structuesface with an obvious problem:
if there is no syntactic ambiguity, there should not be s¢imambiguity. This is not the case

as the following example indicatés:
(1) Every student wrote some program.
There are two possible readings of the sentence (1), giviewhe (2)

(2) a.every(Ax.student(x) — some(Ay.(program(y) A wrote(X,Y)))

b. some(Ax.program(x) A every(Ay.student(y) — wrote(y,X)))

Logically, generalized quantifiers can be characterizetuiastions from propertiésto
propositiond, with determiners acting as functions from properties ogneralized quanti-
fiers. It remains to be explained how quantifiers can reniaisitu yet take semantic scope
around an arbitrary amount of surrounding material. As laistifation, consider the follow-
ing sentences with quantified subjects and objects, whieladapted from Carpenter (1997,
p.213).

1 In this study, we shall use the simply typed lambda calcullize notation of both higher order and first
order logics shall be used where appropriate.

2 A function from entities to propositions, i.e. tyget).

3 A statement that affirms or denies something and is eitherdrdalse, i.e. type.

4 This statement proposes the typigt),t) for generalized quantifiers, and the typgt), ((gt),t)) to
determiners.




(3) a. Every kid played with some toy.
b. Some kid broke every toy.

These sentences illustrate the simplest possible exanfieope ambiguity The first
sentence has two readings, distinguished bysitmpeof the quantifiersevery?(kid) and

some?(toy).

(4) a.every?(kid)(Ax.some?(toy)(Ay.play(y)(x)))
b. some?(toy)(Ay.every?(kid)(Ax.play(y)(x)))

Under the first reading, (4a), every kid may have played wittifi@rent toy. In this
reading,every kidis said to takevide scopeandsome toy narrow scopdJnder the second
reading (4b), there must be some toy such that every kid glayth that toy. Thus the second
reading, (4b), where the object takes wide scope over theduuantifier, entails the first
reading. From this fact alone, it might be tempting to clamatt(4a) is the only relevant
reading, as its truth is entailed by the truth of the otheppsed reading. But now notice that
although there is also an entailment between the two readih(Bb), it is the subject wide-
scope reading that entails the object wide-scope readingjlagly, by negating the predicate,
any entailment relations between quantifier scopings véllréversed. Furthermore, with
other quantifiers, such asanyandmost there is no entailment relationship between the two
relative scopings. It is simply not sufficient to provide agqtifier narrow scope at the point
at which it can be thought to act as an argument.

The problem of Quantifier Scope Ambiguity has been studi¢ensively in the literature,

but the following list represents the main approaches thait be investigated in Chapter (2).

1. Montague’s method (also called ‘quantifying-in’ or ‘quéigr raising’): Montague, in
the article with the title “The proper treatment of quanéfion in ordinary English”
(Montague, 1973), has developed a grammar that was capbfdmerating all of the

possible scope alternations of an expression containingrgenoun phrases.

2. Storage methodsStorage methods are an extension of Montague’s origindghade
and they are basically a way of separating the considestibscope ambiguity from
syntactic issues and handling them separately. This stkami@es two of these ap-

proachesCopper StoragandKeller Storage
3. Adiscourse based approach (Farkas, 1997).

2



4. A recent study within the theory of Combinatory CategoBaammar, which uses an
interesting variant of underspecification calkalemization(Steedman, 1999; Steed-

man, 2000a, p.70 — 85; and Steedman, 2005)

This list has been chosen for the following reasons: (1) &yaie very traditional and
important. (3) is referred by Kennelly (2003), which is arpintant study for the subject
of quantifier scope ambiguity in Turkish and is a requireddieg to be able to understand
Kennelly’s ideas. (4) is the solution designed for CCG, amdtiat reason it is important.

Modern theories of grammar vary in the degree they adheteetpitinciple of composi-
tionality. Some theories, which are described as bengotonicor surface compositional
are more rigid in this respect than others, and do not allogratjpns such as movement or
deletion; and do not make use of empty strings in the gramiitizere For these theories,
words and morphemes are basic building blocks and all siotaied semantic properties of
more complex expressions derive directly from the syrtattegories and the meaning of the
building blocks recursively, with an explicit commitmenteach step such that later structure
changing operations such as movement or deletion are jexhiAccording to this view, ev-
ery word, morpheme and syntactic rule has an interpretafitwe principle is also known as
“principle of direct interpretation”, “strict compositiality”, “direct compositionality”, and
“monotonicity”. Jacobson (1999) elaborates the princgsdollows.

Under this view, the combinatory syntactic operations comlexpressions into
larger ones, and each syntactic operation is coupled wittireastic operation
which supplies a model-theoretic interpretation for they mxpression built in
the syntax. (Not all operations need combine more than opeession; there
can also be unary rules which simply map expressions intoexpressions, and
| will in fact make heavy use of these. Such rules have gelyegahe under the
rubric of “type-shift” operations.) ... This view makes nseuof any extra level
of LF as input to the model-theoretic interpretation andysemuently, it needs
no rules mapping one structure into another. In fact, whigeMontagovian view
is often referred to as “direct interpretation of surfaceidtures” or “surface
compositionality,” this is somewhat misleading — it suggdbat a structure is
first built by the syntax and then “sent” to the semantics.sThowever, is not
the case: the semantics interprets as the syntax build4l.thws call the present
program “direct compositionality.” (Jacobson, 1999)

More information about strict/direct compositionalitynche found in Montague (1973),

Zadrozny (1992, 1994), Jacobson (1996, 1999) and Hausg@4,(1999).

5 |n addition to the notion of monotonicity, a theory of gramrissaid to bamonostrata) if it only assumes
a single level of representation. One possibility is toecegny structural representation other than the derivation
as in the Minimalist Program (MP). Another possibility isrgject any structural representation other than the
logical form as in the Combinatory Categorial Grammar (&teen, 1996, p.7). MP is monostratal, but is not
monotonic. CCG is both monotonic and monostratal.




The assumption of strict compositionality and the methogwlit requires is in sharp con-
trast to transformational theories of grammar which makeresive use of structure chang-
ing operations. For example, in Government and Binding &a&ork, scope ambiguities are
handled in Logical Form (LF) with an approach similar to Qiifging-In (which is called
Quantifier Raisingn May (1985)), in such a way that a term A has scope over ant¢ha B
if A c-commands B in LF. If LF derived from surface structuieed not give the desired scope
relation in terms of a c-command relation, then a movemdatisyproposed which alters the
scope relations between such terms and brings them to thepjate positions at LF.

The approaches represented by (1), (2) assume acceptalifitich structure changing
operations in some form or the other, and therefore are ipatibiie with the assumptions of
monotonic theories of grammar. In (1) (the Montagovian Pi&gihent), the movement rule
is syntactic in nature and therefore is a part of the gramim&g) (the storage methods) it is
a part of semantic interpretation. As for (3), while Farkbe897) does not tell us how to com-
pute the discourse representation structures she useskribwn that any syntax-semantics
mapping can be defined compositionally (in the worst casa,dase by case basis as shown
in Zadrozny (1992)), and therefore the general notion of musitionality (that the meaning
of a whole is a function of its parts) is considered to be ‘falijmvacuous’. For these rea-
sons this thesis is also concerned with the implicationdefgroblem of Quantifier Scope
Ambiguity with respect to the notion of strict composititiha exemplified by the theory of
Combinatory Categorial Grammar.

Table 1.1 summarizes the status of these approaches wjibcte® compositionality,
together with the typical representatives of these notionghile the notion of direct com-
positionality apparently originates with Montague (19A8hen faced with the problem of
scope ambiguity Montague has chosen a more indirect agpraad for that reason in Table
1.1 we have shown Montague’s PTQ as not being directly coitipaal. As the table also
implies, according to Zadrozny (2000) ‘systematicity’ idifierent notion from composition-
ality. Direct compositionality subsumes both compostility and systematicity, and it also

introduces restrictions on the methods of semantic cortstruallowed.

The following list presents the relations between compmsity, systematicity and di-

rect compositionality.

1. Compositionality (that there is a homomorphism betweg®@itex and semantics, (Partee

6 In Table 1.1, N.A. means ‘not applicable’.



et al., 1990).

2. Systematicity (that we need a systematic relation, raitgthomomorphism, and that
we can have a systematic relation without having compasitisemantics, (Zadrozny,

1992, 1994, 2000).

3. No structure changing transformations and no emptygstiimthe grammar, (Jacobson,
1999).

4. Direct Compositionality—> (1), (2) and (3).

Turkish, which is a flexible word order language, presenthér problems. For example,
both Kural (1994) and Goksel (1998) have proposed thatgrdtation of sentences such as

the following are dependent on a linearity relation (or éinerder):

(5) Her cocuk  bir o0gretmene cicek  verdi.

every child a teacher-dat flower gave
‘Every child gave flowers to a teacher.’

a. Distributive reading: For every child there was a teachech that each child gave
flowers to a (different) teacher.

b. Nondistributive reading: There was some teacher to wharyechild gave flowers.

(6) Bir cocuk her o0gretmene cicek  verdi.

a child every teacher-dat flower gave
‘A child gave flowers to every teacher.

a. * Distributive reading: For every teacher there was adghslich that each teacher
received flowers from a (different) child.

b. Nondistributive reading: There was some child who gawedts to every teacher.

(7) Bir hemsiRE bakiyor her hastaya.

a nurse is seeing every patient-dat.

Table 1.1: Compositionality, systematicity, direct corsitionality and the accounts of quan-
tifier scope ambiguity

Compositionality| Systematicity Direct Compositionality
(Partee, 1990) | (Zadrozny, 2000) (Jacobson, 1999)
Quantifying-In Yes Yes No (allows movement)
Storage Methods No Yes No (allows movement)
Farkas (1997) | N.A. N.A. N.A.
Steedman (2005) Yes Yes Yes




‘A nurse is seeing every patient’. (Distributive readingitable.)

In (6), unlike (5), the narrow scope reading of the indefi(sie called ‘Distributive Read-
ing’ in Goksel's terms) is considered to be unavailablddss it is focused as in (7)), and for
this reason a linearity constraint on quantifier scope ip@sed, but it is made sensitive to
focus. On the other hand, it is known that for the followingiteace (8) in English, which
bears a similar linear order of surface constituents, thewnascope reading of the indefinite
somebodys known to be available, and we are not aware of a claim th#sit is available

only if somebodys focused.
(8) Somebody loves everybody.

Another issue that has been identified in Turkish is aboupts verbal arguments. For
example, Kural (1994) proposes that post-verbal quantificdas wide scope with respect to
pre-verbal positions (as cited in Kornfilt (1996)), and uthés claim to argue against Kayne’s
Linear Correspondence Axiom (Kayne (1994)). This mearts fheexample, in the follow-
ing sentence, the indefinites kisiyeis not considered to have a narrow scope reading, and is

restricted to a wide scope interpretation.

(9) Her besteci bu yil eserlerini ithaf etmis U¢  kisiye

Every composer this year artwork-plu-3sg-acc dedicast-pdhree person-dat

Kennelly (2003) argues against Kural (1994) and Goksed@1%nd proposes that the
linearity constraint is unnecessary because there is amare correspondence between the
linear order and the default order of Turkish discoursecsting, which has traditionally been
accepted as beingpic-focus-predicate-backgrounded elemeiidinear order. Therefore,
the narrow scope reading of the indefinite in (6) is considiéoebe unavailable not because
of a linearity relation but rather because it is not focus@dile lifting Kural and Goksel's
linearity constraint, Kennelly (2003) proposes two spleniastraints about quantifier scope:
One of which concerns the locality (the predicate domail) thie other is a discourse struc-
ture constraint.

In this thesis we shall apply Steedman’s theories of Sur@mmapositional Scope Alter-
nation (Steedman, 1999, 2000a, 2005) and Information Sireiof English (Steedman, 1990,
2000a, 2000b, 2003) (a version of which is available for Birkdue toOzge and Bozsahin
(2006)) to Turkish and argue that the proposed constrabmisea(post-verbalness, linearity,

locality and discourse structure constraints) are all nbt annecessary, but also incorrect. In

6



particular, we also reject the claim that the narrow scopdirg of an indefinite is available
becauset is focused, a version of which could be mistakenly statetd that it is available
due to intonationally marked contrast in a contrastive eéxint While defending such a po-
sition was our initial intent, later we have realized thasit't possible to support this idea
with Steedman’s theories; quite the contrary, the apptinadf Steedman’s theories above to
Turkish predicts that the narrow scope reading is availedgardless of such contrast, but a
contrastive context nevertheless is helpful to establisbr&incing example. The reason is
that, when an underspecified skolem term is contrasted varsather underspecified skolem
term of a similar form, (or the resulting specified skolenmtgyif that matters), the scope rela-
tions themselves are not contrasted. Therefore, we clatstime extra-linguistic inference
mechanism that uses the previously established scopmreilathe discourse is involved and
it reveals the narrow scope reading of the indefinite in (8)iciv otherwise is obscured due to
the way such sentences are processed. An interesting tfoearyto Morrill (2000)) consid-
ers the memory load during sentence processing and présfiets-right scope preference in
sentences such as (8), among other linguistic phenomesgpiteof a competence grammar
that does not impose such restrictions. For these reasoteleve that the narrow scope
reading is more easily detectable in a contrastive conitextthis result is only predictable if
we were to also consider the characteristics of a possilgeitieely plausible utterance pro-
cessor and propose that previous context have an influenteavay succeeding utterances

are processed.

The remainder of the thesis is organized as follows: Chd@)eis a brief literature sur-
vey on the topic of quantifier scope ambiguity, which givesenioformation about the ap-
proaches listed above. Chapter (3) describes the appo#udievere proposed in studies of
Turkish and examines them from the point of view of monotityiand strict composition-
ality and points out that Goksel (1998) is not compositio@hapter (4) is an application
of Steedman'’s theories of Surface Compositional Scopeamétmn and Information Struc-
ture to Turkish, which shows that in CCG, the scope ambigslith Turkish can be explained
without extra stipulation or special constraints. The lelshpter summarizes our conclu-
sions. Appendix contains relevant background materialemersl topics, with the exception
that Appendix (E) also investigates the question of whe8teedman’s CCG model of En-
glish information structure as presented in Steedman @02Q00b) is compatible with the
findings ofOzge and Bozsahin (2006) regarding Turkish informationcstire, and gives a

positive answer to this question. This part of the thesigésgnted in an appendix, because
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the question has turned out to be irrelevant to the subjettenaf the thesis, because our con-
clusion states that information structure only affectsdiseourse felicity of quantificational
sentences, and that contextual dependencies are moreesothph what can be formulated

with the idea of discourse binding of “old information”.



CHAPTER 2

HISTORICALLY IMPORTANT APPROACHES TO
QUANTIFIER SCOPE AMBIGUITY

The approaches to the problem of quantifier scope ambigudtinlypndiffer at the linguis-
tic level(s) they seek to find solutions. Some approachek weénd structural solutions,
as in Montague’s approach (1973) which is caliedantifying-In Quantifying-In employs
a movement rule and is compatible with the assumptions ofatrernment and Binding
framework in that scope relations are considered to bengrisbm structural issues, with
the crucial difference being that Montague had attemptesblee the problem at the level
of syntax by proposing a way to implement the idea of moverirehts grammar fragment.
On the other hand, proposals within the framework of GB (MES8E), for example) would
attempt a solution at the level of LF instead, but using dxdhte same idea, which is called
Quantifier-Raising in May (1985). Similarly many otherslst@eseparate the issues of scope
and syntax. Underspecification based Storage methodstietigemplement the same idea
of NP movement, but unlike Montague’s method, they do soautmodifying the grammar,
and propose to solve the problem at the semantic levelytasallating the issue from that
of syntax. Still others seek explanations at the discowegel,| which include the Discourse
Representation Theory (DRT) (Kamp and Reyle, 1993), ancemeecently Farkas (1997),
among many others). On the other hand, the issue of quarstifigre is apparently affected
by syntactic constraints, such as being sensitiveslend constraintsin the sense of Ross

(1967), as Park (1995), and Steedman (1999, 2000, 20053 .argu

With respect to word order, which is an important issue fociammbling free word or-

1 Since the principle of direct compositionality is impliégit Montague’s PTQ fragment, actually there is

only one level in the mentioned fragment, which is a logiaalngmar. On the other hand, the quantification rule
that Montague has proposed is equivalent to a movementtrulg aut specified as a part of the grammar, which
justifies the claim that it is a syntactic rule.



der language like Turkish, the linguistic frameworks difiie their assumptions. In transfor-
mational grammar, the word order was initially a part of syntas in the Government and
Binding theory. In Minimalist Program, word order is takeumt of grammar and left to the
PF. In non-transformational theories, word order usualy ipart of the grammar. This is
a crucial factor because the accounts of quantifier scopégaity like any other linguistic
account, need to adhere to the basic assumptions of thevii@kéhey build upon. For ex-
ample, it is very natural for a linguist working within theafnework of Minimalist Program
to prefer discourse level accounts, as the word order isaridered to be a part of sentence
level syntax. The issues arising from linear precedencgioels cannot be explained at the
sentential level. For theories that word order is a part efglammar, like Government and
Binding (GB) within the transformational tradition and alst all non-transformational the-
ories, sentence level accounts are available, in additiatiscourse level ones. Within GB,
transformationalists sought to relate word order to stnadtfactors, as in the work of Kayne
(1994), whose (and his followers) research program can lmersuized as the translation of
precedence relations into c-command terms. Accordingsathproach, the latter an element

in a string, the lower it is in terms of hierarchical relaton

Needless to say, non-transformationalists also, needherado their basic theoretical as-
sumptions, while attempting to solve a linguistic problefor example, according to Steed-
man’s Combinatory Categorial Grammar, the solution mustmwlve transformations such
as movement (due to the principle of monotonicity), and istradhere to the principle of
monostratality, which excludes approaches that map lipesredence relations to structural
factors at the logical form, because to begin with CCG has\its very specific notion of
logical form, calledthe predicate argument structyrevhich is the only level of representa-
tion that CCG assumes and it cannot afford to have yet anathempatible one. Storage
methods are similarly excluded as being just another imefaation of a transformation at
the logical form. Within this framework, discourse basegrapches to quantifier scope am-
biguity are available, but the freedom that is availablédtttansformationalists aren’t, again
due to the very specific definition of logical form and thecitform of compositionality that
CCG assumes. With respect to word order, CCG has the powerelp ik as a part of the
grammar via subcategorization, and we shall see in Chafte¢ht according to a research
report byOzge and Bozsahin (2006), in Turkish there are prosodtdetiens on information
structure, which in turn imposes several constraints dnifielis word ordering possibilities

in a given discourse.
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In this chapter we survey the two most historically signifiicapproaches to quantifier
scope ambiguity, Montague’s quantifying-in scheme andag® mechanisms. We shall also
examine a discourse based approach to quantifier scopelyndmaevork of Farkas (1997).
We will conclude this chapter by discussing Steedman’stismiyproposal within the frame-
work of Combinatory Categorial Grammar, under the t8leface Compaositional Scope Al-
ternationin section (2.7), based on which we shall attempt to forneutatr own theory of

guantifier scope ambiguity in Turkish.

2.1 Quantifying-In

The most well known and widely studied approach to quantfaaping phenomena is that
of Montague, as embodied in his PTQ grammar (Montague, 1833 more readable intro-
duction to Quantifying-In than Montague’s original papsge Blackburn and Bos (2005), a
summary of which is available in Appendix (B)). Classical Mague semantics is the source
of the direct (surface) compositionalitprinciple that was discussed in Chapter (1). How-
ever, motivated by the problem of quantifier scope ambigslitMontague introduced a rule
of quantification that allowed a more indirect approach. €fiect of the rule in practice is
that it allows a permutation of NP arguments to predicates. eikample, in the following
example, which is from Hobbs and Shieber (1987) (as citeddrk PL995)), it is reported

that there are three quantifiers and 6 different ways of argehem.

(10) Two representatives of three companies say most samp{elobbs and Shieber, 1987)

Among these 6 different readings, Hobbs and Shieber (1¥drts that one of them is
excluded due to the unbound variable constraint (UVC). Haxewhile discussing Cooper
Storage (which is another implementation of the idea of tfianmovement, with very sim-
ilar characteristics with the exception of the modularifygeammar design), Blackburn and
Bos (2005) points out that such readings with unbound (fragables are generated because
of the fact that Cooper Storage allows too much freedom mmexatg expressions from the
store (and that Keller Storage solves this problem by takit@yaccount the hierarchical struc-
ture of sentences). Thus, we may conclude that the unbourabieiconstraint, which Park
(1995) wasn't certain about the necessity of, can be drojyestating that Quantifying-In
allows too much freedom in reordering arguments to preegafhus, unlike Park (1995),

we consider it safe to explicitly state that the UVC can bepgdeal, and that UVC does not
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need to be kept once Quantifying-In and its variants areirdpthe reason being that it does
not have an independent reason for its existence.

The proper way to get rid of quantifier movement is to recogtiie referential nature of
indefinites, according to which any indefinite can take widepe because of its referential
nature, as Park (1995) and Steedman (1999, 2000, 2005)akghizh is the subject matter
of section (2.7) and Appendix (C).

2.2 Intensionality and Quantifying-In

As Park (1995) also points out, Quantifying-In was origin@rroposed as a technique to pro-
duce appropriate semantic forms fte reinterpretations of NPs inside intensional operators,

such adelieve

(11) a. John believes that a Republican will win. (Park, 3995
b. 3r.repub(r) A believe(john, will(win(r))) (Thede-rereading.)
C. believe(john, 3r.repub(r) Awill(win(r))) (Thede-dictoreading.)

According to Park (1995), (11b) exemplifies the fact tthatreinterpretations of NPs are
strongly related to referential NP semantics, which wastwhantague had intended. The
intended interpretation of expressions such (11b) and)(klas follows: The notation in
(11c) is intended to imply thahe republican that John believésthe one that exists in the
(possible) world according to John's believes, and a scelaion betweerbelieveand the
existential quantifier is taken as an indication of this fathat is, the republican in (11c)
refers to an entity in the possible world of John’s believ&milarly, (11b) is an implicit
statement of the fact that the republican in question hafeeer in the actual world, and this
reading is considered to be available due to a scope relatimeen the existential quantifier
and the intensional operatbelieve and the fact that out-scopedbelieve

Adequacy of this proposal can be questioned, though. Fongbea an intensional inter-
pretation can be attributed to examples that are normatigased to have a purely extensional
interpretation. For example, in (12b), while the intendedding is an extensional one, and
the rule of Quantifying-In can generate the two possiblemsibnal readings as in (12a) and
(12b), the sentence could also possibly be used to meaevbat man loves a woman in his

dreamsas in (13), in a properly established context.
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(12) a. Every man loves a woman.
b. VXx.man(x) — 3y.(woman(y) A loves(y, X))

c. Jdy.woman(y) — (VX.man(x) A loves(y, X))
(13) In his dreams, every man loves a woman.

The additional prepositional phrase makes it clear thahtansional context can be es-
tablished independently of the choice of the predicate. ddeer, recursively embedded in-

tentional constructions are possible as in (14) and as in (15
(14) In his dreams, every man believes a woman.

(15) Every man believes that a woman thinks that he is handsom

2.3 Storage Methods

One of the important distinctions between Storage MethodshMontague’s PTQ is due to a
principle of grammar design: Modularity. Both can be coaséd as making an implementa-
tion of the idea of quantifier movement, but in Montague’s HTi® an otherwise unjustified

syntactic rule, whereas Storage Methods make it a rule efpnetation. Otherwise, they
share similar properties, and have the same argumenter@agdeffect discussed in section
(2.1). Cooper Storage can be considered as an implementdtiuantifier movement which,

unlike Montague’s PTQ, keeps the syntactic rules cleanleK&ltorage is a revised version
which takes hierarchical factors into account, and it makgmund variable constraint (UVC)
of Hobbs and Shieber (1987) unnecessary (It's also posildensider Keller Storage as an
implementation of UVC.). Park (1995) discusses both SeMgthods and Montague's PTQ
under the titlgQuantifying-In because both are implementations of the same idea of fjaanti

movement, differing only from a grammar engineering pointiew?.

2.4 Underspecification

From our point of view, one of the most interesting properiid Storage methods is that

they are one of the earliest example wfderspecified representationg\n underspecified

2

These issues are discussed at some length in Blackburn an@2B05), with examples that illustrate
the points, which are summarized in Appendix (B). In pattcuthe sentence (16) is being used to show that
Cooper Storage generates ill-formed semantic expressighsunbound variables, without mentioning Hobbs
and Shieber (1987)’s unbound variable constraint (UVC)ti@nother hand, we are of the opinion that it is safe
to associate this particular problem with UVC.

(16) Mia knows every owner of a hash bar. (Blackburn and B0652
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representation is a kind of information packaging struetinat can possibly have more than
one meaning, but it is not correct to consider such strustsimply as lexical ambiguity.
Underspecified representations can be as simpkalsmizatioras in Steedman (2005) or
as complex asole semanticg¢Blackburn and Bos, 2005, p.129). But even in the case of
skolemization, we shall see that the structure being usedoi® than just an overloaded
meaning assignment to a single lexical item — it comes withel defined computational
way of deriving the possible senses. That is, an underspécipresentation is an overloaded
information packaging which is defined together with an atgm of unpacking it. In Storage
methods, the unpacking operation is caltettieval. In skolemization, it is calpecification
of a skolem term. The algorithm can be deterministic as imag methods, or it can be
nondeterministic, as in Steedman (2005). For details sgergix (B) and Appendix (C).
Blackburn and Bos also shed some light upon the linguistitartteeoretical status of
underspecified representations, which can be summarizit édea of taking underspecifi-
cation very seriously as a genuine form of linguistic megmigpresentation, not just as a tool

for computation. The following statement is theirs:

In the past, storage-style representations seem to haverbgarded with some
unease. They were (it was conceded) a useful tool, but thpgaaped to live
in the conceptual no-man’s land — not really semantic repagions, but not
syntax either — that was hard to classify. The key insightuhderlies the current
approaches to underspecification is that it is Hatitful andprincipled to view
representations more abstractly. That is, it is becomiogeamsingly clear that the
level of representations is richly structured, that cormguappropriate semantic
representations demands deeper insight into this steycturd that — far from
being a sign of some fall from semantic grace — semanticisisld learn how
to play with representations in more refined ways. (Blackbamd Bos, 2005,
p.128)

2.5 A Discourse Based Approach

In his paperEvaluation Indices and Scof€arkas, 1997), Donka Farkas proposes a theory
of scope that is claimed to be less structure driven thanr#fuitional Montagovian and GB
approach. As explained above, the traditional view of séeptructural in the sense that the
relative scope of two expressions is taken to be determigetdir relative position at some
level where hierarchical relations are encoded. Underabgsimption, an expressienis in
he scope o0& iff & commands; at LF or at some other representational level.

In Farkas (1997) the relative scope of two expressions isidered to be a matter of

possible dependencies between indices, which are Kaptan-aoordinates of evaluation.
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According to Kaplan (1979), expressions are evaluatedivel#o an indexl, which is a
sequence of coordinates including a woklda timet, a three-dimensional locatiop, as well
as a coordinate for the speaker and addressee. Coordiriaeslwation fix the parameters
with respect to which the denotation of an expression isrdeted. In the terminology of
Farkas, Kaplan’s coordinates are calledices of evaluation

Farkas (1997) is concerned with the scope of noun phrases) (BMRh respect to inten-
sional operators (modals, the conditional operator),ngitthal predicates and nouns (such
asbelieve belief drean), and quantificational DPs, that is, DPs whose determingic¢D-
tributes a proportional quantifier. In this theory, the satitarepresentation of a noun phrase
includes at least a subscripted variakle and a descriptive conterlDC,, in the form of a
predicative expression ofi. In addition, quantificational DPs, i.e. DPs whose D is a prep
tional quantifier such asvery eachandmost induce a tripartite quantificational structure in
which the quantifier is contributed by the determiner, anéngtthe variable and the DC oc-
cur in the Restrictor, as in (17). In this case the quantifioal force of the DP is determined
by the quantifier it contributes. For example, (18) is asglineehave the quantificational

structure in (19).
(17) Restrictor Q Nuclear Scope

(18) Every student left.

(19) Restrictor: VX1 Nuclear Scope:
X1 leave(x;)
student(x;)

The main problem with this theory is that the so called ‘poifites’ are still determined
by structural factors (the theory does not allow a scopdiogl#hat isn’t licenced structurally),
and we free to choose an interpretation based on these titissib This in turn brings the
guestion, does the theory have anything to say about scopigaities, other than just stat-
ing a philosophical position such as ‘we see the problem astéemof content instead of

structure’, and the answer is no, for the following reasons:

1. Farkas (1997) does not tell us how to construct the disebuepresentation that is

being used.

2. It does not tell if the theory brings any restrictions oo relations that are not im-

posed structurally.
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Given these facts, the main contribution of Farkas (1997héissue at hand can be
considered as a clarification of some important philosa@hassumptions. In other words,
seeing scope ambiguity as a matter of content instead of &si@usal relation does not
solve the problem, it just clarifies its description and at=t it more clearly. How to arrive
at an interpretation of that proper content from a givencstnal description is not specified.
Unless the idea of quantifier movement is abandoned, thestifigd argument-permutations
mentioned in section (2.1) are still available, the solutad which requires realization of
the referential nature of NPs and the adequacy of a surfaopasitional way of supplying

arguments to predicates as Park (1995) points out.

2.6 Combinatory Categorial Grammar

When we introduce a monotonic and monostratal theory of grarnsuch a£ombinatory
Categorial Grammarthe accounts above seem inappropriate in a number of waysex-
ample, Quantifying-In and Storage methods are essentialiyementations of the idea of
guantifier movement, but the principle of monotonicity disas such structure changing op-
erations.

A violation of the principle of monostratality is exemplifidy Farkas (1997): The repre-
sentation used by the theory, as represented by (17) caartbelonly representational level
a linguistic theory assumes, because such expressionsiiftrerly if they are licenced by
structural factors, which means that a representational kbout the underlying syntactic
structure must also be assumed. Another concern from thxepaint of CCG is that the If
that is assumed is incompatible with the predicate argurstentture of CCG. On the other
hand, there is no reason that the indexicality assumed bthdwey cannot be migrated into

CCG.

2.7 Surface Compositional Scope Alternation

As we have seen above, we have yet to see an account of quastifige that respects the
hypothesis of direct compositionality. Montague’s metloglves a trick that implements
the idea of movement syntactically (thus, it isn’t strictigmpositional; or formally we can
state that it is strictly compositional but in an intuitiyalrong manner), and Storage methods
do the same thing by using an underspecified semantic repatisa; both of which allows

too much freedom in reordering NP arguments to the predicatd discourse based methods
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(as exemplified by Farkas (1997)) often assume the saméwstltreatment and thus do not
introduce appropriate constraints upon such argumentiogidevices.

Steedman’s recent work (Steedman, 1999, 2005) is an attenfijpid a strictly compo-
sitional solution, because this is what the basic prinsigle CCG requires. The solution
must not involve any representational level other than tieelipate argument structure (due
to the principle of monostratality) and it must be strictlyngpositional (due to the principle
of monotonicity). This is not to say that a theory of quantieope in CCG must be locked
to the sentential level: There are discourse related phenarthat needed to be taken into
account, but the whole theory does not need to be specifiéa aliscourse level. For exam-
ple, as in the indexical theory of Farkas, the problem of gledion of unique possible world
among many available ones (so called skhepe of the DGn Farkas'’s terms) can be handled
at the level of discourse, where it is required, as exemglifiethe dialogue in (20), but it can

also be handled syntactically, where it is appropriatehaséntence (11) illustrates.

(20) A. Every man loves a woman...
B. Really?

A. In his dreams, that is.

This raises a question: Since the predicate-argumenttgteuassumed by CCG is not
intended for representing a discourse, how do we keep thé@unf assumed representa-
tional levels to one, and still handle issue of discourseesgntation? For an answer to this
particular question, see Kruijff (2001, p.36), in which agle representational level based on
hybrid modal logic for both sentential and discourse leeghantics is proposed.

Steedman (2005) handles the syntactic case exemplifiedl)ybylassigning a category

that introduces intensional variables to #rev/ironmentet, as in (21).
(21) seeks :*S\NP3sg) /NP : AxAy.[seekxy]tiv! (Steedman, 2005)

Note that the category assignment in (21) explicitly intregls an intensional variahigto
the environment set, which is available to gi@lem specification rulend does not overload
the interpretation a preexisting notation originally imded for nonintensional expressions, as
(11) does.

We shall give a summary of this theory in Appendix (C), whisfplains the mentioned
syntactic constraints on quantifier scope, introduceseskderms, and explains theory spe-

cific concepts such as tiskolem specification rulandenvironment For the time being, we
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shall only introduce some of the basic theoretical devidesutithe theory, as we shall be
referring to these rather frequently.

In first order logic, the term skolemization refers to themndtiation of existential quan-
tifiers, so that a newquisatisfiablefiormula (i.e. a formula which can be satisfied under the

same conditions) is obtained. Skolemization is an appticaif the equivalence:
(22) Yx3ayM(x,y) < IfVXM(x, f(x))

In (22), M refers to the matrix of the quantificational forrauMe shall first explain this
formula in a purely mathematical context, away from lingjaisoncerns, and afterwards we
shall state its linguistic significance. Intuitively, thesaming of this formula is that if there
is somey that satisfies the left hand side of (22), then there is sometifin calledf, which
definesy in terms ofx (i.e. y = f(x)). In the worst casef might be defined in a case by case
basis (i.e. if x =1, theny =4, if x = 2, then y = 5, and so on). Alegively, the value of
might be such thatf may mapx to the same value, say 7, whatever the value rofy be.

Variables bound by existential quantifiers which are notdmghe scope of universal
quantifiers can simply be replaced by constants: thaxis; < 3) can be changed t@ < 3),
in which c is a constant. In this caskeis a constant function (i.e. it's the same for all values
of x, that’s why it can be replaced with the constentWe shall be referring this usage by the
termskolem constantvhich is merely a convenient term since formally a skolemstant is
actually a constant skolem function.

When the existential quantifier is inside a universal qui@ntithe bound variable must be
replaced by a skolem function of the variables bound by usalequantifiers. Thusx(x =
0AJy(x=y+1)) can be written agx(x = 0Ax = f(x) +1). We shall be referring this usage
by the termskolem functionAgain this is merely a convenient term, since formally aako
function may be a constant function or a non-constant fancti

When the kind off is unknown, or underspecified, we shall be using the tender-
specified skolem termnd use the notatioskolenx (or shortly skdx), in which skolem or
skd refers tof. Since the functiorskolem may have one of the alternative meanings above
(i.e. a skolem constant or a skolem function that is truelyetelent orx), we can explicitly
differentiate them with a more explicit notation. We shadl iisingskx with the meaninca
skolem constarandsk*} x with the meaning skolem function that truely depends orDif-
ferentiating between these two possible meanings of sktdemms is callegpecification of an

underspecified skolem teramd the se{x} which is seen as a superscript s x is the set
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of variables upon which the skolem function depends on, whiay possibly contain more
than one variable (or alternatively it may be empty). If adenspecified or specified skolem
constant/function needs to satisfy further propertiesy #re notated as follows, respectively:
skolem(Ax.donkeyx), skiy donkegx and S“fxuonkeyx’ whereE is the environment set. Where
there is no notational confusion, the lambda term will bettedias inskolem(donkeyx),
Skdonkeyx andslﬁonkeyx. When there is more than one skolem term in a logical formuia,
shall distinguish them with different but arbitrary nunsras insksz andskS;.

We shall later see that calculation of the environment sass®ciated with the combina-
tory rules, which can be interpreted as an implementatiah@imathematical fact that “the
bound variable must be replaced by a skolem function of tmaligs bound by universal
quantifiers”, which was stated above.

Linguistic significance of skolemization is that, accoglto Steedman (2005), existen-
tials such as/an some at least andmostare not true quantifiers, but underspecified skolem
terms. Unlike true quantifiers, they do not invert scopeabee they are not quantifiers to
begin with. Once the fact that indefinites and other exigénare not quantifiers is recog-
nized, it turns out that a movement analysis is not necedearg able to account quantifier
scope ambiguities. Indefinites are always considered tefeeential (i.e. both the wide and
the narrow scope readings of indefinites are consideredergfal). The wide scope reading
is accounted by skolem constants, and the narrow scopengeadiich introduces a depen-
dency to the bounding quantificational variables is acadibly skolem functions. For these

reasons, indefinites are defined to be underspecified skelens in the lexicon, as follows:
(23) alan/some :AP'3s6 /N3sg: Ap.Ag.g(skolemp)

(23) is a category schema for determiners like a/an/som&ingpahem functions from
nouns to type-raised noun phrases, schematizing over thgm the NP abbreviation.
True gquantifiers are defined as usual, but they contributeiabla to the environment set,

as follows:
(24) every, each :NP'355\Nasg:  Ap.AQA...¥x[px — gx.. ] (Steedman, 2005)

(24) is a category schema for determiners like every, malkiegh functions from nouns
to type-raised noun phrases, schematizing over them usadlP abbreviation, where the
schematized types are simply the syntactic types correlspgrio a generalized quantifier

(Steedman, 2005).
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Environment calculation is simply associated with comtmnarules. When a combi-
natory rule combines two constituents, the environmenbtéte result is the union of the
environment set of the functor category and the environreenof the argument category.

Figure 2.1 illustrates the theoretical apparatus intreduso far.

Every boxer loves a woman
(S/(S\NP))/N N (S\NP)/NP  NP/N N
JAPAQ. VX[ pXx— X : {x} : Ax.boxerx : Ax.Ay.lovexy : Ax.skdx : womar
(S/(S\NP)) ’ — N
: Aq.Vx[boxerx — gx : {x} : skdwomari
S\NP -

Ay.lové (skdwomar)y

S
: Vx[boxerx — love (skdwomarh)x)] : {x}

kolem specification

: Vx[boxerx — Iové(sl(év’gmah)x)] A{x}

Figure 2.1: A derivation for the sentenE&ery boxer loves a woman

In Figure 2.1, the execution of the skolem specification ngdeverts the underspecified
skolem termskdwomari to a specified skolem terlskév);}man using the contents of the asso-
ciated environment set. This results with a narrow scopdimgeof the indefinitea woman
Since the skolem specification rule can be executed at amydiming derivation, it can also
be executed at a time when the contents of the environmeatiatsd withskdwoman is

empty, as in Figure 2.2, which yields a wide scope readinghi@indefinitea woman

Every boxer loves a woman
(S/(S\NP))/N N (S\NP)/NP  NP/N N
IAPAQ. VX[ px— gX : {x} : Ax.boxerx : Ax.Ay.lovexy : Ax.skdx : womar

(S/(S\NP)) ’ — N
: Ag.vx[boxerx — gx : {x} : skdwomarn
S\NP

Ay.lové (skdwomar)y
ko.spec.
Ay.love (sKyoman)y

>

S
: Yx[boxerx — love (sKyoman)X)] : {x}

Figure 2.2: Another derivation for the senterieery boxer loves a woman

2.8 Summary

Montague’s approach and Storage methods have been dypdiegtigned to allow scope al-
ternation and generate the possible readings in a compaaitivay, though, not in a strictly

compositional way. Both Montague’s PTQ and Storage methogl$mplementations of the
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idea of movement, but they place no linguistic restrictionssuch movement. Not all the
readings generated by these methods are linguisticaliifigus
For example, for the quantifier raising method, Hobbs (1$8&mplify a problem with

the following sentence:

(25) In most democratic countries most politicians can fooist of the people on almost

every issue most of the time.

According to Hobbs, this sentence has 120 different diste&dings (or quantifier scop-
ings) (which originates from the fact that there are=5120 different ways of ordering 5
arguments to a predicate.). While we have not examined aBiple CCG derivations, the
same sentence is guaranteed to have less than or equal ter8rtifeadings (due to the fact
that there are 3 skolem terms yielding)=2 8 different configurations), which is a much more
reasonable resdlt

Quantifier Raising is a standard approach to quantifier saogaguity within the frame-
work of Transformational Grammar and it's similar to Morta¢s PTQ with the departure
that the movement operation is predicated at LF instead.qgstion is, however, is to find
linguistic restrictions on such movement. One particulappsal is the unbounded variable
constraint of Hobbs and Shieber (1987). On the other hardptbper way of solving this
problem is to abandon the idea of movement and to recognizeetarential nature of indefi-
nites, as Park (1995) argues.

Montague’s PTQ considers movement as a syntactic rule. Hrgsof compositionality
over such a grammar is limited, even though formally it mays¢ strictly compositiond.
Storage methods solve this problem by a modular grammagmesiaking the movement
rule a part of semantic interpretation, but the result isatiimplementation of movement.

According to Lappin and Zadrozny (2000), storage methodsram-compositional but
systematic’. The reason is that the interpretation rulelired (so called the ‘retrieval step’)
makes it possible to use expressions to build logical foamubut the expressions that are used
to build a logical form do not syntactically combine in themesponding phrase structure.

Farkas (1997) does not elaborate how to compute the medtidineourse representation

structures. Therefore, we cannot say whether the methammspasitional or not.

8 Since Steedman (2005) does not address adverbial quatitificge haven't counted the lastostas a
skolem term.

4 The reason is that in PTQ, movement is a syntactic rule — filyritas not possible to say that the account
isn’t strictly compositional, but obviously there is sotmieg wrong with it if we happen to think what it practically
does instead of just thinking about what it formally does.
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Steedman (2005), in line with the assumptions of CCG, doesaée use of movement
or other equivalent mechanisms like storage methods, beaance the fact that indefinites
are referential and never quantificational is recognizedpgement analysis turns out to be
unnecessary. The method proposed can also impose syrtagtitraints on scope relations
as explained in Appendix (C).

Due to space limitations we have excluded most of the deibifarkas (1997) and Steed-
man (2005) and the range of phenomena they are intended leirexiBor details, the reader

is recommended to read the original papers by these authors.
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CHAPTER 3

QUANTIFIER SCOPE AMBIGUITY IN TURKISH

The methods that we have examined in the last chapter (Moetgpproach, Storage meth-
ods, The Indexical Theory (Farkas, 1997) and Surface Coitiquoed Scope Alternation
(Steedman, 2005)) have all been explicitly designed tavadlcope alternation. Turkish pro-

vides challenges to these approaches, as this chapteektimirate.

3.1 A Short Literature Survey - Kural (1994), Kornfilt (1996), Goksel (1998)
and Zwart (2002)

To our knowledge, the study of quantifier scope ambiguity imkish dates back to Kural
(1994), who claimed that S-structure arrangerhefitwo quantifiers determines their scopes
with respect to each other. In this proposal Logical Formsdoat play any role, with the
possible exception of post-verbal quantification, whiclcl&med to have wide scope with
respect to pre-verbal positions (as cited in Kornfilt (1996)

Kural's study was an attempt to argue against the LineardSpondence Axiom (LCA) of
Kayne (1993,1994), according to which asymmetric c-conthaand linear sequence directly
correlate; complements in all languages must follow theads in underlying structure; there
is no left-branching, nor rightward movement; “extrapdseahstituents, therefore, are actu-
ally base-generated in their surface positions, and thenmathat precedes them is moved
leftwards.

According to the Linear Correspondence Axiom (LCA), thetan element in a string,
the lower it is in terms of hierarchical relations. Howewarcording to Kural (1994) this is
not the case for Turkish, and the post-verbal elements,imdndcording to Kayne have to be

c-commanded, may in fact be in a position to c-command. Famgke, Kural proposes that

1 Also calledlinearity or word order.
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post-verbal argumerii¢ kisiyein the following sentence has wide scope with respect to the
pre-verbal quantifier, and according to the traditionalagstions, it should be in a position

to c-command the pre-verbal arguments.

(26) Herkes bu yil kitaplarini ithaf etmis uc  kisiye

everybody this year book-plu-3sg-acc dedicate-past thezson-dat

Goksel (1998) proposes an alternative explanation forakafindings concerning the
hierarchical supremacy of the post-verbal position whihkzased on examples containing
(accusative) marked direct objects, where these have wiolgeswith respect to the other
elements. According to Goksel, marked direct objects peeific in Turkish and that can be
considered to be the reason why such post-verbal elememesiafp have wide scope, rather
than the claim that the post-verbal position itself is higimethe tree. For example, for a
sentence like (27), the bare direct object appearing in tise-yerbal positiomecessarilyhas
narrow scope with respect teerkes this constituting a counterexample to the claim that the

post-verbal position is necessarily superior to any otlositpns.

(27) Herkes gorNUSmMU UG film? Goksel (1998)

everyonesaw int. three films
‘Has everyone seen three films?’

Kornfilt (1998) argues against both Kural (1994) and Kayh€s\, first by declaring the
claim that post-verbal quantifiers have in fact wide scopi wéspect to pre-verbal ones to

be doubtful according to her intuitions. Quoting Kornfilo@b),

Kural claims that in such examples, the only reading possgivhere the post-
verbal quantifier takes wide scope over the pre-verbal diemHowever, many

speakers, myself included, actually allow this intergietaonly as a secondary
reading, much preferring an interpretation whereby thé-pesbal quantifier has
narrower scope than the pre-verbal one.

Kornfilt later gives support for the claim that post-verb@uments are at a higher position
in the phrase structure tree with respect to pre-verbal,dnebasing her arguments not on
guantifier scope but on the status of the so called ‘Focussfgarconstructions’. She also
gives an alternative proposal inspired from the ‘Discotrased properties @evrik dimle
(Kornfilt, 1996), according to which she seeks to establistogement analysis of post-verbal
constituents as due to rightward movement, counter to a-dpaseration analysis found in

Kayne.
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Zwart (2002) also argues against Kural, but unlike Kornffit,does so in favor of Kayne
(1994). Zwart, also unlike Kornfilt, however, does not cdesiKural’s claims with respect
to the wide scope of post-verbal quantifiers to be doubtfut, ditributes the situation not
due to a configurational claim regarding the position of p@sbal arguments to be higher
than pre-verbal ones, but due to the findings of Erguvanif919.71), according to which
“background information (represented in the post-pradiedgements in Turkish) is material
that is ‘supplementary’ to the communication of a lingwskpression”. That is, post-verbal
arguments are thought to convey information that is pratlletor recoverable from previous
discourse, or is backgrounded material. Zwart states higid fully adequate to explain the
wide scope of post-verbal arguments to with respect to thevprbal ones, and there is no
need for configurational claims. Thus, according to Zwanrkih is perfectly compatible
with the Linear Correspondence Axiom. Zwart also notes khatl was aware of Erguvanli
(1979), but nevertheless chosen not to capitalize on it. dtéirrues with further arguments
from Dutch in favor of Kayne (1994).

Kennelly (2003) proposes a generalized discourse basedi@icef quantifier scope am-
biguity in Turkish, by making use of the one-to-one corresfance between the linear order
and the conventionally assumed default discourse strictufurkish, which is assumed to
betopic focus predicate and background elemeéntinear order, and argues against Goksel
(1998), declaring that only discourse structure is relevan

The first study which took both linearity and discourse prtips to be relevant and at-
tempted to give a formalized account of it is Goksel (1998)e relevance of linearity is due
to the following kind of sentences, in which, scope relai@eem to be determined by the

surface order:

(28) Her cocuk  bir ogretmene cicek  verdi. V4 /3v)

every child a teacher-dat flower gave
‘Every child have flowers to a teacher.’

(29) Bir cocuk her ogretmene cicek verdi. V4 / 73Y)

a child every teacher-dat flower gave
‘A child gave flowers to every teacher.

In (28) where the universally quantified expressi@r cocuk'every child’ precedes the

indefinitebir 6gretmenta teacher’, and both wide and narrow scope readings of thefiimte
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are available. On the other hand, in (29), where the indefimitcocuk‘a child’ precedes the
universally quantified expressidrer dgretmen‘every teacher’ the only possible reading that
is considered to be available (at least according to Ggl$88)) is the wide scope reading
of the indefinite (but for an exception, see (30) below). Tagaw scope reading which one
would expect by analogy to (28)), is not considered to belalvis.

Based on such examples Goksel concludes that linearityd(aaler) plays a role in the
scope of quantifiers in Turkish. The exact reason to whichefifect of linearity can be
attributed is dependent on the assumptions of each lirigdiiamework, and Goksel (1998)
proposes a natural deductive scheme based on Labelled ixed8gstems (Gabbay, 1994;
Gabbay and Kempson, 1991, 1992).

In addition to linearity, the discourse structure is aldetato be relevant due to the fol-
lowing kind of sentence with a focused NP that precedes thatifier, in which the narrow
scope reading of the indefinite is considered to be availabkpite of the fact that the indef-

inite precedes the quantifier.

(30) BIir hemsiRE bakiyor her hastaya. Y3/ v)
a nurse is seeing every patient-dat

‘A nurse is seeing every patient’.

3.2 Kennelly (2003)

Motivated by the availability of one-to-one correspondebetween the traditionally assumed
default discoursestructure of Turkish and the linear order given in Goks@B@8), Kennelly

(2003) proposes an alternative solution, in which only tlsealirse structure is considered
essential. As mentioned above, Park (1995) and Steedm&9,(2000a, 2005) show that
such accounts in general have difficulties in explaining s@mportant syntactic constraints
on quantifier scope. Nevertheless, we need to examine thisylarly interesting theory,

because it is possible to incorporate the same idea wittiaary that respects the hierarchical
structure and still implements the proposed idea, paditubecause Kennelly (2003) does

not seem to assume a particular discourse based accountuwfifiar scop® but restricts

2 More appropriately, that should be calledformation Structurg but the distinction does not seem to be
recognized by the traditional accounts.

3 In a footnote Kennelly notes Farkas (1997), but we haveehsestrong dependency that requires the index-
ical theory of Farkas, other than that a discourse consttambe seen as a non-structural theoretical claim. Also,
both Kennelly and Farkas seem to agree upon the idea that@mneon analysis of quantification is inappropriate.
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her attention to the topic/focus distinction which can béeduded in a strictly compositional
‘syntax-aware’ theory of quantifier scope.

The data which Kennelly (2003) is intended to account fodegded from Goksel (1998),
and is briefly summarized here so that the details of Kensedlyamples do not incorrectly

interfere those of Goksel:

(31) a. Her hasta-y1 bir doktor tedavi etti. (ambiguous: onmultiple doctors)

b. Her hasta-ya bir doktor eslik etti. (ambiguous: one otftiple doctors)

At this point we need some terminology clarification as egag/seems to have his or
her own favorite terms. Kennelly calls the dependentdirRioktor the multiple DP andher
hastathe Base Plural(BP). DP1 and DP2 are use to indicate the left-to-right linear order
of the arguments. For the salient reading in (31) the varatr multiplication of DP2 is
said to be dependent on the variation within the plural DRI that dependency is defined
by treat/accompany relations. Then (31) is held to be truéoifevery patient there is a
doctor who treats/accompanies that patient. In the leEssabading withoutjuantificational
dependencie@QDs), (31) is held to be true iff there is one doctor who s&atcompanies all
the patients.

In (32), where the order of the arguments is inverse of thé8Df, with the universal quan-
tifier heron DP2, DP1 does not have a multiple interpretation. In Kbiyiaéerminology, the

multiplication of DP1 is callednverse QDs

(32) a. (Geng) bir doktor her hasta-yi tedavi etti. (not ayjubus: one doctor)
b. Jy(doctor(y) A Vx]patient(x) — treat(y,x)]).

It is held that any variation in the neutral stress patterfiurkish, where the pitch accent
lies on the immediately preverbal element, does not alejutigements. (32) is held to be
true iff there is only one doctor who has treated all the pdie

Kennelly builds upon the idea that there is one-to-one mmappetween discourse struc-

ture and linearity in Turkish (Erki, 1982, 1983).
(33) Topic = Given Information- Focus = New Information- Predicate

Given (33), Kennelly considers that it is problematic toedetine if discourse structure
or linearity is the crucial issue in (32) such that data thaat distinguish between the two

are needed. If there are examples of inverse QDs with mell#1 in Turkish, then that
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might be taken to indicate that it is not linearity but disg®ustructure that is essential to the
characterization of quantifier scope. The idea here is thibwing van der Sandt (1992),
Topic / Given Information can be associated with anaphow @ marked [+anaphoric].
Assuming that all quantified DPs contain a variable that a¢ede bound, then the variable
contained in a quantified Given DP must be bound under theifgealation with a DP that
has occurred previously in the discourseThe DP that is not Given is New Information,
therefore [-anaphoric], with is associated with Focus.vétsable does not have a binder in
the previous discourse.

Using this idea, Kennelly argues that linearity is not thec@l factor in QDs, claiming
instead that (32a) does not conform to the appropriate argton of discourse structure for
QDs to obtain. Because the quantified DP1 in (32) is Topi&@Gilnformation and conse-
guently [+anaphoric] it necessarily has a fixed quantitytiierduration of the Speech Act, the
set of utterances that constitute the discodrse.

A further part of the empirical evidence that is claimed tdrie is that DP1 does multiply
under inverse QDs in Turkish only if it is supported as Fodes/ Information both by context
and by the lexical choice of the predicate.

Finally the proposal is that QDs are a mapping from Given tav Ndormation where the
BP is Given and the multiple DP is New Information. It is alss@amed that the definition of
QDs in terms of functional predicate results in a localitpsivaint on multiple DE.

The idea that it is discourse structure rather than lingénat determines QDs in Turkish
is supported with the following example, in which availégibf narrow scope reading of the

indefinite is claimed:

(34) Geng bir doktor her hasta-ya eslik etti.

Kennelly reports that a significant percentage of Turkisbegprs, including Goksel, do
accept an inverse QDs reading for (34). To able to explairdifierence between (32) and

(34), the following dialogue is introduced:

4 However, the idea that the binder must be fixed and cannottp$® dependent on another entity seems
to be unjustified.

5 Here it is necessary to point out that Goksel (1998) and Kini2003) have different assumptions re-
garding Turkish discourse structure. According to Gokisedre is no canonical focus position in Turkish and any
of the preverbal positions can be focused, and the fact tbat matural position for focus being the immediately
preverbal one is seemingly attributed to the fact that ibisgatorily stressed.

6 Locality, or predicate domainis a concept that can be easily incorporated into the sysftaxCCG based
account with subcategorization of predicates, in spiténeffact that locality was originally a predication within
LF. Non-locality, then, is the Text-Level or global or soledl‘top-level’ readings in DRT.
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(35) a. Geng bir HEMERE her hasta-ya eslik etti.
b. Hayir, (geng) bir DOKTOR her hastaya eslik etti. (amimigs: one or multiple

doctors).

Then it is assumed that it is discourse structure rather kingarity that is crucial to
the multiple DP1 reading in (35b). The following sentences given as evidence, in the

dialogues that follow.

(36) Kizgin bir polis her kapi-yi ¢aliyordu.

(ambiguous - highly marked: multiple policemen; saliemtdiag: one policeman)

(37) Ddurust bir ciftci her toplanti-ya gitti.

(ambiguous - highly marked: multiple farmers; salient irgdone farmer)

(38) Hos bir kiz her masa-da konuklar-1 agirladi.

(ambiguous - highly marked: multiple girls; salient reagione girl.)

The dialogues:

(39) a. Kizgin bir POSTACI her kapi-yi ¢aliyordu.
b. Hayir, (kizgin) bir POLS her kapiyi caliyordu.

(ambiguous: one or multiple policeman)

(40) a. Diirtist biOGRETMEN her toplanti-ya gitti.
b. Hayr, (durtist) bir FTCI her toplantiya gitti.

(ambiguous: one or multiple farmers)

(41) a. Hos bir ADAM her masa-da konuklar-1 agirladi.
b. Hayir, (hos) bir KIZ her masada konuklari agirladi.

(ambiguous: one or multiple girls)

Parallel to (35), the multiple reading for DP is availableheTexamples (36)-(38) are
presented as showing that the distinction between (32) 24)dh@as nothing to do with Case
marking. In the following discourse, where DP1 is [+anaphoric] GiMeformation, the

multiple reading is not available at all.

7 The capitalCaseis used in the sense @afbstract casea concept within the framework of Chomskian
theorizing.
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(42) a. Kizgin bir polis ne yapiyordu?
b. (Kizgin bir polis) HER KAPIYI ¢aliyordu. (one policempan

(43) a. Durust bir ciftci nere-ye gitti?
b. (Durust bir ¢iftci) HER TOPLANTIYA gitti. (one polieman)

(44) a. Hos bir kiz ne yapti?
b. (Hos bir kiz) KONUKLARI agirladi. (one policeman)

In [(35), (39) - (41)] vs [(42) - (44)]. Contrastive focus / Wénformation DP1 multiplies

while [+anaphoric] Given Information DP1 does not. Thusihypothesized that:

Definition 1 (Discourse Structure Constraint on QDs) Under Quantificational Dependen-

cies the multiple DP1 is Focus/New Information.

Kennelly (2003) continues with a formalization of this idagart of which is a stipulation

of a locality constraint. Here we consider it sufficient tontien the constraint, without

mentioning the details:

Definition 2 (Locality Constraint on QDs) A multiple DP under QDs is confined to the same

predicate domain that of the base plural (BP).

3.2.1 Locality or Discourse Structure

A part of the important arguments in Kennelly (2003) consenmether it is locality or dis-

course structure that is primitive in QDs. The following g@inent is hers:

In Turkish it is very difficult to get an inverse QDs readingiletin English it is
far easier. The difference between the two languages irrélsjgect is not fully
understood. Turkish is considered to be a discourse coafignal language, and
it is generally assumed that linearity plays a major rolegtedmining discourse
roles in Turkish, as well as prosody. English, on the otherdhases linearity
to determine grammatical structure, which necessarilyeleanore flexibility in
the structuring of discourse, determined mainly by prosoflithe same time
it must be acknowledged that English also prefers sentanitial iTopic(Given
Information). In terms of locality the two languages beh#we same but with
respect to inverse QDs, the more flexible English also hastgrélexibility for
discourse structure. This is the empirical fact, so it icdlisse structure as a
primitive for QDs that is the more informative constraint.
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3.2.2 Accompany Type Predicates

An argument in Kennelly (2003) which we consider to be questble is the one regarding the
so calledaccompany type predicateghich are assumed to carry an intrinsic reversal of dis-
course roles. This implies that argument structure alsodsg a default discourse structure.
The linear organization of discourse roles in Turkish, disting background information
and contrastive focus, patterns with the default SOV wodénras given in (33).

The default organization for discourse roles that might biét bnto the argument struc-
ture is that the subject is the default Topic(Given Inforimr@t and the object is the default
Focus(New Information).

It is claimed that in Turkish, and to a lesser degree in Ehgtise felicity of inverse QDs
depends on the lexical selection of the predicate. In (4bkrse QDs are difficult, but not

impossible to obtain.

(45) a. A boy ate every pizza. (Steedman, 1999)

b. Few students read every book.
In contrast, in (46), the inverse QDs reading is readily latze.

(46) a. A computer sat on every desk.
b. A flag waved from every rooftop.
c. Ateacher accompanied every student.

d. At least one farmer attended evert meeting.

According to Kennelly’s proposal, the fact that there is»adal distinction between (45)
and (46) argues against a covert LF movement or c-commangsanéor QDs, even for
English, and she explains the difference by claiming thabaxpany type predicate reverse
the discourse structure.

While it is possible (and trivial) to model this behavior If€G, we think that a simpler
solution exists: Itis logically possible that a single bogyneat every pizza, it is rather counter
intuitive that a single computer may sit on every desk. Restaavery large computer would
suffice to satisfy the truth conditions of the sentence witheeeding an argument about the
reversal of discourse structure. For example, the physizalof a single ENIAC should be
sufficient to satisfy the truth conditions of the senten@aj4but that’s not the way computers
are built nowadays, so todays computers cannot sit on ewsk. dherefore we consider the

argument about accompany-type predicates to be a unestsiel.
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3.3 Problems Caused by The Lack of Compositionality

The natural deductive scheme of Goksel (1998), employleskoonstants whose dependen-
cies are freely chosen from the linearly preceding elemdntan allow for any expression,
regardless of whether it is licenced by syntax or not (thg @oinstraint is linearity) to be
chosen as the entity to be dependent upon. This level of dreed choosing skolem de-
pendencies causes the same kind of problems that are dedawith Quantifier Raising and
other unnecessarily free implementations of the idea ofemmnt, such as Cooper Storage.
For example it is highly difficult for an account in which liaety and focus is the sole de-
termining factor to explain the syntactic constraints uppantifier scope as presented by
Steedman (2005). The problem cannot be captured with ariipealation: it needs to take
into account the hierarchical structure determined byaynand therefore, needs a notion
of compositionality that forbids operations such as movanjer brings a principled restric-
tion to it) and similarly also forbids freely determinablep#ndents for skolem functions.
The freedom in the way skolem dependencies are determisedraplies that the method

employed in Goksel (1998) is not compositional.

3.4 Bringing Syntax Back to the Issue of Quantifier Scope in Tikish

One possibility in which the strengths of a discourse basedunt can be combined with
sentential level account is to claim that discourse reldsetbrs impose a filter upon the
possibilities that are licensed by syntax. For example ptoposed_ocality Constraintand
Discourse Structure Constraiproposed by Kennelly (2003) have a very direct and straight-
forward implementation in CCG. All that is needed for a ratsieetchy implementation is to
alter the definition oSkolem Specification Rubé Steedman (2005) such that thievironment
set is used by the rule only if the noun phrase is marked [{zorég] in the sense of Kennelly
(2003). If the noun phrase is marked [+anaphoric], the enwirent will be ignored, yielding

a wide scope reading for the indefinite. The altered defmisagiven below:

Definition 3 (The specification of a skolem term (Modified Vergon)) Skolem specification
of a term t of the form skolép in an environment E yields a generalized Skolem terﬁjra sk
which applies a generalized Skolem functoy Skwhere n is the number unique to the noun
phrase that gave rise to t, and p is a nominal property coroegfing to the restrictor of that

noun phrase), to the tuple E (defined as the environment otheatime of specification),
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which constitutes the arguments of the generalized Skalam fThe environment in the def-
inition is assumed to be empty regardless of its actual edriftehe noun phrase denoted by

the skolem term is marked discourse anaphoric.

The locality constraint is imposed by the compositionaluratof the account, and the
default discourse structure can be lexically generatedubgategorizing the transitive verbs

as follows.

(47) okumak(read) (S\N Pnomtopic+dlink) \N Pacc focus

Of course, this says nothing about the case where the ptedisalf is the focus, but we
can safely assume that tidefaultinformation structure is a case where the predicate isn't
focused.

For the post verbalackgroundedrguments, Rightward Contrapositfoule of Bozsahin
(2002) can be modified such that:

(48) Rightward Contrapositiom{ XP): X :a= S.\(S\Xidiink) : Af.f[a]
&t\(&t\x+dlink) . )\f.f[a]
In other words, we can assume that any noun phrase which dobsar thdocusfeature

is discourse anaphoric. For that reason the following rsétiére rule could also be proposed:

(49) okumak(read) (S\N Phomtopic) \N Pacc focus—dlink

With this rule, we could state that any noun phrase whichismarked [-dlink] is [+dlink]
and therefore discourse anaphoric.
To be able to implement this approach, we can assume thaetaerdnerbir is lexically

ambiguous between a [+dlink] and [-dlink] versions:

(50) -a/an :=bir — NP_gjink /N : )\X.Skd(X)
-a/an :=bir — NP.giink /N o AX.SkyX

8 Here we could name this featurenaphoricor +-ana(as Kennelly calls it) instead ofdlink but Steedman
(1996) makes use of the syntactic featti@nafor lexically specified binding of reflexives and reciprasaand
the two should not be confused, therefore we have choseretedisnk instead.

9 Leftward Contraposition rule is not modified because it’singolved in backgrounding. The subscript ‘-t
in the formula stands for ‘detopicalization’. These rulg®t have been modified by Dr.Cem Bozsahin as follows
(quoted from the lecture notes):

Leftward Contraposition€ Tx): NP:a = S/(SisNPuop):Af.fa
Rightward Contraposition{ Tx): NP:a = S\(S\«NP-top):Af.fa
((< T) is topicalization, and* T ) is detopicalization/backgrounding.)
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In the formula abovesk,x is a skolem constant, argkd(x) is an underspecified skolem
term. As an example of how this works, consider the exampiéguare 3.1. Feature checking
with respect to [+dlink] ensures that the correct versiothef determinebir is used. As a

contrast, the derivation in Figure 3.2 cannot continue beeaf the feature mismatth

Her doktor bir hasta yi tedavi etti
b
(S/(S\NP)) /N AN ANgiw  <ON\IN (< S\NPnom) \NPacc, gink
DAPAQYX(px— gX) : {x} : Ax.docx : skdpat P AX.X : AX.Ay.treatxy
S/(S\NP) 4 N.dink
:Aq.vx(docx — qy) : {x} : skdpat
.
(S\NP)/((S\NP)\NPacc,-diink)
: M f.f[skdpat]
(S\NP)
:Ay.treat (skdpat )y

S: Vx[docx — treat (skdpat)x] : {x}

Figure 3.1: A derivation that succeeds

Her doktor bir hasta yi tedavi etti
b n c (o] \

(S/(S\NP))/N <IN < Nagiink <IN\<N (< S\NPnom) \NPacc -diink
CAPAQ.VX(pXx— gx) : {x} : Ax.dodx  :sKpat P AX.X i AXAy.treat xy
:Ag.vx(dodx — qy) : {x} S sk pat

.
(S\NP)/((S\NP)\NPacc, +diink)
: M. f[sK,pat]

Figure 3.2: A derivation that fails

These category assignments and the modified rightwardagogition rule directly im-
plement both of the locality and discourse constraints afifedly (2003), and are much
shorter and easier to understand than Kennelly’s own fozatén of the same idea. In
the next section, we shall try to answer the question whetieesame problem can be solved

without making use of the discourse structure and discaalaéed concepts.

3.5 Is There a Solution Independent of Discourse Structure?

The account given in Steedman (2005) does not fully explaéndata regarding the data
presented in Goksel (1998) and Kennelly (2003) regardoaps ambiguities observed in
Turkish, which, as far as the subject matter of this chagteoncerned, will be assumed to

be correct. In this section, we shall show what happens if aapare the predictions of

10 The lexicon design that is implicitly assumed in these figaned the ones that follow is the morpho-syntactic
account of Bozsahin (2002).
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Steedman (2005) with the data examined so far.

The mismatches between the data and the predictions of dogytloriginates from the
fact that, as a matter of principle, surface structure isantgvel of representation in CCG.
As a result sentences suchtdsr doktor bir hasta-y1 tedavi etindBir hasta-yI her doktor
tedavi ettiwhich are variants of each other at the surface level are ethfupthe same logical
form in the predicate argument structure. It is importanhatice that this fact originates
from the principles of CCG and is not a coincidental resulte Way a particular logical form
is derived is not a representational level either. A deidvatnay in some sense look like a
phrase structure tree, but no theoretical status is asbigrgich derivations.

Depending on the time skolem specification rule is executeel can arrive at two possible
readings for the sentenéter doktor bir hasta-yi tedavi ettilf the skolem specification rule
is executed before the indefinite enters the scope of thetifjgaat the logical form, the wide
scope reading of the indefinite is generated. If, on the dthed, the skolem specification
rule is executed after the indefinite enters the scope ofubatifier, the narrow scope reading
of the indefinite is generated. Figure 3.3 shows the caseenherarrow scope reading is
generated and Figure 3.4 shows the case of generating avnseope reading. In Figure
3.5, an incorrectly available narrow scope reading is @erivin Figure 3.6, the wide scope
reading of the same sentence is correctly derived.

The problem here is that, unless we look for a discourseebsskition, we need to find
a way to block the derivation in Figure 3.5 without breakihg bther correct derivations.
Since we cannot block that derivation altogether, the oolssibility is to change the nature
of the skolem specification rule, and to enforce its exeouditccertain times. That is, we may
introduce askolem specification triggemnd associate it with a lexical category or combinatory
rule, such that the skolem specification rule is executedveyer, it turns out that this cannot
be done without introducing side effects that block otharexi derivations. For example,
if we associate the skolem specification trigger with theetygsing rule, the logical form in
(3.3) would be incorrectly modified. Similarly we cannot@sate the skolem specification
rule with the accusative case markgr either, for exactly the same reason. What is needed
is to be able to place a skolem specification triggeight at the point of the star sign in the

sentence (51) without affecting other example sentences.

(51) Bir hasta-y1 * her doktor tedavi etti.

11 «skolem specification trigger” is an concept invented fds thesis and does not refer to a concept defined
earlier in the literature.
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For example, the same skolem specification trigger must @aivhilable in the sentence

(52) at the star position.
(52) Her doktor bir hasta-y1 * tedavi etti.

The problem, then, is to find such a skolem specification ériggnd make sure that it is
available in (51) but not in (52). The mentioned skolem djmation trigger must be of the

category defined below:
(53) skolem specification trigger *=— NP \NP :  Ax.trigger'x

The functiontrigger’ is assumed to be a syntactic formula modifier which modffies
skolem terms and is executed immediately, without any @éelapplication.

If we assume that an intonation contour is associated withttigger, then it might be
possible to block the incorrectly available reading in F&g8.5.

The problem is, even if we can find such an intonation contbersolution then becomes
curiously similar to the discourse based approach disdussthe earlier section, because
in CCG it is assumed that it is intonation contours that detees the information structure.
This, in turn, is nothing other than returning back to theusoh in the section (3.4), and
formulating the same idea in another way.

The category assignments for the quantifier regarding the discussion so far can be
seen in Table 3.1.

Meanwhile, there is yet another solution that can be consitierhich involves subcate-
gorization of the quantifiener. In this approach, the quantifieeris assumed to be lexically
ambiguous, and the idea is based on distinguishing the ifjeambccurring in DP1 position
from those in the DP2 position, and postulating that onhséhim the DP1 position introduce
variables to the environment set. While there is no themaktnotivation for doing that, it
is clear that modelling the observed behavior is within theressive power of CCG at the
sentential level. Whether the solution is explanatorilg@ahte or not, is another concern.
The table in Table 3.2 shows the possible lexical assigrsneuritich is a modified version of
the table in Table 3.1.

The argument in this section shows that no explanatorilgad sentential level solution

that can explain the data at hand is available. While thewattcof Kennelly (2003) can be

12 Note that such modification operations can be considered to\iolation of the principle of direct com-
positionality. For example, see Jacobson (1999), in whieHdgical form is considered to be inaccessible to the
process of derivation.
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Table 3.1: Lexical assignments for the quantifier

Name | Category Assignment Sample Sentence

hert | ([S /(S \NPnom)] /Nnom) heradam uyu
APAQYX[pX— X : {x}

her, | ([St\(S \NPnom)]/Nnom) uyuheradam
APAQYX[pXx— X : {x}

hers | ([St\(St \NPacd]/Nacd oku adanherkitap |
APAQ.YX[pX— gX : {X}

hers | ([St\(St\NPnom)]/Nnom) oku kitap theradam
APAQ.YX[pX— gX : {X}

hers | ((S/(S \NPacg)/Naco) herkitap 1 adam oku
APAQYX[pXx— X : {x}

hers same adern heradam kitap 1 oku

her; | ((St/(St\NPacd)/Nacd herkitap 1 oku adam
APAQ.YX[pX— gX @ {X}

hers | ([St/[St\NPnoml] /Nnom) heradam oku kitap |
APAQYX[pXx— X : {x}

hers | (((S/((S \NP)\NPacd)\Nnom)/Nacd adamher kitap 1 oku
APAWAQ.YX[pX— (qX)w] : {x}

herio | (((S/((S\NP)\NPnom))\Nacd/Nnom) kitap 1 her adam oku
APAWAQ. VX[ pX— (gX)w] : {x}

heriy | ((S\NPnom)/(S \NPacg)/Nnom kitap 1her adam oku
AP AWAQ. VX[ pX— (gX)w] : {x}

heriz | [(St\(S \NPacd)/Nacd adam oktherkitap |
APAQYX[pXx— X : {x}

heriz | [(St\(S \NPnom))/Nnoml kitap 1 okuher adam
APAQ.YX[pX— gX @ {X}

hera | ([(S\NPnom)/[(S\NPaco) \NPnoml] /Nacd | her adarmherkitap 1 oku
:Ap.Ag.AY.Ve[pc— (qy)c| : {c}

heris | ([((S\NP)/[(S\NP ) \NPacd] /Nnom) her kitap ther adam oku
:Ap-Ag.Ay.ve[pe— (ay)c] : {c}
Her doktor bir hasta yi tedavi etti

(S /(S\NP)) /N 2N aN SN\AN (<S\NPnom) >NPacc
D APAQ.YX(px— gX) : {x} : Ax.docx : skdpat D AX.X i AXAy.treatxy
S /(S\NP) SN
1 Ag.¥x(docdx — qy) : {x} : skdpat
.
(S\NP)/((S\NP)\NPqcc)
: Af.f[skopat]
(S\NP)
:Ay.treat (skdpat )y

S: Vx[docx — treat (skdpat)x] : {x}

S: vx[dodx — treat’(slé{s’%at,)x] {x}

Figure 3.3: A derivation for the narrow scope reading of thdefinite inHer doktor bir

hasta-yI tedavi etti
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Her doktor bir hasta yi tedavi etti

(S/(S\NP)) /N 2N AN SNAIN (39S \NProm) \NPace
IAPAQ.VYX(pXx— gX) : {x} : Ax.docx : skdpat D AXX - AXAy.treatxy
s /(S\NP) BN
:Ag.Vx(dodx — qy) : {x} : skdpat
(S\N F’)/ ((S\NP)\N Pacd |
: A f.f[skopat]
(S\NP)
:Ay.treat (skd pat)y

Ay.treat' (s k35 pat)Y

S:Vx[docx — treat (s k35 par)X 1 {X}

Figure 3.4: A derivation for the wide scope reading of theefirdte inHer doktor bir hasta-yi
tedavi etti

Bir hasta yi her doktor tedavi etti
SN GNVAN (S\NP)/(S\NP)\NPacd) /Nnom <N (1S \NProm) \NPacc
: skdpat D AXX CAPAQAYYX[px— (qy)x] : {x}  :Ax.docx  AXAy.treatxy
aN ((S\NP)/((S\NP)\NPac9)
: skdpat :AgAY.VX[dodx — (qy)x] : {x}
S/(S\NP) (S\NP) i
: A f.f[skopat] : Ay.¥x[docx — treatyx] : X

S:Vx[docx — treat (skdpat)x] : {x}

S: vx[dodx — treat (s I%{;éaf X {x}

Figure 3.5: A derivation for the (incorrectly available dut being focused) narrow scope
reading of the indefinite iBir hasta-y1 her doktor tedavi etti

Bir hasta yi her doktor tedavi etti
b

2 N 2‘ N \2‘ N ((S\NP)/((S\NP)\NPacc)) /Nnom <N (zl S \NPnom) }Npacc

: skdpat P AXX CAPAQAYVX[ pX— (qy)x] i {x}  :Ax.docx : AXAy.treatxy
N ((S\NP)/((S\NP)\NP=c9)
skdpat’ D AQAY.VX[dodx — (qy)x] : {x}
'S {S}pat’
T >
S /(S\NP) (S\NP)
DAL sk\,)spat, : Ay.vx[docx — treat'yx] : X

S:Vx[docx — treat (s k35 ar)X 1 {X}

Figure 3.6: A derivation for the wide scope reading of thesiimdte inBir hasta-y1 her doktor
tedavi etti
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Table 3.2: Lexical assignments for the quantifier - Modified.

Name | Category Assignment Sample Sentence
hert | ([S /(S \NPnom)] /Nnom) heradam uyu
APAQYX[pXx— X : {x}
her, | ([St\(S \NPnom)]/Nnom) uyuheradam
AP.AQ.VX[pX— gX
hers | ([St\(St \NPacd]/Nacd oku adanherkitap |
AP.AQ.VYX[pX— gX
hers | ([St\(St\NPnom)]/Nnom) oku kitap theradam
AP.AQ.YX[pX— X
hers | ((S/(S \NPacd)/Naco) herkitap 1 adam oku
APAQYX[pXx— X : {x}
hers same adern heradam kitap 1 oku
her; | ((St/(St\NPacd)/Nacd herkitap 1 oku adam
APAQ.YX[pX— gX : {X}
hers | ([St/[St\NPnoml] /Nnom) heradam oku kitap |
APAQYX[pXx— X : {x}
here | (((S/((S\NP)\NPzcQ)\Nnom)/Nacd adamher kitap 1 oku
APAWAQ. VX[ PX— (qX)W]
herio | (((S/((S \NP)\NPnom))\Nacg)/Nnom) kitap 1heradam oku
APAWAQ. VX[ pX— (qX)W]
heriy | ((S\NPnom)/(S \NPacg)/Nnom kitap 1her adam oku
APAWAQ. VX[ pX— (qX)W]
heriz | [(St\(S \NPacg))/Nacd adam oktherkitap |
AP.AQ.YX[pX— X
heriz | [(St\(S \NPnom))/Nnom] kitap 1 okuher adam
AP.AQ.VX[pX— gX
heria | ([(S\NPnom)/[(S\NPacd\NPnom]]/Nacd | her adanmherkitap 1 oku
:Ap.AgQ.Ay.Vc[pc— (qy)c|
herlS ([(S\NP)/[(S \NP ) \NPacc]] /Nnom) her kitap ther adam oku
:Ap.AQ.Ay.Vc[pc— (qy)c]
Bir hasta yi her doktor tedavi etti
SN SN\IN (S\NP)/(S\NP)\NPacd) /Nnom SN (<15 \NProm) \NPace
: skdpat P AXX D APAQAY.YX[pX— (QY)X] : Ax.docdx : AXAy.treat'xy
aN ((S\NP)/((S\NP)\NPcd)
: skdpat :AgAy.¥x[docdx — (qy)X]
S /(S\NP) (S\NP)
: A f.f[skopat] : Ay.¥x[dodx — treatyx] : x

S: Vx|docx — treat (skdpat )]

S: vx[docx — treat (sk;{g pat )X

Figure 3.7: Lexically corrected version of the derivatidri-@ure 3.5
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integrated into CCG, as in (47), this commits us to an assommuf default information
structure, an assumption that is not supported by curreatigs of information structure in
CCG (Steedman, 2000a, 2000b, 2003). Therefore, we needréoehbpok at what can be
done with the standard assumptions in CCG, which is the subjatter of Chapter (4).
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CHAPTER 4

AN APPLICATION OF STEEDMAN'S THEORIES OF
INFORMATION STRUCTURE AND ALTERNATING
QUANTIFIER SCOPE TO TURKISH

In the previous chapter we have made a literature surveyeostildies of Quantifier Scope
Ambiguity in Turkish, and argued that no explanatory setiglevel solution that can explain
the data at hand is available, and a discourse-based aca®med to be necessary. However,
unlike Kennelly (2003), in CCG such an account can be praligighout extra stipulation or
special rules about quantifier scope, which is the subjedtemaf this chapter. Another
conclusion of this chapter is that the proposed constraintguantifier scope are actually

incorrect.

4.1 Information Structure of Turkish

The traditional view in Turkish linguistics is that Turkish a verb final language with free
word order, and the variation of word order serves the p@pdsssigning discourse related
functions to certain parts of an utterance. For examfgeysis considered to be associ-
ated with the immediately preverbal position, and the pesbal positions are reserved for
backgroundmaterial. Recentl{Dzge and Bozsahin (2003, 2006) have proposed a tune based
account of Turkish Information Structure in which word arglariations are considered to be

an epiphenomenal side effect caused by prosodic constraint the sole factor determin-

ing the information structure is considered to be intomationtours that the phrases of an
utterance bears. Their paper argues that for an explanatmgunt of Turkish information
structure, there is no need for any predications over seatpositions. A tune-based perspec-

tive where prosody is considered to be the sole structutahménant of information structure
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is instead proposed. Also it is noted that, Turkish prosoalydses precedence constraints on
certain intonational contours that are responsible fordladization of information structural
units. Word order variation therefore, is considered eg@igmenal, rather than being a de-
terminant in attaining the right information structure wggd by discourse context. In this
thesis, we shall assun@zge and Bozsahin’s 2006 account of Turkish informationcstire,
which is summarized in Appendix (E). Steedman’s update s&osafor theme and rheme is

also relevant for the subject matter, and that can be fousddtion (D.1) of Appendix (D).

4.2 Implications to Quantifier Scope Ambiguity in Turkish

In this section, we shall use Steedman’s theory of Engli$brimation Structure an®zge
and Bozsahin's 2006 account of Turkish Information Suitetto give a negative answer to
the proposal that quantificational dependencies are desiced by discourse binding of old
information.

The idea of default discourse structure permits reseasdbeiormulate ideas about dis-
course structure to examine the meaning of single uttesarkiest, we shall start by arguing
that this practice is mistaken for the following reason: hiére is no supplied context, any
context can be accommodate@econd, we shall argue against the idea that contrastues fo
and intonation contrast somehow affect quantificationgkeddencies. Third, we shall argue
that contextual dependencies are more complex than whateaaptured with the idea of

discourse binding of old information. We shall start withr ditst argument.

4.2.1 The Argument Against Isolated Sentences

As we have stated above, it is a dangerous practice to thioktahe meaning of single
utterances such as the following in isolation, because smn&exts might be easier to ac-

commodate than othets
(54) Bir hastayi her doktor tedavi etti.

For example, Niv (1994) proposes a “Psycholinguisticallptivated Parser” for CCG.

One of the stated facts in his paper is that there is overwihglrvidence that ambiguity

1 The relevance of context to the issue of quantifier scope guitiwas pointed out by Dr. Cem Bozsahin
and the idea of working on examples with contrastive foclss his.

2 Regarding ‘null context’, Crain and Steedman (1985) sttitedollowing: ‘The fact that the experimental
situation in question makes a null contribution to the centimes not mean that the context is null. It is merely
not under the experimenter’s control. ... the so-calledicartext is simply amunknowncontext.’

42



is resolved within a word or two of the arrival of disambigngtinformation. While the
resolution of syntactic ambiguity is not directly relevattite point is that the human sentence
processor is a bigreedy in nature, in the sense that it makes decisions as quicklpssilge
without exhaustive search. It follows that if there is nopignl context, the accommodated
one is likely to be one that is decided using the informatibhaand, and decided as quickly
as possible. That is, one might imagine a context in whiclhetli® a single patient much
more easily than existence of multiple patients, each otiwlieated by different doctors,
when faced by a question regarding possible scope amlaguiti(54), because at the time
bir hastayiis heard, its sense is very likely to be determined beforentbial her is heard.
The implication is that the presented data in the literategarding single utterances such
as (54) should be taken with a grain of salt. Therefore, aadawve are only working in a
purely linguistic approach, we shall always examine utteea in some established context,
and ignore the past literature data if it is presented abentiesices in isolation, because we
think that such data needs a psycholinguistic explanatioparticular, the claimed difference
between (55a) and (55b) in the case of ‘null context’ is simgplmisunderstanding due to
incorrect interpretation of the data. What's required i$ adinguistic explanation, but a

psycholinguistic one.

(55) a. Birhastayi her doktor tedavi ettdW)

b. Her doktor bir hastayi tedavi et{i3v) or (V3)

For these reasons, we think that the natural-deductivensehie Goksel (1998), which
has been designed to explain such differences regardiearlorder is unnecessary. Similarly
we also think that the parallelism between the linear oraet so called default informa-
tion structure (such as topic-focus-predicate), as asslop&ennelly (2003) is an argument
which needs to be re-evaluated by taking into account tweessFirst, we reject the idea
of a default information structure, and other word ordereldasccounts of information struc-
ture, and assume the tune based account of informatiortisteuas presented 9zge and
Bozsahin (2006). When we are discussing information &ire¢c we shall also consider in-
tonation marking, since the sentences bearing no intanatiarking, if possible at all, are
information structurally ambiguous. Second, we rejectitiea that there are special con-

straints about quantifier scope: Thus, the locality coimdti@nd the discourse constraint in

3 In the sense ofireedy algorithmswhich work and attempt to find a solution without making ahawstive
search.
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Kennelly (2003) are superfluous, we do not think that we needial constraints to explain
scope ambiguities in Turkish, because the presented damass® be highly unreliable for
reasons stated above. Given unreliability of such data,omsider the predictions of Steed-
man’s relevant theories (which are independently verifmdEnglish) to be more reliable
than rather weak intuitions regarding the meaning of suntesees. So, the subject matter of
this section can be literally stated as follows: “What camd{ar cannot) possibly be defended
about the scope ambiguities in Turkish, given the assumpktiat Steedman (2000a, 2000b,
2005) andOzge and Bozsahin (2006) are correct?”.

Similarly we also think that there is no need for a theory Kayne’s Linear Correspon-
dence Axiom to be able to explain anything about post-vesbastituents, if there is anything
to be explained to begin with (to see why, see Kornfilt (1998)p simply rejects the valid-
ity of Kural's intuitions, casting yet another doubt aboue tvalidity of the presented data.).
The proposed prosodic constraint@zge and Bozsahin (2006) which states that H* LL%
causes pitch flooring to its right has an immediate consemehimplying there can be no
post-verbal kontrast. For example, Kural (1994) propobkas the post-verbal argumeii¢
kisiyein (56) has wide scope with respect to the pre-verbal quantiind according to the
traditional assumptions, it should be in a position to c-ownd the pre-verbal arguments.

Therefore, Kural concludes that Kayne’s Linear Correspord argument must be false.

(56) Herkes bu yil  kitaplarini ithaf etmis uc  kisiye

everybody this year book-plu-3sg-acc dedicate-past thezson-dat

In present terms, there are two things that can be said afisudiaim. First, this sentence
exemplifies the use of ‘null context’ data in a linguisticau As we have stated above, we
wouldn’t consider such sentences in isolation and gerzerdfie results into theories about
the competence grammar (it's quite possible to establigintert in which Kural’s claims are
proven incorrect - see section (4.2.3) for example.). Sacsimcel¢ kisiyeis a post-verbal
argument, it cannot have a pitch accent due to the obligaxistence of LL% boundary on
etmis therefore it follows thati¢ kisiyecannot be contrasted. For that reason (56) would be

infelicitous in a discourse like (57).

(57) Situation: There are several people in a room, some ahwave written a book.

a. Herkes bu yil kitaplarini iki kigiye ithaf etti.

b. #Hayir, herkes bu yil kitaplarini ithaf etti U¢ kisiye
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For (57a), either wide or narrow scope interpretation of itfiefinite iki kisiye is ap-
propriate (theoretical sentence-level semantics of théesee, as described in the previous
chapter, allows both), and the sense of the wmtkesmight possibly be restricted to those
who have written a book; but (57b) is infelicitous. Of coyrae are not claiming that infe-
licitous sentences cannot be interpreted. Rather, thétfatthe sentence is infelicitous is the

only conclusion that can be drawn.

4.2.2 The Argument Against Intonation

The sentence (56), if wasn't infelicitous, would exemphiyat is sometimes called @n-
trastive focus For example, in (58b), both narrow and wide scope inteatimis of the

indefinite are availablé.

(58) Situation: There are several people in a room, some afhwrave written a book.

a. Herkes bu yil kitaplarini iki kigiye ithaf etti.
b. Hayir, herkes bu yil kitaplariyC kisiye ithaf etti.

H* LL%

If we had changed the word order in (58), as in (59), there d/bel no difference, and

the narrow scope interpretation of the indefinite is stillitable.

(59) Situation: There are several people in a room, some ahwrave written a book.

a. Herkes bu yil kitaplarini iki kigiye ithaf etti.
b. Hayir,UC kisiye ithaf etti  herkes bu yil kitaplarini.

H* LL% ( —F- )

What should be noted here is that, if the same sentence wasditivith an intonation
marker onkadinainstead of an intonation marker dig, it would be infelicitous according to

Steedman’s theory of information structure. Thus, (60lnfialicitous.

(60) Situation: There are several people in a room, some ahwave written a book.

a. Herkes bu yil kitaplarini iki kigiye ithaf etti.

4 In this thesis we shall be using Pierrehumbert's notatiorirfonation marking, information about which
can be found in Pierrehumbert (1980) addge and Bozsahin (2003).
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b. #Hayir, herkes bu yil kitaplarini iic KADINA ithaf etti.

H* LL%

To be able to make the utterance (60b) felicitous, one eitbeds to move the intonation

marker toli¢ as in (61b) or change the woid to iki, as in (62b).

(61) Situation: There are several people in a room, some afhwrave written a book.

a. Herkes bu yil kitaplarini iki kigiye ithaf etti.
b. Hayir, herkes bu yil kitaplaritdC KADINA ithaf etti.

H* IH* LL%
(62) Situation: There are several people in a room, some ahaave written a book.

a. Herkes bu yil kitaplarini iki kigiye ithaf etti.
b. Hayir, herkes bu yil kitaplarini iki KADINA ithaf etti.

H* LL%

In present terms, it follows that prosody of Turkish may orymat be able to distinguish
between the contragiC KADINAfrom UC kading and the contour H* LL% may also be
ambiguous in this respect, in addition to the theme/rhemiiguity regarding H* LL% as
stated inOzge and Bozsahin (2006).

In these examples ((58), (59), (60), (61), (62)), for evemgecthe utterance in (a) can
be considered to be composed of a theme corresponding towehahall informally call
everybody dedicating his/her booksd a rhemdo two people This theme establishes a
rheme alternative set which can be represented by (63) haenthémedo two peopleestricts

this rheme alternative to one that can be represented by (64)
(63) Ay.oVx.dedicatéy of (skdbooksx)x.

As a result, in these examples the utterance (a) establisheaderspecified theme, rep-

resented by the formula (64).
(64) oVx.dedicatéskd(peoplé; An.|n| = 2)of’ (skdbook$x)x.

The rheme alternative set represented by (64) is as follows.
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(65)

ovx.dedicatésk f’ sKt{)ook$x X

peoplé)\n|n\ 20f( )

OVX. dedlcatésK{eop,é An jnj=20f' (SK booksX)X
( )

( )

x

/
oVX. dedlcatésteop,émn‘ ,0f’(sK booka

OVX. dedmatéSeroplé Ann|= 20f SKbookSX X

This set is the available permutations of possible skoleetifipations. Some of the set
members are logically incoherent because the furaftamplies a dependency that a skolem
constant such &skgookS can not satisfy. For that reason, the rheme alternativen$é6) can
be reduced to the one in (66). This intricacy is not direatlevant to our present concerns,
we will return to it later in section (4.5). For the preserguanent, let's assume that the rheme
alternative set is the one in (66).

(66)

OVX. dedlcatésteOp,émn‘ 20f (SK Ly X)X
<>V)(-('jecncaté5l<peoplé;)\n.|n\:20f/(Sl(l{oo};)mx)x

Now consider the discourse (61). The answer (61b), whichtezaed at a time when
the discourse database contains (66), introduces a cdifgptiteme what can be informally

thought aseverybody dedicating his/her bookehis theme can be represented by (67).
(67) Ay.oVx.dedicatéy of (skdbooksx)x.

The rhemeC KADINA in (61b), restricts the rheme alternative sepresented by (67)
to the one represented by (68).

(68) ovx.dedicatéx skd(womer;An.|n| = 3)of’ (skdbooksx)x.
(69)

OVX. dedlcat%K{meﬁ An jni=30f' (S Kéooksx)
on.dedicatésI{Women;m\n|:30f (s Kt{)o}okgx)x

According to Steedman’s update semantics, (64) is rettdoben the discourse database,
and (68) is asserted. For that reason, the new rheme altereat is (69), which is represented
by (68). As a consequence we predict that both wide and nasompe interpretations of
the indefinite UC KADINA in (61b) are available. The other indefinite (tkiplarinr’) is

restricted to narrow scope due to the semantics of the @it .
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If we had considered other example discourses, the same selgtions would be pre-
dicted for the other felicitous replies, including (59hb) vhich the indefinite appears before
the quantifying NPherkesin the surface order. This would be the case even if the scope
relation in the question was restricted to wide scope as M. (Note that the wide scope
interpretation restriction is due to the fact thé¢hmetis a proper name, and therefore is not
a skolem term. This is a case in which it is possible to cohsegpe relations. Notice that

this is possible becauddehmetis a proper name, not an indefinite.

(70) Situation: There are several people in a room, some afhwrave written a book.

a. Herkes bu yil kitaplarini Mehmet'e ithaf etti.
b. Hayir, herkes bu yil kitaplaritdC KADINA ithaf etti.

H* IH* LL%

This happens because the new theme completely replacetdtbaea together with its
scope relations, and sentence level semantics for (70)gsdabth narrow and wide scope
interpretations or the indefinitdJC KADINA.. The theory similarly predicts that (71b) is
also ambiguous, thus both narrow and wide scope interjpesadf the indefiniteUC kisiye’
are available. This happens because, Steedman’s SurfampoSitional Scope Alternation
theory does not make distinctions regarding linear orded, @cording to the information

structure of Turkish, (71b) is a felicitous answer to (71a).

(71) Situation: There are several people in a room, some ahwiave written a book.

a. Herkes bu yil kitaplarini Mehmet'e ithaf etti.
b. Hayir,UC KISIYE ithaf etti  herkes bu yil kitaplarini.

H* LL% ( —F- )

The theme established by (71a) is (72), and the part thate¥@ wide scope interpre-
tation (that isMehme} can be fully overwritten by the kontra&tC Ki$iYE. This happens
because (71b) introduces a compatible theme which can besexged by (73), which when
restricted by the rheme in (74) yields (75). The rheme adiidra set corresponding to (75) is
(76). Note that in (74) and (75), the contrastive diacriti@pplies to the whole skolem term

skd(peoplé;An.|n| = 3).
(72) ovx.dedicatémehmébf’(skdbooksx)x.
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(73) Ay.oVx.dedicatéy of (skdbooksx)x.
(74) x(skd(peoplé;An.|n| = 3)).

(75) ovx.dedicatéx skd(peoplé;An.|n| = 3)of’ (skdbooksx)x.
(76)

<>Vx.dedicatésl(ggop,é;mn‘:g,Of’(SKt{;g;)ksX)X
<>Vx.dedicatésl(%eoplé;mn\:sOf’(SK&}oksX)X

As seen in these examples, when a proper context is suppliedation has no affect
on quantificational dependencies. The reason is that d@ogotd Steedman’s theory of In-
formation Structure, kontrast applies to lexical items. afvlthe lexical item kontrasted is

underspecified, intonation kontrast has no disambiguatipability.

4.2.3 The Argument Against Discourse Binding of ‘Old Information’ to a Single Entity

Kennelly (2003) states that under quantificational depecids, the multiple DP1 is Fo-
cus/New Information. Compatible with that claim, so far #t«@mples we have examined
had the ‘multiple DP’ as a rheme. Implicit in her argumenths tlaim that if DP1 is not

‘focused’, it would have wide scope with respect to the gifi@nt We think that this claim

is true only if the previous discourse restricts the refeeeof DP1 to a single entity. Other-
wise, narrow scope reading for the indefinite would be alskl@ven if DP1 is not a rheme,
but a part of the theme. The reason is that, the rheme aliwgrsdt would contain both the

wide/narrow scope readings. For example, consider thewolly dialogue:

(77) Situation: There are several books, notebooks andgeadable.
a. Iki kalemle yazildi her kitap degil mi?
b. Hayir, iki kalemle her DEFTER yazild1.

H* LL%

In (77b) narrow scope reading of the indefinkekalemleis available, even if it is in the
DP1 position, and is not a rheme or theme kontrast eitherr@dmon is that (77a) establishes
a theme which yields a rheme alternative set that contaitts the wide and narrow scope
readings of the indefinitiki kalemle (77b) replaces this theme by a new one without con-

trastingiki kalemle Moreover, the NRki kalemleis a part of the theme in the information
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structure of (77b). In Kennelly’s terms, it is not possilbesay that it is focused; but still, it
has a narrow scope reading.
The following example illustrates that it is possible to stact examples that cannot be

explained by Kennelly’s idea of discourse binding of olcommation.

(78) a. Bu gruptaki herkes bir elma ald1.
b. Ayni sekilde, [diger gruptaki herkesg}ys de aldi [bir elmajackgrounded

According to the theory of discourse structure that Keyradlsumes, this is the discourse
roles assigned. What's wrong is that not everyone can gdgdsily the same apple. This
violates the constraint that ‘old information’ needs to loeithd to a single entity.

On the other hand, this example gives a clue about the nafuhe &ind of contextual
dependencies involved: What's needed is a resolution @rageonstraints, some of which
might be about real world knowledge. This idea recasts geeias an instance of a constraint
satisfaction problem: A combination of linguistic congtta (i.e. what grammar has to say),
possibly binding constraints (if any that applies), logmanstraints, and constraints imposed
by real world knowledge is the minimum of what's required ® dble to understand an
utterance, and quantificational sentences are not an @xeept

What's wrong with Kennelly's discourse constraint is thiatefinites are more complex
than pronouns. Because indefinites are underspecifiednsketens, in a properly established
context they can refer to more than one entity, because \ahileolem constant refers to a
single entity, a skolem function may refer teetof entities, each member of which involves
a quantificational dependency to the restrictor of the dfianter. The discourse binding
constraint can be violated, because the truth conditiorthefentence does not require a
single referent for the indefiniteir elma The conclusion is that results obtained from limited
data does not always generalize to universal linguisticiramts.

Kennelly’s constraints create further problems, whichtheesubject matter of the next

section.

4.3 Focus and Background in Kennelly (2003)

In Kennelly (2003), the referential nature of non-focusee. (background) elements are re-
stricted to be able to propose an alternative explanatiothéodata in Goksel (1998). Quoting

Kennelly (2003),
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Only New/Focus information DPs that are locally bound carltiply while
Given information DPs with text level binding have a fixed ity for the dura-
tion of the Speech Act.

Itis clear that Kennelly’sext level boung@lements correspond to Steedmdrdskground
For that reason, in present terms this claim means that bawhkded elements, when they
include an underspecified skolem term within the scope ofieetsal quantifier cannot have
a narrow scope with respect to the universal quantifier aacetare their interpretation is
restricted to wide scope, which simply isn't true.

To be able to implement this incorrect idea, Kennelly (200@)poses two special con-

straints on quantifier scope:

(79) Discourse Structure Constraint on QDs: Under Quaatiinal Dependencies the mul-

tiple DP1 is Focus/New Information.

(80) Locality Constraint on QDs: A multiple DP under QDs iméiaed to the same predi-

cate domain that of the BP.

These two constraints are not only proposed to be able tceimgait an incorrect idea,
but as Kennelly herself was also aware, the locality coimgtcaieates a problem with relative
clauses of the following kind, which are analyzed under ifhe ‘intermediate Readings’ in

Steedman (2005).
(81) a. Every farmer who owns a donkey that she likes feeds it.
(%) X)
b. vx{(farmerx A owrsKy onkepyniikery(proxg)X) = feed(pro’s‘éy(donkeyy/\likdy(pro'x)))X]
Since the very reason that these constraints are proposeiddgsided by Goksel's mis-
interpretation of sentences such as (30), the problemsathaissociated with them are easy
to solve. Simply pointing out that the notion of focus wasoimectly related to the issue
of quantifier scope is adequate. Such sentences have widarrmwnscope interpretations

depending on the context, and the fact that the indefinite atsybe focusedkpntrastedin

Steedman’s terms) is irrelevant.

4.4 An Argument from Incremental Processing of Subsequent tierances

So far we have presented arguments about whatmmeharacterize the nature of quantifica-

tional dependencies, since the idea that all of the sentdatiel readings should be available
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in a properly established context is a rather weak conatusiml is not saying much about the
nature of quantification. Since anyone would naturally waritla stronger conclusion is pos-
sible or not, the subject matter of this section is investighis possibility, and to determine
whether the interpretation of two subsequent utterancesheaaffected by the contents of
theme/rheme alternative sets, because it is known thatsrtkences usually share the same
theme in a proper discourse. We shall start with an examplghich the second utterance in

the discourse does not have its own theme.

(82) a. Her hastayi kim tedavi etti?

b. Bir doktor.

In a discourse like (82), it is quite clear that the logicahficof (82a) determines what is
being understood, and (82b) simply supplies the missirgrination.

The theme established by (82)Ag.vx.[patientx — treatxy]. The rheme alternative set
established by this theme can be enumerated as follows:
(83)
oahmet
omehmet
oskolemdoctor

oskolemnursé

Which could yield a new theme as in (84).
(84) V¥x.[patientx — treatx(skolemdoctor )| ¥

At this point, seems like it is possible to say that the onliapis to execute the skolem
specification rule, and get the reading in (85), which is aovascope reading of the indefinite

bir doktor.
(85) Vx.[patientx — treatx(skKtS )]0

As long as there doesn't exist a strong contextual factor ghas a strong influence
against this kind of analysis, it can be said that quantitioal dependencies are affected by
the theme shared by subsequent utterances. The resultscabeagieneralized to discourses
like (86), in which the themes of (86a) and (86b) are the samd for that reason (86b) can

be interpreted as having the same effect as (82b).
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(86) a. Her hastayi kim tedavi etti?

b. Bir doktor her hastayi tedavi etti.

This kind of reasoning associates quantificational depeide across sentences via themes

(i.e. via rheme alternative sets).

4.5 Possessive Constructions and Quantifiers

The following sentence, which is adopted from Bozsahi®@@xemplifies the scope relation

between the possessive markefof) and the quantifieher (every).

(87) Her calisan-in bazi hak-lar-I vardir

every worker-gen3 some right-plu-poss3s exists

This sentence can be parsed with the following categorgasgnts.

(88) her =((S\NP)/(5a N\ 5aN)) /(s N\ siN) - AWApAf.yx(wx— f(px))
(89) n(-gen)  :=paN\saN)\ <N :AXX

(90) I(-poss)  :=paN\saN)\ 4N - AXAY.Of'yX

©1) bazi =AN\ aN  Ax.skdx

92) calisan =N : Axworkerx

(93) hak =N - right!

A derivation for (87) can be seen in Figure 4.1. Note that guFé 4.1 the lattice diacritics
have been suppressed to save page width space.
The underspecified skolem terms in the resulting formulaigufe 4.1 {/x(workerx —

exist$(of’(skdrights)x)), that is) can be specified to yield the following results.

(94) a. Vx(workerx — exist$(of’ (SKfi)é}hts)X))

b. Vx(workerx — exist$(of’ (sl(?igms)x))

Availability of (94b) seems to present a probleRightscan be considered to be a prop-
erty that can be owned by a certain individual, or the sernamdf the predicatef’ can be

considered to incompatible with shared ownership. Folgwivalid Saba (1995), we think
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that (94b) can be eliminated by a cognitive process sinildexical disambiguation. Similar
to the task of lexical disambiguation, this is an inferenaebfiem and (94b) is eliminated by
an extra-linguistic cognitive process. In section (4.8 sentence (106) exemplifies a similar
disambiguation task.

The syntactic category in (88) seems to imply that such @ssse constructions involve
higher order (second order, to be specific) quantificatiohis Tmplies quantification over
properties, instead of entities. While this is compatiblthuhe fact that category in (92) is a
property, the situation is not unique to quantification vatssessives. For example, a normal
guantificational sentence such as the following also ire®k noun (in this casman) which
is used as a property function; but in this case the furtetofevery) combines with a syntactic
category of typeN, notN\N. But, since in both cases we use the notation of first ordéc log

which does not have higher order quantification, the natatem be misleading.

(95) Her adam uyudu.
vx(marix — sleptx),

but notvx((x = mari) — sleptx)

Note thatN\N type in the argument of the category assigned to quantiféercan be
justified with the following example from English, which emplifies a problem that arise
even an argument type &f is used. In Figure 4.2, the derivation cannot continue bezau

of’owner (skdhashbat) has no free variables left over whielverycould quantify.

However, with an argument type bf\N, the sentence can be parsed successtully.

5 Note that in Turkish just about every noun is also a propdbtydem Bozsahin, personal communication).

her calisan n bazi  haklar ! vardir
every worker -gen some rights  -poss exists

((S /(S \NP)) /(N \N))/(N \N) N (N\N)AN (N\N) N (N\N) \N - S\NP
AWAPAT.VX(wx— f(px)) :Axworkerx :Axx :Ax.skox nghtg Ax.Ay.of'yx: Ax.existx

N \N N
: Ax.workerx skdrights
(S /(S\NP)) /(N \N) (N \N)
Ap.Af.vx(workerx — f(px)) : Ax.of’(skdrights)x
(S/(S\NP) )

: M.Wx(workerx — f(of’(skdrights)x))
S : Vx(workerx — exist$(of’ (skdrights)x))

Figure 4.1: A derivation for the sentence (87)
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4.6 Prepositional Phrases and Quantifiers

The sentence (16), which is repeated here exemplifies at@tproblem:

(96) Mia knows every owner of a hash bar.

The theory in Steedman (2005) predicts a narrow scope rgaéimhash bamwith respect
to the quantifying NRevery owner The problem can be seen in Figure 4.3. Again, we may
propose that the narrow scope reading is actually avajlahtds eliminated with an inference
task.

The case is not unique to possessive constructions. Forpdeasonsider (97), which
can be parsed as in Figure 4.4. Again, an otherwise unjuktiferow scope reading of the

indefinite (in this casa garder) with respect to the quantifying Nieyery floweyis predicted.

(97) Mia knows every flower in a garden.

The semantics of such prepositional phrases are beyonddpe sf this thesis. Interested

readers are referred to Francez and Steedman (2006), it afrdetailed study of them can

be found.
Mia knows every owner of a hash bar
NP (S\NP)/NP (S/(S\NP))/N N (N\N) /N N
:mid : AxAy.knowsxy : Ap.Ag.VX[px— gX : {x} : Ax.ownerx : Ax.Ay.of 'yx : skdhashbaf
(S/NP) N\N -
: Ay.knowsmid : Ay.of'y(skdhashbaf)

>

N
of’owner (skdhashbat)

Figure 4.2: A derivation for the sentenbfia knows every owner of a hash bar

Mia knows every owner of a hash bar
NP~ (SINP)/NP  — ((S/(S\NP))/(N\N))/N N (N\N)/N N
tmid : AxAy.knowsyx: AwAp.Af.¥x(wx— f(px)) : {x} : Ax.ownerx : Ax.Ay.of'yx: skdhashbaf
(S/NP) NN
: Ay.know$ymid : Ay.of’'y(skdhashbat)
(S/(S\NP)) /(N\N)
:ApAf.¥x(ownerx — f(px)) : {x}
(S/(S\NP)) ’

: M. Yx(ownefx — f(of’x(skdhashbat))) : {x}
S: ¥x(ownerx — (Ay.knowsymid)(of'x(skdhashbat))) : {x}
S: vYx(ownerx — knows(of'x(skdhashbaf))mid) : {x}

B-reduction

Figure 4.3: A derivation for the sentenb#ia knows every owner of a hash bar
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4.7 Negation Operator and Quantifiers

While Steedman (2005) does not have a concluding staterbent the interaction of nega-
tion with scope ambiguity, it seems like there is a need toitmddthe list of phenomena that

needs to be explained, as in (98).
(98) Every boxer doesn’t love a woman. —v3/-3V/v-3/3-V
(99) Every boxer doesn’t love a woman. —V3/-3V/#V-3/#3-Y

While my personal intuitions prefer (99), native speakdiSmglish do not seem to agree.
For example, according to Carpenter (1997, p.244), it isiptssto say that such sentences
have four readings (Carpenter says that they haeeeadings, without considering the scope
of the quantifier with respect to the indefinite, but it is imjilthat when the scope of the
negation operator with respect to the quantifier and theesobphe indefinite with respect
to the quantifieeveryis considered together, we can arrive the conclusion tleaethrefour
readings.).

Two of these readings is due to the wide scope reading of thatiom operator with
respect to the quantifieveryboth of which can be paraphrased as “it is not true that every
boxer loves a woman”, (that is “Some boxers love a woman antedwoxers do not love a

woman’), as shown in (100).

(100) —('x(boxerx — love$(skdwomar)x))

The other two readings, as shown in (101) does not entail {a00), because the truth

conditions of (101) is such that none of the boxers love a woma

Mia knows every flower in a garden
NP~ (SINP)/NP  — ((S/(S\NP))/(N\N))/N N~ (N\M/N N
s mid : AxAy.knowsyx: AwAp.Af.Yx(wx— f(px)) @ {x} : Ax.flowerx : Ax.Ay.in'yx : skdgarderi
(S/INP) N\N
: Ay.know$ymid : Ay.in'y(skdhashbat)
(S/(S\NP)) /(N\N)
:ApAf.Vx(flowerx — f(px)) : {x}

(S/(S\NP))
: M.Yx(flowerx — f(in'x(skdgarden))) : {x}

S: vx(flowerx — (Ay.knowsymid)(in’x(skdhashbat))) : {x}
S: vx(flowerx — knows(in’x(skdgarderi))mid ) : {x}

B-reduction

Figure 4.4: A derivation for the sentenbtia knows every flower in a garden
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(101) vx(boxerx — —loves(skdwomarn)x)

The problem can be solved by assigning the negation opaxatalue-raising category in

(102), in addition to the usual lexical assignment showri08]:
(102) doesn't H(S\(S/(S\NP)))/(S\NP)) :AgAf.—(fQ)
(103) doesn't HS\NP)/(S\NP) Aff

A derivation for the sentence (98) that makes use of the waliséng category in (102)

can be seen in Figure 4.5.

Every boxer doesn’t love a woman
(S/(S\NP))/N N ((S\(S /(S\NP))) /(S\NP)) (S\NP)/NP  NP/N N
IAPAQ.VX[px— g¥ : {x} : Ax.boxerx : -(fg) : AXAY.lovexy : Ax.skdx : womar
(S/(S\NP)) > NP
: Ag.vx[boxerx — gx : {x} : skdwoman
S\NP -
Ay.lové (skdwoman)y
S\(S/(S\NP)) >

: A f.=(f[Ay.lovée (skdwoman)y])
S : —(Vx[boxerx — love (skdwomanx]) : {x}

Figure 4.5: A derivation for the sentenE®ery boxer doesn’t love a woman

John doesn’t love a woman
NP ((S\(S/(S\NP)))/(S\NP)) (&NP)/NP NP/N N
: johr! AgAf.=(fQ) s AXAy.lovexy : Ax.skdx : woman
(S/(S\NPY) NP
: A f.fjohr] : skdwoman
S\NP ]
Ay.lové (skdwoman)y
S\(S/(S\NP)) ’

: A f.=(f[Ay.lové (skdwoman)y])
S : —(lové (skdwoman)johr)

Figure 4.6: A derivation for the sentendehn doesn’t love a woman

According to my personal intuitioisthe negation operator should always out-scope the
guantifier, but since native speakers of English do not seeagtee, we are left with the
conclusion that the negation operator is lexically ambiguoNotice that the value raising
category in (102) is also compatible with a sentence suclols doesn't love a womaas

can be seen in Figure 4.6.

6 This may be because | am a native Turkish speaker, and insfutié negation operator is at the end of the
sentence, and always seems to negate the whole sententé;lashoksor bir kadini sevmiyor’, but in a properly
established context, this intuition may also be provenrirga.
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4.8 Additional Notes and Concluding Remarks

The prosodic constraints on information structure metibim section (E) have an affect on

in which contexts a particular word order is likely to be s&del, but as we have seen in section
(4.2), this has no affect on possible scope relations. Ctivestunes are only able to contrast
and correct lexically specifiable meanings. In a dialogui@ &9), the scope relations are not

lexically contrasted. On the other hand, Turkish providesds for that purpose, as in (104).

(104) a. Her doktor ayni hastay! tedavi etti.
b. Hayir, her doktor BRER hastay! tedavi etti.

H* LL%

A particular word order may cause a certain context to be raooadated only if the
context is not clearly established by the discourse, anld aacommodation can be considered
to be an extra-linguistic cognitive process, which may ime@arser preferences, memory and
time restrictions on cognitive processes, and maybe, gimggination.

Steedman (2005) mentions a similar word order related saltpmation restriction due
to the Japanese quantifidgaremq which is often translated to English egeryone However,
in contrast to the English scope inverting exam$lanmeone loves everygrtbe following

Japanese example is said to be unambiguous, and fails b soape.

(105) Dareka-ga daremo-o aisitei-ru.
Someone-NOM everyone-ACC loves
‘Someone loves everyone’ (IV/ xV3)

Since we have found that similar Turkish sentences exhilnitesambiguity when an ap-
propriate context is established, we predict that in sonméesd, this Japanese sentence may
also exhibit scope ambiguity. While this statement is not@mclusive argument against the
Japanese data presented, the Japanese sentence abose testtie fact that such data should
always be taken with a grain of salt. In such cases, the prges not always to question the
theory. Sometimes the data itself should be questioned.

As there are cognitive processes involved in such extuistic performance phenomena
there are also cognitive processes that have a role on digaation of quantifier scope am-
biguities. For example, Walid Saba (1995) argues that diggunation of quantifier scope am-

biguities (in his termslisambiguation of quantifiersnly, notscopeambiguities), falls under
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the general problem of “lexical disambiguation”, which &sentially an inference problem.

For example consider (106).

(106) a. Every student in CS404 received a grade.

b. Every student in CS404 received a course outline.

The syntactic structures in (106) are identical, and thag ghould have the same scope
relation between the quantifier and the indefinite. Both renape ambiguity that would be
resolved by general knowledge of the domain: typically etud in the same class receive the
same outline, but different grades. For (106b), such logidarence does not disambiguate
the sentence.

The idea that such disambiguation is akin to lexical disgudiion seems to be compat-
ible with Steedman’s 2005 account of quantifier scope, mx#e disambiguation process
would involve choosing between the two different sense&alesn terms. But unlike a typical
lexical disambiguation task, this one includes syntaatitstraints: the narrow scope reading
of the indefinite is allowed if it is syntactically licencedhich is subject to the surface-
compositional constraints.

Michael Hess (1985) has interesting notes on the kind of ttetalinguists study, and
the way natural languages make use of quantification. Hepkatly criticizes data used by

non-computational linguists as follows.

Non-computational linguists do not very often use realldi@xamples in their
investigations; they create their own example sentencesat@® a certain point.
Everything which is not in the primary focus of their interessmade so explicit
as to become largely self-explanatory. They tend, for mstato create only
sentences where quantification is explicit. Computatidingliists, on the other
hand, have to use real world texts. They have to face certstyacts of life

which they, too, would prefer to ignore. One of them concénesway in which

Natural Language quantifies.

The paper continues to argue that, unlike the traditiong queantification has been stud-
ied (by making use of sample sentences which contain ekpjiintifiers such as “every”,
“all”, etc.), natural language has implicit ways of quaitfiion. Such implicit quantification

involve sentences such as the following.

(107) a. Dogs eat meat.
b. A man who loves a woman is happy.

c. A man who loves a woman will give her a ring.
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d. A text editor makes modifications to a text file.

Such sentences are known by the tegemerics and Steedman (2005) explicitly states
that his theory is not intended to cover generics.

When the claims of Michael Hess (1985) and Walid Saba (19@5¢@nsidered together,
it may be possible to come up with an account for generics. mFéaba comes the idea
that quantifiers are lexically disambiguated. From Hessasothe idea that natural language
makes implicit use of quantifiers. Combining both, we maynel¢hat even the simplest
nouns are actually lexically ambiguous between being a imothre ordinary sense and being
a generalized quantifier. The generalized quantifier serisiggered by several factors. One
is the availability of a restrictor such as ‘a man who lovesaman’. Another trigger maybe
the tense of the predicate, as in ‘Dogs eat meat’. Under twwditions, it may be possible to
claim that the lexical category N is suppressed and a syoteattegory compatible with that

of generalized quantifiers are used instead.

4.9 Conclusion

In this chapter we have applied Steedman’s theories of &mgiformation Structure (Steed-
man, 2000a, 2000b), Steedman’s account of quantificatimed®an, 2005), arﬁzge and
Bozsahin’s theory of Turkish Information Structu®zge and Bozsahin, 2006) to the prob-
lem of quantifier scope ambiguity in Turkish and comparedréseilts with previous studies
of the same subject. We have pointed out how the data shoutddrpreted, and where and
why we disagree with the results of the previous studies @stime subject in Turkish. The
additional remarks (sections (4.5, 4.6, 4.7, and 4.8))fglaome of the relevant subjects.

Further discussion is deferred to Chapter (5).
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CHAPTER 5

CONCLUSION

In this thesis we have examined the problem of quantifier s@mpbiguity in Turkish and
the various ways in which it has been accounted. The mostuliffproblems that we have
faced during the study wasn’t about the theories which wee feamined, but about the
misleading data presented by previous studies of the saofepn. For example, given a
weak intuition about the meaning of sentences such as tlewfof, a more appropriate
reaction is to examine what a particular linguistic theoryframework would say about it,

instead of trying to create a separate theory for each suestiqu.

(108) a. Her hastay! bir doktor tedavi etti.
b. Bir doktor her hastayi tedavi etti.

c. Her hastay! tedavi etti bir doktor.

In this thesis we have examined what Steedman'’s relevamttiisepredict about the mean-
ing of such sentences in properly established contexts.c@helusion of this study is that
unlike some of the previous studies of quantifier scope amityign Turkish, in CCG the
problem can be accounted for without extra stipulation, wedcouldn't see a need to pro-
pose a new theory just to give an explanation of rather wetlitions about the meaning of
such constructions. We had several related arguments whitbe summarized as follows.

In section (4.2.1) we have argued against the use of the gatected from ‘null context’
experiments to develop theories about the competence gagnamd argued that such data
only needs a psycholinguistic explanation, not a lingaistie. More specifically, we have
argued that word-order has no effect on availability of scambiguities, but rather just on
discourse felicity of sentences. Some word orders may malein scope relations more
preferable than others but we consider such factors to beferpance phenomena related

to memory/time constraints on processing (perhaps in thgesef Morrill (2000) or perhaps
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due to immediate NP evaluation, for details see below),lateée to the competence grammar.
A question for further research might be exactly how the Typgical approach of Morrill
(2000) can be redefined in a way that is applicable to CCG. @ssilple solution might be
to simulate CCG within Type Logical Grammar, as in KruijffdaBaldridge (2000) and to
test whether the same results still hold. Another possibligtisn might involve proposing a
cognitively plausible parser with some psycholinguistiport, as in Niv (1994).

In section (4.2.2), we have argued that prosodic markingirtotiation does not yield a
difference in the propositional content of the way an utieeasuch as (109b) is interpreted,
because in such cases the intonationally kontrasted tegnk{siyein this example) is an
existential, and existential are the underspecified ter8isch underspecified terms are in-
herently ambiguous, and kontrasting an ambiguous term wiaeslarify one of its possible
senses. What is needed is a word with an explicit unambigom@aning, such dsirer, ayni,
etc. A question for further research might be to look for ifemhis any data that can falsify
this claim. In such data existence of intonational markingeristentials needs to be able to

make a propositional content difference, and not just aodise felicity difference.

(109) Situation: There are several people in a room, somehahnhave written a book.

a. Herkes bu yil kitaplarini iki kigiye ithaf etti.
b. Hayir, herkes bu yil kitaplarityC kisiye ithaf etti.

H* LL%

In section (4.2.3) we have argued against the Kennelly (2@0&ting that discourse bind-
ing of old information does not characterize quantificadlodependencies either, and that
Kennelly’s constraints are not only unnecessary, but asorrect, yielding further problems
pointed out in section (4.3).

In section (4.4), we have argued that in an incremental gsieg of the utterances that
make up a discourse, the concepttliémeserves as bridge between subsequent utterances
yielding a shared interpretation for scopally ambiguouargificational utterances (that is, if
the previous utterance is interpreted as having a narropesfr an indefinite, the next one
will also be interpreted as having a same narrow scope rgadduch utterances may still
have differences in their propositional content (i.e. atefinite may change froriki kisiyeto
UC kisiye but the sentence still will have the scope relation of thg tha previous utterance

is interpreted, because of the shared discourse theme.

62



5.1 Explanatory Remarks

The idea that interpretation of an utterance is dependenbotext is hardly new. Context is
known to affect not only the task of lexical disambiguatibaot also parsing of syntactically
ambiguous sentences. For example Bever (1970) obsenvesaiva subjects typically fail

to find any grammatical analysis at all for “garden path” eanés such as (110a) while not

having any difficulty with syntactically equivalent onekdi(110b):

(110) a. The doctor sent for the patient arrived.

b. The flowers sent for the patient arrived.

Crain and Steedman (1985) and Altmann and Steedman (198&¥that establishing a
proper context for the related sentences eliminates trgegapath effect. Accordingly, (1)
the proposed cognitively plausible parser processes rsmddeft-to-right, (2) the syntactic
analyses are developed in parallel with semantic analgsels(3) semantically most plausible
syntactic analysis according to the current context isgorefl. The idea can be made specific

with the following principle:

(111) The Principle of Parsimony (Steedman, 2000a, p.238)
The analysis whose interpretation carries fewest unsadigfut accommodatable pre-

suppositions will be preferred.

According to Steedman’s analysis of quantifier scope anityig8teedman, 1999, 2005),
the issue has both lexical and syntactic aspects. Lexicaltiefinites are underspecified
skolem terms, and according to our interpretation that @aednsidered as a special kind
of lexical ambiguity. Syntactically, Steedman (1999, 20@Bmulates a particular way such
underspecified terms may get specified (in other words, digarated) during derivation.
The method that he proposes explicitly assumes an interaloétween lexical semantics and
syntax, and gives a formal model of that interaction. Asestabove, context is known to
affect both lexical disambiguation and syntax. Since Stesds account has both lexical and
syntactic aspects, it is hard to point out exactly what kihefect context has — i.e. lex-
ical, syntactic or both, but we can safely state that theeealgtectability of narrow scope
reading of the indefinite in Kennelly’s DP1 position is duectmtext, because (112a) already
establishes a narrow scope reading in the rheme alterrssivef discourse context, and that
reading is available to the hearer at (112b). In presentdeiimere is no need to look for any

other explanation. Context, by itself, is satisfactory.
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(112) Situation: There are several people in a room, somehafhnhave written a book.

a. Herkes bu yil kitaplarini iki adama ithaf etti.
b. Hayir,UC KADINA ithaf etti  herkes bu yil kitaplarini.

H* LL% ( —F- )

To complete the understanding of the subject material weraded to find an explanation
for the ‘null context’ case, as implicitly assumed in theypoes studies of quantifier scope
ambiguity in Turkish. As we shall see, the issue has conmegtio the subject ahteractivity
of syntax and semantics, and the questioautbnomy of syntaxCrain and Steedman (1985)
distinguishes between several senses of ‘autonomy’ withee to syntax, which we shall

summarize as follows

1. Syntax and semantics can be distinguisimettheory Autonomy in this sense is called
formal autonomy There is no alternative to formal autonomy in a theory oflzage,

as no theory can deny the existence of a phenomena calleaksynt

2. In a second sense, autonomy considered temesentational autonomgnd refers to
the extend to which, at some level of analysis, purely syittagpresentations are built,

which are later translated into semantic representations.

3. The alternative to (2), which can lpadical nonautonomyaccording to which the se-
mantic interpretation is assembled directly, as is assume&€CG. In such a theory, the
rules of syntax describe what a procesdoeswhile assembling a semantic interpre-
tation. The difference from more standard theories is thatrtiles do not describe a
class of structures that are built (for example, the contbiyaderivation which can be
considered as a phrase structure is not a level of reprégentaOn the other hand, se-
mantic representation, as distinct from the process of#kiation, must be represented
somehowand it might be appropriate to think of that representatiem atructure (for
example, in CCG, the predicate argument structure is a tdwelpresentation). How-
ever, according to the radical version of the doctrine ofespntational nonautonomy,
it is a structure that neither can be inspected or changedeawsals to be, in order to pro-
duce an object that can be evaluated, but it can permit tHaati@n of subexpressions

while syntactic processing of higher expressions remaicsmplete (thus, it leaves the

1 Examples in parentheses are ours.
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door open to possibilities such as making use of (possilijueted) semantic features
in syntactic derivation and lexical disambiguation, andkesathe possibility of such
interaction easier to formulate and formalize, as exenegliiin the case of environment
calculation in Steedman (2005), with the difference thaSteedman (2005) the en-
vironment set is just calculated, not evaluated, but theltiag formula after skolem

specification can be evaluated.).

4. The termautonomyhas also been used to the possibility that interaction dfasyand
semantics during local ambiguity resolution is possiblbedries are free to be either
entirely noninteractive (interaction is forbidden beftire syntactic analysis of the sen-
tence is complete), or partially interactive at some lewehsas the clause or phrase,
or entirely interactive, even at the level of words or morpke. The choice of having
interaction during local ambiguity resolution is indepentof the question of repre-
sentational autonomy. Representationally nonautonommaels may be interactive or
noninteractive. Representationally autonomous theariesalso free to be interactive

or noninteractive.

While (4) states that the issue of interactivity and repnest@onal nonautonomy of syntax
are independent questions, it has hard to see how one canlfdena theory like Steedman
(2005) and still assume representational autonomy of gydtaexplained in (3), CCG is not
only a radically lexicalist theory with lexically specifieyntax, semantics and derivational
control, but also a radically nonautonomous one with resaethe question of syntax being
a representational level, and it makes use of the pos#hbilthat this understanding gives
whenever appropriate. In such a theory, the idea that cbosexaffect lexical interpretation
and syntactic derivation is highly natural: Syntax is jum trace of what the processor does
under certain circumstances. Accordingly, under this iewpetence grammar and perfor-

mance grammadris one and the same, but the processor is ‘incomplete’ ine¢hsesthat it

2 According to Carpenter (1997), the line between competgnammar and performance grammar can be
drawn as follows:

The primary goal of theoretical linguistics, as opposedstgcholinguistics, is to formulate a theory
of language itself, rather than the human ability to prodegshomsky (1965) drew a distinction

between linguisticompetenceon the one hand, amzerformanceon the other. Chomsky believed
that our competence comprised a system of rules for thercmtisin of utterances and their mean-
ings. Chomsky further assumed that the knowledge of sud@s iiglinnate, as is the ability to use
the rules. Linguistic performance is subject to the liniiias of all human cognitive activities, such
as attention span, alertness, distractions, and so on.raktisg away from performance issues,
Chomsky took it to be the job of linguistics to construct a petence model (Carpenter, 1997).

My personal interpretation of the subject is as follows: ngetence’ is the knowledge of language and it's a
theoretical construct. It can be consciously known, or bdietl in a linguistics class. It's an idealized linguistic
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does not follow all syntactic possibilities available, buty semantically plausible ones (Note
that ‘semantic plausibility’ is defined as a parsimony pipte on the number of accommo-
dated presuppositions, not in the general sense of what @ssilgly happen in the current
context according to the world knowledge). It should alsmbtd that radical lexicalism is

a corollary of nonautonomy of syntax: meaning matters nsitfpor interpretation but also for

syntax, and this fact can only be lexically handled — not langmnar rules.

Under the light of the information from Crain and Steedma®88) regarding the nature
of the cognitive utterance processor, we can have furthedigtions about the processing of
sentences such as (108b). It is possible to speculate ttext thie Principle Of Parsimony
(111) is considered together with the assumption of increaig@rocessing, representational
nonautonomy and the possibility of immediate evaluatibdirectly predicts that in so called
‘null contexts’, the most easily accommodatable conteitésone that involves a wide scope

interpretation of the indefinife Consider a sentences such as (108b), repeated here:

(113) Bir doktor her hastay! tedavi etti.
A

At the instant that the hearer has heard the phisirsgoktor, but not the rest of the utter-

ance, the assumption of incremental interpretation tagetlith the Principle of Parsimony

knowledge of an ideal speaker. On the other hand, a perfaengrammar is the declarative statement of what
a language processor can possibly do, and in what way it dods ias a specific cognitive claim about the
human processor. Ideas from studies of artificial languégasputer programming languages, for example) and
processors designed for them also casts the issue in amaieSometimes, the grammars that we have on paper
are not suitable for a specific kind of processor. In that cifsee still want the processor to be able to parse the
strings of that grammar, the competence grammar must bededto some weakly equivalent grammar suitable
for the nature of the processor. Accordingly, the strict petence hypothesis (that the competence grammar and
the performance grammar is one and the same) can be unadkestdollows: We have the correct grammar on
paper, which is strongly equivalent to a declarative statgnof the actions that can be possibly taken by the
processor. In this view, there is a one-to-one correspaelbrtween processor actions and the grammar rules
we have on the paper, and the competence grammar does ngénestte the correct strings, it generates them
in the same way as the cognitive processor does. This is knowimplify linguistic theories. For example, in
CCG the surface constituents and the intonational coestituare the same, and do not require complex mapping
structures, contrary to theories by Selkirk (Selkirk, 197284, 1986, 1990, 1995) who assumed the grammars
designed in the generative paradigm and run into compleRl@nms about the mismatch between empirically
supported intonational constituents and theoreticalbuamed surface constituents. The reason is that, the kind
grammars assumed by the generative paradigm is not streggiyalent to the grammar used by the processor
(probably, they have never intended to be, because acgordi@homsky the job of linguistics is to study the
language itself, not the human processing of it (at leastsiams to be the initial purpose; apparently the purpose
has changed later during the 1970s as mentioned in Chom8R§§)2but still it did not yield a correct grammar,
possibly because of false initial assumptions)). Theesfgrammars designed in the generative paradigm just
generate the correct strings (i.e. they are weakly equivatethe actual performance grammar.).

3 Note that this argument should not be confused with the skafigger idea discussed in Chapter (3). Also
note that this argument refers to an ‘online processing'tagk the subject is not given the time to study the
sentence and examine its meaning on several contexts hmightimagine, in which case he/she could possibly
find out all the readings licenced by the competence grammar.
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directly predicts that the hearer will accommodate a widgeaeading of the NP ‘bir dok-
tor’, because at the instant marked by the triandlg, (the quantifiether is not heard yet,
S0 a context in which more than one doctor is available is nobmmodatable (as it would
require a yet-unjustified presupposition), and after ttst of the sentence is processed, the
previously accommodated context is not corrected, unfess is a reason to do so. Since this
reasoning path predicts the scope preference indicateddnilM2000) and explains it in a
more intuitive way, it should be considered as the prefeway to explain the issue at hand.
For details, see Crain and Steedman (1985) and Altmann aedi®tn (1988) which present
further details and interesting arguments in favor of treuased properties of the cognitive
processor. In particular, Altmann and Steedman (1988héurargues that such interactive

accounts of utterance processing does not undermine Bqd@83) modularity criterion.
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APPENDICES

APPENDIX A. COMBINATORY CATEGORIAL GRAMMAR

Combinatory Categorial Grammar has a very distinctive athge of having a simple, clear,
and easy to understand mathematical model instead of a lordyyeresentation of principles,
which is in sharp contrast to the tradition of transformagilogrammar. In this section we shall
briefly summarize Steedman’s Combinatory Categorial Grami@CG) (Steedman, 1996,
2000a). For details, the reader is referred to Steedmars(22®0a) and Baldridge (2002).
CCG is a generalization of Pure Categorial Grammar (hene@iG’, but sometimes ab-
breviated as ‘AB’) of Ajdukiewicz (1935) and Bar-Hillel (53). CG is a lexicalist approach,
like other lexicalist approaches it puts most of the infatiorathat can be defined with rewrit-
ing rules to the lexicon. The grammatical signs of CG aregmates which are atomic ele-
ments (primitive categories such as N, NP, S, and so on) atitms which specify the linear

direction in which they seek arguments, as in the followirgneples.

book = N

red = N/N
Turkey = NP

the := NP /N
sleep = S\NP
eats = B\NP)/NP

The slash notation definb®okto be an atomic element which is a noun, aadisto be a
function category. The forward slasfi defines the first argument of this functor to beNR

which is to be found in the right side of the funcemats and its result to be a predicate of type

1 In this thesis we shall use Steedman’s argument rightmdation for categories, which always places the
result category on the left, contrary to Lambek’s notatiowhich functions that look for an argument in their left

side are notated such that the argument category is pladbd Ieft of the result category. In Lambek’s notation
the lexical entry foreatswould be(np\s)/np.
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S\NP, which is a function category that is looking for & in its left, due to the backward
slash \’, to yield a result type of.
In pure categorial grammar (CG), only two rules are defineith which combination

takes place:

(114) Functional application
a X)¥Y Y =X >)
b. Y X\Y =X (<)
These rules correspond to a binary context free phrasdusteutile schemata, and in fact
this pure form of CG is just context free grammar written ie #ticcepting, rather than the
producing direction. Due to the fact that categories suck,a¢ and X / Y are retrieved
from the lexicon, the definition of grammar is transferreshirthe phrase structure rules to
the lexicon, which is the sole source of information aboetghrammar.
Practical language understanding systems also need ¢dirte minor syntactic features
like number, gender and person agreement. For exampleetheatscan be defined as fol-
lows, in which eats is specified only for number and persoremgent, and “underspecified”

for gender:

(115) eats:= 6\NP3sg)/NP

Such minor syntactic features can be checked and computbdiive process of unifi-
cation, and CG augmented with such minor syntactic featisreslexicalized context free
grammar with attributés

While at first glance this idea roughly corresponds to thes&CBheory’ in the minimalist
version of Chomskian theorizing, according to which Casguies of Determiner Phrases
(DPs) are inserted from the lexicon, and that DPs move togheifser position of an ‘Agree-
ment Phrase’ (AGRP) to check their Case features (Cook amesdie 1996, p.329), notice
that CG with minor syntactic features can handle such checkimply with unification and
without making use of movement and the related stipulatfanyg specific syntactic position,
whether AGRP or something else.

Figure A.l illustrates the theoretical apparatus intreduso far.

This derivation can be seen as a binary branching phrasetwsteutree turned upside

down as shown in Figure A.2, which is adapted from Baldrid2f#@, p.16). Apart from the

2 Context free grammars with attributes are still context fyeammars, because it is possible to write the same
grammar without using attributes, but the resulting gramsncan be too cumbersome, and that can be interpreted
as a loss of explanatory power even if they may be strongljvalant to the original grammar with attributes.
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usage of more informative node labels, this is reminiscétit@traditional phrase structure
representation, given in Figure A.3.
While the trees in Figure A.2 and Figure A.3 seem very simitag usage of more infor-

mative node labels goes a long way:

1. Subcategorization is directly encoded in functor categaather than through the use
of new symbols such &nirans, Virans aNdVyiirans (Baldridge, 2002, p. 16)). In addition,
when you encode useful information in a usable way, you caomly computationally
process it more elegantly, but also that opens the door foe interesting possibilities,

such as the availability of ‘nonstandard’ constituentsiasu$sed in section (A.2).

2. There is a systemaficorrespondence between notions sucmtansitiveandtransi-

3 The importance of this systematicity is that transitivebgetan be converted to intransitive verb phrases by
supplying an argument, and the resulting intransitive &ibnent’ can be used in coordinate sentences as follows:

(116) Burak can [read a bogkjand [sleep} at the same time.

Ahmet eats a cake
NP3sc (S\NP3sg) /NP NP
S/NPsss
S

Figure A.1: A CG derivation with minor syntactic features

S

NP3sc S\ NPs3sg

ahmet (S\NP3SG)/NP NP

eats a cake

Figure A.2: A CG derivation with minor syntactic featureggewed as a phrase structure

S
O
NP VP
/\
ahmet \% NP
eats a cake

Figure A.3: The corresponding phrase structure with tiaaitt node labels
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tive (Baldridge, 2002, p. 16)).

3. Feature unification implements case-checking and agmenithout use of movement,

which is possible because of the more informative node $abel

In CCG, such phrase structures are simply records of theadiem process, and unlike the
standard generative tradition, they do not constitute el lefrrepresentation, and we are not
interested in keeping these records for future use, beceaibing is predicated over them. In
fact, a cognitively plausible incremental parser may nenevemember’ all of the derivation
history.

The lexical entries for verbs such sileepandeatsas defined above, also provide a natural
definition of the notion of “domain of locality” (relevant fadhe binding theory), in terms of
the primitive clause containing the verb and its argumeiitse assumed binding theory is
roughly the same of the one developed within GB, but preditat the level of ‘predicate

argument structure’ instead, using a notion similar to Cslgis “c-command”.

A.1 Predicate Argument Structure

Categories also include semantic interpretations. Intémfions can be considered as satu-
rated or unsaturated predicate argument structuresaldgiens in the logician’s sense of the
term.

There are a number of ways in which interpretations can beeragplicit in the notation of

categories. One possibility is the following, which makes of unification for this purpose:
(117) eats:= 6:eatxy\NPssg y)/NP: x

Another possibility is to make use of lambda abstraction.
(118) eats:= (S\NPzsg)/NP :AxAy.eatxy

In this notation, the application rules can be written akovaes:

(119) Functional application
a. X/Y:f Y:a = X: fa
b. Y:a X\Y:f =X:fa

Such rules are subject to the Principle of Combinatory Tyarency, which can be defined

as follows:
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(120) The Principle of Combinatory Transparencyhe interpretation of a syntactic combi-
natory rule must be the one that would result from the egentatombinatorily trans-

parent unification-based interpretation of the rule. (Gtesn, 1996)

This principle says that the syntactic form of these ruldg&y determines their seman-
tics, which explicitly assumes the principle of direct fage) compositionality (Montague,
1973; Jacobson 1996, 1999; Hausser 1984, 1999). In otheisp@ombinatory rules are pro-
hibited from accessing or manipulating the predicate amptrstructure in any way. Move-
ment, deletion, and other familiar transformations areatiotved.

Interpretations and predicate-argument structures afetiat all predicates are “curried”
(that is, are functions from their first argument into a fimctover their next argument, and so
on.) They are written using a convention under which theiegpbn of such a function (like
eat) to an argument (likapple$) is represented by concatenation (asatiapples$), and the
application associates to the left, ieatappleskeats is equivalent tqeatapples$)keats. As-
sumption of left-associativity also means that such padi@argument structures are equiv-
alent to binary trees, which preserve traditional domieaacd command (which is called
If-command in CCG literature) but do not preserve the linmaer of the string. For these
reasons, the traditional binding theory and the relatetbnstsuch as the obliqueness order
of predicate arguments can be preserved.

Figure A.4 illustrates the use of lambda abstraction to gaaethe predicate argument
structure. Note that, in the resulting logical foehmet If-commandsa’caké.

Ahmet eats a cake

NP3sg (S \NP3sg) /NP NP
:ahmet :AxAyeatxy :a'caké

S /NP3SG

S
: at€(a'caké) ahmet

Figure A.4: Use of lambda abstraction

A.2 Combinatory Generalization

To extend categorial grammars to cope with coordination eedna rule schema like the

following®*:

4 Instead of this rule, in Jason Baldridge’s Multi-Modal CQtegorial assignments like “and (%\X)/X”
can also be used because lexically specified derivatiomatal@voids certain undesirable combinations available
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(121) Coordinationf")
X CONJ X== @"X

Because X may be any category including functor categofiesyvalency, the rule has

to be schematized semantically for such types:

(122) Coordinatiord")
X:f CONJ:b X:g= ¢@"X:A..b(f...)(g...)

The rules of function composition generate nonstandarthseicomponents which ac-
count for sentences like (124) as seen in Figure A.5. Thisgsired because in pure catego-
rial grammar there is no way to combine the subject with thib uetil the verb first combines

with its object.

(123) Forward composition{B)
XN f Y/Z:9 = X/Z:M.f(gX)

(124) Keats cooked and might eat apples.

Keats  cooked and might eat apples
NP (S\NP) /NP CONJ(S\NP) /VP VP /NP NP
(S\NP)/NP _*
(S\NP)/NP
S\NP
S

Figure A.5: Forward3 combinator example

Similarly backward composition has been found to be necgsmacertain derivations

(Steedman, 2000a, p46), as seen in Figure A.6.

(125) Backward composition<B)
Y\Z:g X\Y:f = X\Z:Axf(gx)

The forward composition rule can be generalized as folloaitgw composition into

higher valency functors.

(126) Generalized forward composition B")

X/Yif (Y/2)/$:.Az0z.. = (X/Z)/$:..A2f(0zZ..)

due to such categorial assignments when a categorial systempowerful than CG (such as CCG) is employed
(Baldridge, 2002, p. 17, p.97).
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Similarly we can have a generalized backward composititen ta the formula above, $

is a shorthand defined as below:

Definition 4 ($ convention) For a categorya, {a$}, (respectively{a/$}, {a\$}) denotes
the set containingt and all functions (respectively, leftward functions, tighrd functions)

into a category in{a$} (respectively{a /$}, {o\$}).

Unbracketedi$, o\$ and,a/$ denote a single member of such 8efurthermore, sub-
scripts such a$\$; are used with the meaning that the $ category with the sameraim
subscript is the same member of that set.

In order to capture a number of further phenomena relateddalation and unbounded
dependency, it is desirable to regard categories such asliPR as functors, obtained by

applying type-raising rules (61) to the original argumeatiegory:

(127) Type RaisingT®)
a. X:a=71T/(T\X):Af.fa
b. X:a=7T\(T/X):Af.fa
where X is an argument type.
Another rule, which permits analysis of sentences such 28) (& Backward Crossed

Substitution, is defined below.

(128) Backward Crossed Substitution $x)
Y/Z:9 (X/YN\Z:f =sX/Z:IxTx(gx)

(129) Mary will copy and file without reading these articles. (Steedman, 2000a, p.52)

Additional variants of these rules can be defined, but alllwoatory rules are subject to

the following principles:

5 For exampleS/$ refers to a single member of the $& S/NP,(S/NP)/NP,...}
6 Note that the abbreviation NRs often used with the meaning ‘type raised NP".

Give ateacher anapple and apoliceman a flower
DTV TV \DTV VP \TV CONJ TV \DTV VP \TV
T VP\DTV VP \DTV
VP \DTV
VP

>

Figure A.6: Backward combinator example
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(130) The Principle of AdjacencyCombinatory rules may apply to finitely many phonolog-
ically realized and string-adjacent entities. (Steedr@@f0a, p.54)

(131) The Principle of Consistencyll syntactic combinatory rules must be consistent with

the directionality of the principal function. (SteedmafpRa, p.54)

(132) The Principle of Inheritance If the category that results from the application of a
combinatory rule is a function category, then the slash oefidlirectionality for a
given argument in that category will be the same as the owlef®ing directionality

for the corresponding argument(s) in the input functiongSteedman, 2000a, p.54)

The Principle of Adjacency is self explanatory. The Priteipf Consistency excludes the

following kind of rule:
(133) X\Y Y % X

The Principle of Inheritance excludes rules like the foilogvinstance of composition:
(134) X/Y Y/Z % X\Z

In other words, these principles simply state that the coatbiy rules may not contradict
the directionality specified in the lexicon.
Their relation to syntax aside, the combinatory rules eggioare the ones defined by

Curry and Feys (1958):

(135) a.Bfg=Ax.f(gx)
b. Tx=Af.fx
c. Sfg=Ax.fx(gx)

Mary will copy  and file without reading these articles
S/VP VP /NP CONJ VP /NP (VP \VP)/VPing VPing /NP NP
(VP \VP) /NP
VP /NP
VP /NP
VP
S

Sx

o>

Figure A.7: Backward crossed substitution example
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The combinatoB composes a functioffi with its argument beforeg has applied to its
own argument. The resultis a new function that applies gament to the embedded function
g. The combinatof turns an argumentinto a function whose argumeirftis a function that
x applies itself to. The combinat&sis similar toB, except that the function it creates applies

to its argumenk to both f andg (Baldridge, 2002, p.24).

A.3 Resource Control

Recently CCG has been modified to implement a lexically ailett application of combi-
natory rules. Following Baldridge (2002), function catage specified in the lexicon may
restrict the combinatory rules applicable to them via sastyped with four basic modal-
ities: %, x, ¢, and-. x modality is the most restricted and allows only the basidiegiive
rules.< permits order preserving associativityallows limited permutation, ands the most
permissive, allowing all rules.

For example, a lexical category that replaces the conjomatile (which isn't one of

Curry’s combinators) can be expressed as follows:

(136) and :=(X\,X)/.X

Thex modality on the slashes of this category means that the atég permitted are the
functional application rules.

With the exception of type raising, the rules that are pesdiby these modalities should
be self explanatory. Type raising is redefined in the follmywvay:

(137) Type RaisingT®)
a. X:a=1T/i(T\iX):Af.fa

b. X:a=7T\i(T/iX):Af.fa
where X is an argument type.

The subscript on the slashes mean that they both have the same modalityaewsh

function the new type raised category applies to.

A.4 Information Structure

Compatible with the assumption of monostratality and thguistic trend of minimalism,

Steedman (2000a, 2000b) defines a single level of linguisficesentation, which is called
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‘Information Structure’, and it subsumes the predicateuargnt structure of CCG, aug-
mented with the notions of theme/rheme and backgroundisint In this thesis, we shall
be frequently referring to concepts from Steedman’s thedinglish Information Structure
(Steedman, 2000a, 2000b), and we shall be using Steedreanimoblogy, with the exception
that when we refer to the previous literature we shall begutlie terminology assumed by
the referred papér A summary of Steedman'’s theory of English Information Stue can

be found in Appendix (D).

7 Steedman, and Korbayova (2003) notes that the terminoleggribing Information Structure and its

semantics is both diverse and under-formalized, but alhdifihns seem to make at least one of the following
distinctions: (i) a “topic/comment” or “theme/rheme” disttion between the part of the utterance that relates it
to the discourse purpose, and the part that advances treudisc (ii) a “background/kontrast” or “given/new”
distinction, between parts of the utterance (more spetifieeords), which contribute to distinguishing its actual
content from alternatives the context makes availablege and Bozsahin (2006) also presents a literature review
before presenting their own theory of Turkish InformatidnuSture, which adopts the terminology assumed by
Steedman. Also note that, the ‘default discourse strudtiiagis traditionally assumed in Turkish linguistics does
not seem to make the distinction of (i) and (ii) above. Thecemttopic can be understood to be referring to
idea ‘the part that relates the current utterance to thedise purpose’, but its meaning is also overloaded in that
it also carries the sense ‘old information’. The concigusis also similarly overloaded: it means both ‘new
information’ and ‘the part that advances the discoursetheuit distinguishing between these two concepts. The
term backgroundis being used with the sense ‘old information’. We shall dviiis terminology confusion by
adopting the terminology used by Mark Steedman (Steedm@da2@000b), but when referring to the previous
studies of quantifier scope ambiguity in Turkish, we shalubizg the terms used by the referred paper(s), which
can be understood as above.
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APPENDIX B. QUANTIFYING-IN AND STORAGE METHODS

This chapter contains a summary of Blackburn and Bos (28@%yoduction to Quantifying-
In and Storage Methods; included here for convenience. &lmépter is not intended to
be a detailed introduction to Quantifying-In and Storagehods. For details, please see

Blackburn and Bos (2005), which is one of the most readabdé&don the subject.

B.1 Quantifying-In

The basic idea is that instead of directly composing syitaettities with quantifying noun
phrase we are interested in, we are permitted to choose @dext&ad pronoun’ and to combine
the syntactic entity with the index pronoun instead. litaly, such indexed pronouns are
‘placeholders’ for the quantifying noun phrase. When thé&eholder is at an high enough
position in the tree to give us the scoping we are interestedé are permitted to replace it
by the quantifying NP of interest.

As an example, let’s consider how to analyseery boxer loves a womahlere is the first

part of the tree we need:

Every boxer loves her-3 (S)

Every boxer (NP) loves her-3 (VP)

Au.every (Ax.(boxer(x) — u(x))) Ay.love(y, z3)
loves (TV) her-3 (NP)
AVAY. (V(Ax.love(y, X)) AW (W(z3))

Figure B.1: Derivation foEvery boxer loves her-3

Instead of combinindoveswith the quantifying terma woman we have combined it
with the placeholder pronouner-3 This pronoun bears andex namely the numeral ‘3.
The placeholder pronoun is associated with a ‘semantieplzider’, namely\w.w(z3). As

we shall see, it is the semantic placeholder that does masteofeal work. Note that the
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pronoun’s index appears as a subscript on the free varialiheisemantic placeholder. From
a semantic perspective, choosing an index pronoun realuata to opting to work with the
semantic placeholder (instead of the semantics of the ifyagt NP) and stipulating which

free variable the semantic placeholder should contain.

To be able to ensure thatwomanout-scopegvery boxerwe have delayed introduction
of a womaninto the tree. Butevery boxeris now firmly in place, we replacker-3 by a
womanand get the desired scoping relation. Predictably, theeeride that lets us do this:
given a quantified NP, and a sentence containing a placahptdaoun, we are allowed to
construct a new sentence by substituting the quantifyingddEhe placeholder. In short, we

are allowed to extend the previous tree as follows:

Every boxer loves a woman (S)

awoman (NP) Every boxer loves her-3 (S,3)
Au.some(woman(y) A u(y)) every(Ax.(boxer(x) — love(x,z3)))

Figure B.2: Derivation foEvery boxer loves a woman

What we intend to achieve semantically is that we want thafdasome(Ay.(woman(y) A
every(Ax.(boxer(x) — love(y,X)))) to be assigned to the parent node. To be able to do so,
we wanta womanto take wide scope ovegvery boxersemantically. For that reason, we
should use the semantic representation associatecawittmanas a function and apply it to
the semantic representationBfery boxer loves her:-3his is because right at the bottom of
the tree we have used the semantic placeholdeiw(zz)). When we raised this placeholder
up the tree using functional application, we were esséytiacording’ what the semantic
representation o womanwould have encountered if we had used it directly. The foemul
every (Ax.(boxer(x) — love(X,z3))) is what we have at the end of this process. When we are
ready to use it, we lambda abstract with respedtand use the resulting expression as an
argument to the semantic representatioa @foman p-reduction will give us the result as in
the figure (B.3).

As seen, Montague’s method requires additional syntagtésrto derive the scoping re-
lations needed, such as introducing placeholder pronondsfa eliminating placeholder
pronouns in favour of quantifying noun phrases. The grammias are there to tell about

syntactic structure — but now we are using them to manipuatgtterious-looking placeholder
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entities in a rather ad-hoc looking attempt to reduce scsgiges to syntak.

The resulting grammar is not monotonic, because the intedsyntactic rules that in-
troduce placeholder pronouns and later eliminate themféeetigely an implementation the
idea of movement, and such transformations are not allofwed are to obey the principle of

strict compositionality.

B.2 Storage Methods

Storage methods are a modular way of handling the problemanftifier scope ambiguities.
These methods make use of the basic ideas that Montague dy@aspd as described above,
but they separate the issue of grammar and the issue of figastiope. They are also the

first examples of more advanced underspecification basdubaet

B.2.1 Cooper Storage

Cooper Storage was developed by Robin Cooper (1975, 1988).19Cooper Storage is
historically the first method involving underspecificatioiended to solve the problem of
guantifier scope ambiguity. Like Montague’s approach Co&ierage also has a two stage
semantic construction, making it incompatible with the wtomic theories of grammar which
require semantic representations to be built once and nbetmodified later, but unlike
Montague’s solution, Cooper Storage allows semantic coctidn to be handled in a modular
way, without postulating extra rules that are needed to beddo the grammar. The idea is
associate each node of a parse tree with a store, which gertaiore semantic representation
in addition to the quantifiers associated with nodes lowethantree. After a sentence is
parsed, the store is used to generate the scoped reprasentakherefore it is a two stage

process: The first step is to parse the sentence and the ssign to use the quantifier

1 While discussing Steedmargkolemizationwe shall see that it is possible to reduce scope issues taxsyn
without such ad-hoc tricks.

Every boxer loves a woman (S)
some(Ay.(woman(y) A every (AX.(boxer(x) — love(y,X))))

a woman (NP) Every boxer loves her-3 (S,3)
Au.some(woman(y) A u(y)) every(AX.(boxer(x) — love(x,z3)))

Figure B.3: Derivation foEvery boxer loves a woman
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storage information and the core semantic representati@aidas been built during parsing
to generate the final semantic representation. The ordehichwthe stored quantifiers are
retrieved from the store and combined with the core reptatien determines the different
scope assignments.

Formally, a store is a n-place sequence which is assignedety parse tree node. The
first item of the sequence is the core semantic represemtaitio it's simply a lambda expres-
sion. The subsequent items in the sequence (if any) are (flijs wherep is the semantic
representation of an NP (that is an another lambda exprgssindi is the index. An index
is a label which picks out a free variable in the core semasficesentation. This index has
the same purpose as the indexes that are used in Montaglgi®rso The pairs((3,i) are
called indexed binding operators. The semantic constnuetith the data structure described
above is implemented as follows: We start with the quantifiedn phrases (that is, the noun
phrases that contain a determiner). Quantified noun pheaskesew information to the store,
and other sorts of NPs do not. In other words, with quantifigghrphrases we are free to use

the following rule, but for other NP’s the rule below does apply?

Definition 5 (Cooper Storage Rule)If a store < @, (B, j),...,(B',k) > is a semantic repre-
sentation of a quantified NP, then the stete\w.(w@z), (@,i), (B, j)...(B’,k) >, wherei is

some unique index, is also a representation for that NP.

At this point, it is important to notice that the index assted withgis identical with the
subscript on the free variable hw.(w@z).

During the parsing of a sentence, if we see a quantified NP,ave h choice: We can
either pass or< @, (B, j),...,(B',k) > straight up the tree, or we can decide to pass on the
expression< Aw.(W@z ), (@,i), (B, j)...(B’,k) > instead.

It is important to note that application of the rule is notuesive. It offers a choice once:
either use and pass on the ordinary representation or uspamsdon the modified one. We
are not allowed to apply the rule again to the modified reprtasion.

The following example demonstrates how this works on thepsarsentenc&very stu-
dent wrote a program

To explain the first step of cooper storage method, we neexpglaie how the represen-

tations associated with each node of the tree above wegnassiWe know that the lambda

2 Note that we use the notatian@p to make functional application explicit to avoid confusiaith other
usages of parentheses.
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representation associated with an NP like ‘a programv’usome(A y.(program(y) Au@y)).
With the data structure that cooper storage uses, thatspmmnes to the 1 place store:

< (A usome(A y.(program(y) Au@y)) >

While that's a legitimate interpretation for the NP ‘a pragr, we have a second choice
due to the cooper storage rule, and the rule states that wimttaduce a new free variable,
namelyz; in the tree above, and use the expres3iom(w@z;) as our new core representa-
tion, and keep the previous form of the lambda expressiomirstore, but by remembering
the index of the newly introduced free variable associatil itv

(A usome(A y.(program(y) Au@y)),7)

As a result, the semantic representatiol\ w.(w@z;), (A u.some(A y.(program(y) A
u@y)),7 > is associated with the node corresponding the phrase ‘agmdgThe same rule
application is also used for the NP ‘Every student’, and tbe ifree variablez; has been
associated with it.

To calculate the semantic representation for higher legdes, the first step of cooper
storage method uses functional application followed3bgonversion as usual, but only for
the first element of each sequence functional applicatiosesl, and the rest of the sequences
are simply appended to form the new sequence. That is, thel@sent of each sequence is
the active part, and the rest — which is also called the fregsesimply a list that keeps track
of the original expressions that were replaced by the costoeage rule.

The second part of cooper storage, which is called retrigvéhe task of generating ordi-
nary first order representations from the result of the aisbove. Retrieval removes one of
the index binding operators from the freezer list and combihwith the core representation
to form a new core representation. (If the freezer is empsn the store associated with the

Every student wrote some program
< wrote(z:,77),

(Au. every(Ax(student(x) — u@x,6)),
(Aw. some(Ay.program(y) A wW@y),7)) >

Every student (NP) wrote a program (VP)
< Aw(W@zg), < A X.wrote(X,z7),
Au.every(Ax.student(X) — u@x),6> (A u. some(A y.(program(y) A u@y)),7) >

wrote (TV) a program (NP)
AV.AZ (V@AX.wrote(z,X)) <A W (W@z7),
(A u. some(Ay.(program(y) A u@y)),7) >

Figure B.4: Derivation foEvery student wrote a program

89



S node must already be a 1-place sequence that contains@diestformula.) The retrieval
process continues until all the indexed binding operatogsuaed. The last core representa-
tion obtained in this way will be the desired semantic forawiith the appropriate scoped
semantic representation. The mentioned combination tiperduring retrieval involves the
following: Assume that the retrieval process removed aibhiondperator(,i) from the store

< @ (B,i),...(B',k) >. The process first lambda abstracts the core semantic espatisng

with respect to the index variablg, obtains an expression of the fokg .. Then the pro-
cess functionally applied to Az.@. The result is the new core semantic representation which
replaces the old oney,

Another way of defining the retrieval process is the follogvin

Definition 6 (Cooper Retrieval Rule) Let § and $ to be (possibly empty) sequences of
binding operators and the store @, s, (B,i),...,S > is associated with an expression of

category S, then the store B@Az.@,s1,S, > is also associated with this expression.

As an example, consider how to generate the first order f@asifubm the storage repre-
sentation of the sample sentence every student wrote agonogvhich is:

< wrote(z,27),

(Au.every (AX.(student(x) — u@x, 6)),
(Aw.some(Ay.(program(y) AW@y)),7) >.

This store contains two indexed binding operators, nanf2ly.every (X(student(x) —
u@x, 6)) and (Aw.some(Ay.(program(y) AW@y)),7) >. The retrieval rule allows either of
them to be removed first (without any order preference) artbb#bined with the core repre-
sentation, which isvrote(zs,z7). Let's assume that we have chosen the indexed binding oper-
ator that corresponds to the NP ‘every student’, nariilyevery (X(student(x) — u@x,6)).
Then, the retrieval rule requires the following store thalaiee the old one:

< (Au.every (AX(student(Xx) — u@x) @(AZs.wrote(Z,27))),

(Aw.some(Ay(program(y) Aw@y)),7) >

Which can be simplified usin§ — conversionand the following representation is ob-
tained: < AX(student(x) — wrote(X, z7)), (A\W.some(Ay(program(y) Aw@y)),7) >

There is another indexed binding operator (namelysome(Ay(program(y) Aw@y)),7)
in the store above, and when it is retrieved in the same waybtairo
< some(Ay(program(y) A every (AX(student(x) — wrote(X,y)))) > which is the same as

the first order formula in (4b), where ‘a program’ has scoper davery student’.

90



The other possible reading, (4a) is obtained when the irntlbkeding operators are re-

trieved in the other possible order.

B.2.2 Keller Storage

Cooper Storage allows a great deal of freedom in retrievifigrination from the store. It
allows quantifiers to be obtained in any order, and as exgdairelow, this level of freedom
is not always safe. (Blackburn, P. & Bos, J. (2005), 122.) hie above example we have
not run into a problem, but we have examined only one kind ops@ambiguity: a sentence
containing a transitive verb with quantifying NPs in subjand object position. However,
there are other syntactic structures where quantifier saoygmguities occur. One example is

relative clauses (138), and another example is prepoaltimoun phrases (139).

(138) Every piercing that is done with a gun goes against titieecidea behind it.

(Ambiguous: Every piercing that is done with (possibly éiffnt) guns or every piercing

that is that with the same gun.)

(139) Mia knows every owner of a hash bar.

(Ambiguous: Mia knows all owners of (possibly different)shabars or Mia knows all
owners that own one and the same hash bar.)

Both examples contain nested NPs and this is where Coopexg8tes not good enough:
it completely ignores the hierarchical structure of the NR#t's shall examine the problems
caused by (139). When the first stage of Cooper Storage isletedpthe following store is
obtained:

< know(mia, z),

(Au.every (Ay(owner(y) Aof(y,z1) — u@y)),2),

(Aw.some(Ax(hbar(x) Aw@x),1)) >
There are two indexed binding operators, and therefore tays\o perform retrieval: The

first possibility is to remove the first one first and the second next. The other possibility
is to remove the second one first and the first one next. Asguthat we have chosen go
remove the first one first, we have the following sequencetakxeal operations (functional

application an@-reduction operations are included for clarity):
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(Au.every[Ay.(owner(y) Aof (Y, z1) — u@y)]) @(Az2.know(mia, z;))

every[Ay.(owner(y) Aof(y,z1) — (Azo.know(mia, z))@y)]

every[Ay.(owner(y) A of(y,z1) — know(mia,y))]

(Aw.some[Ax(hbar(x) A W@Xx)]@(Az2.every[Ay.(owner(y) A of (Y,z1) — know(mia,Y))]))
some[Ax(hbar(x) A (Az2.(every[Ay(owner(y) A of (Y, z1) — know(mia,y))])) @X)]
some[Ax(hbar(x) A every[Ay(owner(y) A of (y,X) — know(mia,y))])]

The result states that there is a hash bar which Mia knows/ exener of. If we had
chosen the other option and had removed the second quafitgtérom the store, we would
have the following sequence of retrieval operations.

(Aw.some[Ax.(hbar(x) A W@X)]) @(Az;.know(mia, 22))

some[AX.(hbar(x) A (Az1.know(mia, 2)) @X)]

some|AX.(hbar(x) A know(mia, 2))]

(Au.every[Ay.(owner(y) Aof (Y, z1) — u@y)]@(Azz2.some[AX.(hbar(x) A know(mia, 22))]))
every[Ay.(owner(y) Aof(y,z1) — (Azz.some[AX.(hbar(x) A know(mia, 2))]) @y)]
every[Ay.(owner(y) A of(y,z) — (some[AX.(hbar(x) A know(mia,y))]))]

The problem with the result above is that it still containgeefvariable, namelg. The
source of the problem is that Cooper Storage ignores tharalgcal structure of the NPs.
The sub-NP ‘a hash bar’ contributes the free variahle However, this free variable does
not exist in the core representatiknowmia, z;). When the NP ‘every owner of a hash bar’
is processed during the first stage of Cooper Storage, thablew; is removed from the
core representation and put on the freezer list. For thabredambda abstracting the core
representation with respect # does not take into account the contribution thatmakes,
because; makes its contribution indirectly via the stored quantifiehe result is fine if we
retrieve this quantifier first, because it has the effect storingz; to the core representation,
but if we use other retrieval option we fail to obtain a cotnapresentation for the sentence.

Keller Storage (due to Bill Keller) solves this problem byoaling nested stores. The
nesting structure of these stores is intended to keep traitlemesting structure of NPs. To

allow this, the following rule replaces the previously givooper Storage rule.

Definition 7 (Keller Storage Rule) If the (nested) store< @, s > is an interpretation for an

NP, then the nested store Au.(U@z), (< @,;s >,i) >, for some unique index i, is also an

interpretation for this NP.

The following example (Figure B.5) shows how this works:
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Definition 8 (Keller Retrieval Rule) Lets, § and $ be (possibly empty) sequences of bind-
ing operators. If the nested stote@, s, (< B,s>,1),S > is an interpretation for an expres-

sion of category S, thes1 B@Az.¢,$1,S,S, > is also an interpretation of the same expression.

Keller Retrieval Rule ensures that any binding operatanesdtwhile processing become
accessible for retrieval only aft@ritself has been retrieved. The following example —which
is the same example that wasn't correctly analysed with €o8porage— shows how Keller
Retrieval works in practice:

< know(mia, ),

(< Au.every[Ay.(owner(y) A of (y,z1) — u@y)],
(< Aw.some[AX.(hbar(x) AW@x)| >,1) >,2) >

In this example there is only one way to perform retrievainogal of the universal quan-
tifier, followed by removal of the existential quantifier.nge this is the only possibility, the
unwanted reading generated by Cooper Storage is not produce

The second issue to understand about Keller Storage is lysmdtrates the reading where
Mia knows all owners of possibly different hash bars. Rementhat, the application of the
storage rule is optional. All that we need to do to generateribntioned reading is to choose
not to apply the storage rule for the NP ‘a hash bar’ duringstmistion of the parse tree, as
shown in Figure B.6.

For the full sentence ‘Mia knows every owner of a hash bas thads to the following
semantic representation:

< know(mia, z),

(< Au.everyAy.(ownery) A soméix.(hbar(x) Aof(y,x))] — u@y)] >,2) >

There is only one binding operator in the store, and remiggyvt generates the correct

logical formula:

everyAy.(owner(y) A someix.(hbar(x) A of(y,x))] — knowmia,y))]
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Every owner of a hash bar
<Au.(U@z),
(< Au.every[Ay.(owner(y) A of (y,z1) — u@y)]
< Aw.some[Ax.(hbar(x) Aw@x)] >,1>,2>

every (det) owner of a hash bar (N)
< AW.Au.everyAy.(W@y — u@y)] > < Au.(owner(u) Aof(u,z)),
(< Aw.some[Ax.(hbar(x) A w@x)] >,1) >

owner (N) of a hash bar
< AX.owner(Xx) > < AVAU.(V@u A of(u,z1))),

(< Aw.some[Ax.(hbar(x) A w@x)] >
, 1) >

Figure B.5: Derivation foEvery owner of a hash bar (NP)

Every owner of a hash bar

< Au.(uU@2),
(< Au.every[Ay.(owner(y) Asome[AX.(hbar(x) A of (y,X))] — u@y)] >,2) >

every (det) owner of a hash bar (N)
< AWAuU.every AY.(W@y — u@y)] > < Az (owner(Z)A
some|AX.(hbar(x) A of (z,x))]) >

owner (N) of a hash bar
< Ax.owner(X) > < AUAZ (U@zA
some|AX.(hbar(x) A of (2, X))]) >

Figure B.6: Derivation foEvery owner of a hash bar (NP)
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APPENDIX C. SURFACE COMPOSITIONAL SCOPE
ALTERNATION (STEEDMAN, 1999, 2000a, 2005)

This chapter briefly introduces Steedman’s 2005 accountuahtifier scope ambiguity in
CCG. There is no way to describe the theory in adequate dgitah the space and time
limitations, but since the theory is highly relevant to thubject matter of this thesis, it is
summarized here without the details.

Steedman’s analysis of quantifier scope ambiguity is an pleaof an underspecification
based theory based on the ideas&blemizatiorthat unlike other underspecification based
methods that we have examined (i.e. the storage methods@stribt make use of a retrieval
step, and the required logical representations are buit @sult of a single stage process,
which is parsing. But before explaining the way Steedmaoaats for quantifier scope am-
biguity, we should first explain the term skolemization ds & mathematical term which can
found in purely mathematical contexts whose subject matteot linguistics. The following
information about skolemization can be found in textbodisud formal logic:

In first order logic, the term skolemization refers to themndtiation of existential quan-
tifiers, so that a newequisatisfiabldormula (i.e. a formula which can be satisfied under the

same conditions) is obtained. Skolemization is an appticaif the equivalence:
(140) VxayM(x,y) < FfVXM(x, f(x))

Where M refers to the matrix of the quantificational formulde essence of skolemiza-

tion is the observation that if a formula in the form:

(141) VX1...V%YM(X1, ..., Xn,Y)

is satisfiable in some model, then for every possible assighof the variables;...x, that

makesM (xy, ..., Xn) true, there must exist some functid(xy, ..., X,) which makes

(142) Vx1...V%M (X1, ..o, Xn, T (X1, .-, %))

true. The functionf is called theskolem function
Variables bound by existential quantifiers which are notdeghe scope of universal
quantifiers can simply be replaced by constants: thabis < 3) can be changed t@ < 3),

in which c is a constant.
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When the existential quantifier is inside a universal qui@ntithe bound variable must be
replaced by a skolem function of the variables bound by usalequantifiers. Thusx(x =
OA3Jy(x=y+1)) can be written agx(x =0AXx= f(x) +1).

Before returning back to the Steedman’s account of quansfiepe ambiguity, there
is one more point that needs to be explained, and that is tottak idea of direct surface
composition as literally as possible, and to see what happdren we try to account for
guantifier scope ambiguity using combinatorics of syntagrdhe lexical elements. If we

take that approach, the following are the appropriate CQ€geaies for the quantifiemsvery

andsome

(143) every HT/(T\NP))/N : AP.AQ.YX(pX — gX)
every =(T\(T/NP))/N : AP.AQ.¥YX(pX — gX)
some :=(T/(T\NP))/N  AP.AQ.3IX(PXA gX)
some :=(T\(T/NP))/N  AP.AQ.3IX(PXA gX)

This approach links syntactic derivation and scope as simpdl as directly as possible,
but has an effect of implying that in sentences where therm isyntactic ambiguity, there
should be no scope ambiguity either, which is obviously wyrddevertheless, have a look at
the following example (which is from Steedman (2000a)) te sew these category assign-
ments work in practice, as Steedman keeps one of them (thassigned to the quantifier
‘every’) and eliminates the need for the other (the one assigo the existential quantifier

‘some’) using skolemization.

(144) Every boy admires some saxophonist.
(T/(T\NP))/N N (S\NP)/NP (T'\(T"/NP))/N N
S APAQ.YY(py — qy) : Ax.boyx : Ax.Ay.admixy SAPAQIX(PXAQX)  : Ax.saxXx
T/(T\NP) (T'\(T" /NP))
: Aq.Vy(boyy — qy) : Ag.Ix(saxXx A gx)
S\NP
: Ay.3Ix(saxx A admixy)

S: Vy(boyy — 3x(saxx A adnixy))

A second reading is available and CCG is able to generate¢hding due to the fact
that the availability functional composition ruBewhich generates a nontraditional syntactic

constituent in the example below and correctly generates the desiredrg@meading:

1 which in the example effectively corresponds to the corfiee ruleV P — N Psubjec
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(145) Every boy admires some saxophonist.

(T/(T\NP))/N N (S\NP)/NP (T"\(T" /NP))/N N
SAPAQVYY(py— qy) :Ax.boyx:AxAy.admixy: ApAg.Ix(pXAQx) : Ax.saxx
T/(T\NP) ) (T\(T'/NP))
: Ag.Vy(boyy — qy) : Ag.Ix(saxXx A gx)
S/NP o°
: Ax.Vy(boyy — adrrixy)

S Ix(saxx A Vy(boyy — admixy))

The fact that the above example has been correctly accoduoido the availability of
the nontraditional constituent does not mean that thisagmbr is generic enough to account

every possible scope ambiguity, as exemplified by the faligvexamples:
(146) Some saxophonist, every boy admires. [Topicalintio

(147) Every boy admires, and every boy detests, some sarigbthfObject right node rais-
ing]

According to Steedman (2000a), both of these sentencesahaeerow scope reading
in which every individual has some attitude toward some ghgaist, but not necessarily
the same saxophonist. But the following derivation imptlest every boy admires the same
saxophonist. Steedman (2005) states that the universatifigis every and each can take
scope over c-commanding indefinites, that is, there is anattading where every boy out
scopes some saxophonist but this is derivationally imptesseven with the nontraditional

syntactic constituents that CCG generates:

(148) Some saxophonist every boy admires.

(T/(TANP))/N N (T/(T\NP))/N N (S\NP)/NP
CAPAQ.IX(PXAQX) AX.saxXx Ap.AQ.Vy(py— qy) : Ax.boyx : Ax.Ay.admixy

T/(T\NP) ’ (T/(T\NP))
: Ag.Ix(saxx A qy) - Ag.Vy(boyy A qy)

S/NP o
: Ax.Vy(boyy — adrrixy)

S: Ix(saxx A Vy(boyy — adnixy))

Similarly, Ix(saxx A (Vy(boyy — admixy) A Vy(boyy A detest&y)) is the only available
reading for the second sentence using this approach, but akall later there are more.

While this evidence seems to be against the hypothesisadftdiompositionality (at least
as far as scope ambiguities are concerned, that is.), ther@sp strong arguments in favor

of it. For example, the senten&wery boy admires, and every boy detests, some saxophonist
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has an interesting property first observed by Geach (197®8harhakes it seem that scope
phenomena are strongly restricted by syntax. Although ¢éitesice has a reading where all
the boys and girls have some feeling towards the same sanigphand another reading where
all feelings are directed at possibly different saxophtsnisdoes not have a reading where the
saxophonist has wide scope with respeattery boybut narrow scope with respect évery
girl, that is, where all the boys all admire the same saxophounisalbgirls detest possibly
different saxophonists. There is not a reading involvingasate wide scope saxophonists
respectively taking scope over boys and girls, either — farmgole, here the boys all admire

the saxophonist A but the girls all detest saxophonist B.

Such observations require extra stipulation such as allpbsen constraint’ when we
attempt to explain them using theories that allow movemettitealevel of logical form as in
Montague’s approach and its underspecification basedifeta For example, it is not clear
why some saxophonist should have the same scope in bothnotsjihe reason being the
fact that the rule of conjunction duplicates the Blitne saxophonigh the phrase structure at

LF, and both of these NPs can move independently.

Such concerns indicate a need for a theory of scope ambithatyexplains various ob-
served scope ambiguities that arise in natural languageyithwout allowing room for intro-
ducing arbitrary rules that introduce more freedom tharessary. That is, the theory should
explain the observed phenomena without introducing aitrules, and should not gener-
ate unwanted readings, again without requiring arbitratgs. Skolemization introduced in

Steedman (1999, 2000a, 2005) is a theory intended to acthiate

C.1 Syntactic Constraints on Quantifier Scope in English

The data that the theory is intended to explain is as follaju®i{ed from Steedman (2005)):

1. The universal quantifiersveryand eachcan take scope over c-commanding indefi-
nites, as in (149a). Such scope inversion of universalstis eboundeti as in (149b) and
sensitive to island constraints, as in (149c¢,d), whereeatiernation over the matrix subject

is inhibited, parallel to the extractions in (150).

2 Beyond the local domain of the predicate.
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(149) a. Some member of our group attended every rally (V3/3v)
b. Some member of our group proved that the candidate haddatle (v3/3V)
every rally.
c. Some member of our group met a candidate who attended mllsry (#v3/3V)

d. Some member of our group said that every candidate will win

(150) a. The rally that some member of our group attended
b. The rally that some member of our group proved that theidatelhad attended
c. #The rally that some member of our group met a candidateatteaded

d. #The candidate that some member of our group said thatwmill

What is more, such quantifier ‘movement’ appears to be stitgj@cconstraint reminiscent
of William’s 1978 ‘Across-the-Board’ exception to the Cdorate Structure Constraint upon
Wh-movement of Ross (1967), in examples like the followegfirst noted by Geach (1972).

(The scope possibilities of the sentence was explainedeabov
(151) Every boy admires, and every girl detests, some saxugph

2. Existential quantifiers likeome a, andat leastat mostexactly threeappear to be able
to take wide scope over unboundedly c-commanding quasstifeerd (unlike the universals)

are not sensitive to island boundaries in this respect.

(152) a. Exactly half of the boys in the class kissed some girl (%3 / 3%)
b. Every member of our group attended some rally. (V3/3v)
c. Every member of our group proved that the candidate hatdegtd (v3/3V)
some rally.
d. Every member of our group met a candidate who attended saipe (v3/3V)

e. Every member of our group said that some candidate will win (V3/3v)
3. However, existentials in general cannot truly invertpgdn the strong sense of dis-

tributing over a structurally-commanding existential:

(153) a. Some member of our group attended exactly treesalli (#33/33)

b. Exactly half the boys in the class kissed tree girls. (#33/33)

The theory is founded upon the idea of distinguishing trueegaized quantifiers and

other purely referential categories. For example, in otderapture the narrow scope object
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reading for Geach’s (object) right node raised sentencehiosee CCG derivation the object
must command everything else, a single non-quantificdtiortarpretation of some saxo-
phonist is proposed. The skolem terms that are introducedfésence rules like Existential
Elimination in proof theories of first-order predicate adics are of interest because they di-
rectly express dependency on other entities in the modeighyaon the variables bound by
the universal quantifiers.

As we had seen in the beginning of this section, Skolem terenglaained by replacing all
occurrences of a given existentially quantified variablehyapplication of a unique functor
to all variables found by a universal quantifier in whose scte existentially quantified
variable falls. If there are no such universal quantifiemgentthe Skolem term is a constant.
Thus, the two interpretations of the senteewerybody loves somebodgn be expressed as

follows:

(154) a.Vx[persorx — (persof(sk,x) A loves(skx)x)]
b. Vx[persorix — (persori(skysx) A lovessK95x]

In (154a)sk;; is a Skolem function. In (154k8Ky; is a Skolem constant. (154a) means
that every person loves the thing that the Skolem funcidé®3 maps them onto — their own
specific dependent person. (154b) means that every perses the person identified by
the Skolem constardlgs. The interesting thing about this alternative to the morgatifog-
ical forms below in (155) is that the two formulas are idesltiapart from the details of
the Skolem terms themselves, which capture the meaninigatish in terms of whether or
not the referent of someone is dependent upon the indiddyzhntified over by everyone.
Notice that the fact that x is a parameter of the Skolem foncsk; directly models the

guantificational dependency involved.

(155) a.vx[persorx — Jy[persory A lovedyx]
b. Jy[persorly — Vx[persorx — lovesyx]]

Now that the need for the existential quantifiexiétd has been eliminated using skolem-
ization, Steedman (2005) continues to argue that:

1. The only determiners in English that are associated wattittonal Generalized Quan-
tifiers, and take scope including inverse scope, distrigutver structurally commanding
indefinites as in (149) are the universals every, each andrtlatives;

2. All indefinite determiners are associated with Skolerm&rwhich are interpreteieh

stuat the level of logical form (If), forcing parallel intergagions in coordinate sentences like
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(151).

3. The appearance of indefinites taking wide scope arises fiexibility as to which
bound variables (if any) the Skolem term involves;

4. Indefinites never distribute over structurally commandindefinites, because their
interpretations are never quantificational.

Thus, the evidence (or data) presented in (149) ... (153pkRimed. Steedman (2000a)
and (2005) also mention independent support for the thesrg, to so called the donkey
sentences, whose analysis is reported to be puzzling arettledsbefore introduction of
skolem terms (which are therefore found to be useful in aady phenomena other than

scope ambiguities).

C.1.1 Donkey Sentences

Sentences like the following has been investigated in mdemantic studies since Geach

1962, who attributes them to even earlier sources:

(156) Every farmer who owns a donkdgeds if. (Geach, 1962)

(157) Everybody who has a face mask wears it. (Steedman) 2005

These sentences are interesting for the following reasdie existence of preferred
readings in which each person feeds the donkey he owns nfakpsanoun it seem as though
it might be a variable bound by an existential quantifier eisged with a donkey. However, no
purely combinatoric analysis in terms of classical quastifiallow this, since the existential
cannot both remain within the scope of the universal and canifecommand the pronoun,

as is required for true bound pronominal anaphora, of the &kemplified by:

(158) Every manin the bar thinks that hés a genius.

Donkey sentences have been extensively analyzed in thatlite (as cited in Steedman
(2005)), it may seen that it is unlikely that there may be himg new to say about them,
or any need for yet another account. However, the existiegrtbs are pulled in different
directions by a pair of problems called the proportion peabland the uniqueness problem,
with which we shall be concerned later. dealing with thessbl@ms has caused very con-
siderable complications to the theories, variously inglgdecategorization of indefinites as

universals, dynamic generalizations of the notion of sdtymdf, exotic varieties of pronouns
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including choice-functional interpretations, local mnmval situations, and various otherwise
unmotivated syntactic transformations. Even if some oofathese accounts cover the empir-
ical observations completely, there seems to be a room fiongler theory.

The theory (Steedman, 2005) claims that in spite of the neeDRT-style dynamic se-
mantics to capture the asymmetric processes of pronon@feakence itself, the compositional
semantics of sentences like (156) over such referents ceaydtered with standard statically-
scoped models.

As cited in Steedman (2005), many researchers have pointethat donkey pronouns
look in many respects more like non-bound-variable or diss®-bound pronouns, in exam-

ples like the following, than like the bound variable pronan (158)
(159) Everyone who meets Monboddies him.

For example, the pronouns in (156) and (159) can be replagegithets, whereas true

bound variable pronouns like that in (158) cannot :

(160) a. Everyone who meets Monbogltikes the follow.
b. Every farmer who owns a donkefgeds the lucky beast

c. *Every professqrin the department thinks the old de&ra genius.

This observation suggests that the pronoun here is simpgcaurse-bound pronoun, and
that it is the donkey to which it refers in (156) that we shatdthcentrate our attention on. In
particular, we should consider the possibility that theelafthe donkey, that is) may translate
as a referential (or referent-introducing) expressioheathan as a generalized quantifier.

For that reason, Steedman proposes that ‘a donkey’ is ashkelen, to which the pronoun
is simply discourse-anaphoric rather than bound variatdghoric.

It is important to realize that an indefinite NP like ‘a donkéwanslates at predicate-
argument structure as a Skolem term, to which the pronoummiglyg discourse-anaphoric
rather than bound-variable anaphoric.

Itis also important to realize that the way this translai@done is different from standard
skolemization of the kind just illustrated. Skolem termsSiieedman (2005) are elements of
the logical form in their own right, initially unspecified &s their bound variables, if any.
They appear as arguments of the verb translation, in ordering them within the logical
form scope of any quantifiers that may eventually deterntie@ specification.

The latter requirement removes the need to separatelydinteoproperty predicates like

persorx over Skolem terms, as in (161):
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(161) a.Vx|personx — (person(sKssx) Aloves(sKszx)x)]

a. Vx[persorx — (persorisKgs A lovessKgsx)]

We must instead associate such nominal properties withkble® term itself. We therefore
write the underspecified translation of a donkeyskslemydonkey . (The subscripn is a
number uniquely assigned to the noun phrase from which time ¢eiginates, and distinct
from any other occurrence of a donkey. When there is no otbeuwrcence of a given noun
phrase in the contexty may be suppressed. ).

The noun property involved may also be arbitrarily compldsor example, to obtain
the interpretation of the noun phrase a fat donkey in theesest every farmer who owns a
donkey feeds it, we must associate the propaytgonkeyy A fat'y with the underspecified
term. Such properties may recursively include other sutdgreatial terms, for example, a
farmer who owns a donkey, some farmers who own a donkey, dtthmee farmers who own

a donkey, and most farmers who own a donkey, which are rapegbas follows:

(162) a. afatdonkey skolem(A y.donkey A fat'y)

b. afarmer who owns a donkey skolem(A y.farmer'y A owrl (skolendonkey)y)

c. some farmers who own a donkey| skolem(A y.farmery A owrl(skolendonkey)y;
Asls| > 1)

d. at most three farmers who own|askolem(A y.farmery A owrf (skolendonkeyy);
donkey
As|sl <3)y)

e. most farmers who own a donkey | skolemy(A y.farmery A owrl (skolendonkeyy);

As|sl > 3lall'n|)

(The connective ‘;’ used at above examples constructs appaa consisting of a nom-
inal property p and a cardinality property c. Where the galily property is trivial, it is
suppressed in the notation. These properties are sepairaipreted in the model theory
developed.)

Specificationof an underspecified Skolem term of the foskolemp is defined as an
‘anytime’ operation that can occur at literally any pointilgrammatical derivation, to yield
a term which associates a standard Skolem term made up ofenskanctor and an environ-
ment consisting of some bound variables with a nominal ptgp&Ve shall call such terms
‘generalized Skolem terms’. They are obtained during avdean as defined by the rule The

specification of a skolem term, below.
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Definition 9 (The specification of a skolem term)Skolem specification of a term t of the
form skolerfjp in an environment E yields a generalized Skolem teﬁ@,skhich applies a
generalized Skolem functor Sk(where n is the number unique to the noun phrase that gave
rise tot, and p is a nominal property corresponding to theresr of that noun phrase), to
the tuple E (defined as the environment of t at the time of Bpatdn), which constitutes the

arguments of the generalized Skolem term.
Theenvironmenimentioned above is defined as follows:

Definition 10 (The environment of a skolem term) The environment E of an unspecified skolem
term T is a tuple comprising all variables bound by a univemgaantifier or some other
operator in whose structural scope T has been brought atithe bf specification, by the

derivation so far.

We can usually suppress the Skolem number, identifying su€kolem term askg.
Where there are distinct Skolem terms arising from idehticaun phrases with the same
restrictorp and environmenk, they will be distinguished as (sayb%ap, sl€57p, etc.

The skolem specification rule (defined above) implies #ialem is a function from
properties likehy.donkeyy to functions from environments likéx} to generalized Skolem
terms Iikeskﬁx},)\y.donkeyy. Here are a few more examples:

skolem(A y.donkegy A fat'y) SKy.donkeyyA fat'y

skolem(A y.farmery A owrl(skolemdonkey)y) SH)?y.farmer’y/\owrf(skolemdonkey)y

skolem(A y.farmery Aowrl(skolemdonkey)y; | s
Asls| >1)

y.farmer'yrowrl (skolemdonkey)y;As.|s|>1

skolem(\ y.farmery Aowrl(skolerdonkegy); | s
Asls| <3)y)

y.farmer'yrowrl (skolemdonkeyy);As.|s| <3)y

skol em()\ Y- f armer‘y/\ OWff(SkO| emd OnkeW) ; S§y. farmer'yrowr! (skolemdonkeyy);As.|s|> % [all’n]

As|sl > 3lall'n|)

If there is more than one occurrence of an underspecifieceBkwrmt derived from the
same noun phrase in the same environnigmats in the following interpretation f@giles owns
and operates some donkeie above definitions mean that they will necessarily beifpd

as the same generalized Skolem tenkﬁ\.
(163) owrisKdonkeyes A 0peratesk,, . giles

In verifying interpretations involving generalized Skoléerms of the formskg against

a model, it is necessary to unpack them, reinstating the malrmpropertyp as a predication
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over a traditional Skolem term, as in a traditional Skolediformula like (161). However,

as far as the grammatical semantics and the compositionighten of logical form goes,

X}
y.donkeyy

building logical forms is transferred to interpretation.

expressions Iikeski are unanalyzed identifiers, and this part of the respoitgilfdr

Environment features are deterministically passed doam fthe operator nodes in their
c- or If- commanding domain, and a specified generalizede®kdkrm is deterministically
bound to all scoping universals in the relevant intensiaaabe at the point in the derivation
at which it is specified. The available readings for a giveriesace are thereby determined by
the combinatorics of syntactic derivation and the logicahfs that result.

It is also assumed that the pronouns likeranslate as uninterpreted constants, which we
might as well writeit’, distinguishing by subscripts where necessary. Such proiater-
pretations, including those in donkey sentences, are asstionbe replaced via a DRT-like
mechanism and since this mechanism is not part of the aceaahtpronouns are just marked
with ‘pro-terms’ of the formpro/x instead, where is a discourse referent taking the form of
a copy of the antecedent expression. Thus the donkey senebg) every farmer who owns

a donkey feeds)iyields the following interpretation:
(164) Vx[farmerxA owrfslg{,’é}nkeyx) — feed(pro’slg{,)é}nkeyx)]

Steedman (2005) also assumes that a pronoun transitdttbat has been brought by the
derivation into an environmeri is obligatorily bound to a variable in it via the following

rule:

Definition 11 (Bound-variable pronoun specification) Bound-variable pronoun specifica-
tion of a term t of the form himher or it’ in an environment E yields a pro-term of the form

pro’x, where xc E.

This rule is important for the correct analysis of the int#ien of coordination and bound

variable pronoun anaphora, thus we get the bound readiridp) I6r (165a).

(165) a. Every marioves a woman who loves him

b.vxmarix — lovée (skolemAy.womariy A lovée (pro'x)y)x]

Bound-variable pronoun specification, like Skolem speaiiin, is an any-time operation.

Logical forms are subject to the standard binding conditionSteedman (2000a).
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A number of predictions follow from definitions (9) (skolemesification) and (11) (bound
variable pronouns specification). Since skolem term spatifin as defined is an ‘anytime’
operation — that is, since it can apply at any point in a déowa wide and narrow scope
readings of indefinites can be explained in the following withe skolem specification rule
applies as soon as an indefinite NP is derived, before cotiainaith any quantified matrix,
then it necessarily yields a specific individual- denotiogstant, behaving as if ‘has scope
everywhere’, and givingomebodyn the following sentence the appearance of an existential

taking inverse scope, without the involvement of a true ¢jtien
(166) Everybody loves somebody.

If on the other hand, skolem specification rule is applie@ra8t is derived, the above
sentence yields a reading where the quantifier has scopéhavierdefinite.

For examples regarding how this works, see the relevant G&ations in Chapter (3).
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APPENDIX D. INFORMATION STRUCTURE IN
COMBINATORY CATEGORIAL GRAMMAR

Compatible with the assumption of monostratality and thguistic trend of minimalism,
Steedman (2000a, 2000b) defines a single level of linguispicesentation, which is called
‘Information Structure’, and it subsumes the predicateiamgnt structure of CCG, augmented
with the notions of theme/rheme and background/kontrast.

Theme / rheme distinction determines how parts of an utteraelate to the discourse
structure: if it relates back, it #hematic if it advances the discourse it isematic In this
theory intonational phrases can mark information unitshasne or rheme, although not all
boundaries are realized and a unit may contain more than lorasg (Calhoun, Nissim,
Steedman and Breiner, 2005, p.48).

The Information Structure can be considered as a repregemtd how parts of a single
utterance is related to the discourse context. For exarntipdetheme can be thought of as
denoting what the speaker assumes tdahgequestion under discussi@md the rheme can
be thought as what the speaker believes tdhgepart of the utterance that advances the
discussion A theme can be represented with a functional abstractiexemmplified by (167),

and it is natural to think of it a set of possible alternatimsweers to a question.

(167) Ax.marryx annad (Steedman, 2000a)

Therefore the notion of theme is associated with the setaggsitions among all those
supported by the conversational context that could possétisfy an existential proposition.
In the context set by the question in (168), the mentionecaetbe denoted by (169), in

which ¢ indicates possibility, and can be enumerated as in (170).

(168) Q: Well, what about ANNA? Who did SHE marry? (Steednzdi)0a)

A: (ANNA married) (MANNY).
L+H* LH% H* LL%

(169) Ix.omarryx annd (Steedman, 2000a)
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(170)

)
omarry alanannd
omarry fred annd

omarry mannyannd

Such alternative sets are callégeme alternative setnd are assumed to not to be known
exhaustively by the hearers, and in practice one would veagmpute with something more
like the quantified expression in (169) or thderm itself.

In semantic terms the theme and rheme can therefore be trizad as follows:

(171) a. The Thempresupposethe rheme alternative set. (Steedman, 2000a)

b. The Rhemeaestrictsthe rheme alternative set.

The sense in which a theme “presupposes” the rheme altegrsdt is much the same
as that in which a definite expression presupposes the esistef its referent. That is to
say, there is a pragmatic presupposition that the releMérhative set is available in the
contextual “mental model” or database. The presuppositiay be “accommodated”, that
is be added by the hearer after the fact of utterance to axdaatemodel that is consistent
with it. Since a discourse context may contain more than bemg, the notion of ththeme
alternative setis also proposed, and the discourse structure is considerbd composed
of a theme alternative set (TAS) and several rheme altematts, among other structures
that a more elaborated theory of discourse structure mayras$o exist. Such structures
are updated when an utterance is processed, the detailsicti vghgiven in section (D.1)
of Chapter (4), because the details of this process is higidywant to the subject matter of
Chapter (4).

The other two conceptdackgroundandkontrast correspond to the distinction between
given (old) information versus new information in a discsjrand are marked by intonational
contours as in (168). Kontrast / Background distinctionugad level feature whereas Theme
/ Rheme distinction is a feature borne by a larger phraseksach phrases can possibly be
involved in coordinate structures, and can be intonatlpmabrked or unmarked. The theme
can also be continuous or discontinuous in an utterance.

Steedman and Korbayova (2003) proposes to situate thig/théhin Grosz and Sidner’s
(1986) computational model of Discourse Structure, andrinition Structure (IS) is consid-

ered to be a part of “Linguistic Structure” of Grosz and Sitné€1986) and its discourse
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semantics are related to the Grosz and Sidner’s conceptitttentional State”. In particu-
lar the notion of a center of attention (Grosz et al., 1995tKéfeet al., 1998) is considered to

be related to the 1S notion of theme.

D.1 Update Semantics

Update semantics for theme and theme is highly relevantteuhject matter of section (4.2),
so we shall describe it here in some detail.

According to Steedman’s account of English Informationu&ure (including that of
1990, 2000a, 2000b and 2003), the funct®randp’ in Figure E.2 are identity functions,
but have a side effect of updating the discourse databasee 8iey are identity functions,
the resulting formula does not contain them, but it is assuthat the discourse database is
updated as follows.

It is assumed that the discourse database consists of a thetnoés, which is called the
theme alternative seeach member of which yieldsraeme alternative set~or example, if
the theme alternative set contains a theme such as (172hjéh wheA-operator is interpreted
as an existential quantifier as in (173), it yields a rhemeradttive set as in (174), which are
possible propositions which satisfy the existential gifi@ational formula. (Note that the

modality is interpreted aisis possible tha)
(172) Ax.omarryx annd

(173) Ix. omarryx annad
a74)

omarry alanannd
omarry fred annd

omarry mannyannd

The discourse function of a rheme, then, is to restrict shheme alternative sets, for

example to a single one, as in (175).
(175) omarry mannyannd

The idea can be characterized as causing one or more exisfengnts or “facts” such
as @' (A f.f[xm]) in Figure E.2), wher® marks theA-term as a theme, to betractedor

removed from the theme alternative set, and causing a newethie beassertedor added.
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If the theme is unmarked by any accent, then it will simply e torresponding thematic
referent that is retracted and asserted. Unless a fact efpfm@priate form is already present
in (or is at least consistent with) the theme alternativetbetfirst of these effects will cause
the discourse to fail. Otherwise, the thematic referemt (the theme) will be reasserted.
Kontrast(the “*’ diacritic as in (192) ) is used to mark incompatiblerts, which are felicitous
only when contrasted, or else the discourse fails.

The rheme, @ (Ay.at€«ap'y) in Figure E.2), is also thought of as updating the discourse
database with a similar type of referent (more specificdlypodifies one of the members
of the theme alternative set), and it may also become thedhsma subsequent utterance.
However, the rheme does not require a preexisting refenrenagse any existing thematic
referents to be retracted (i.e. it can be asserted withceding to have a prior compatible
thematic referent), although it may have other effects endatabase, via the entailments
and implicatures. Kontrast (**') is also available for rhemand similarly it is used to mark
incompatible parts, which are felicitous only when corteds

The dialogue in Figure D.1 which is from Steedman (2000ajvshan utterance divided

between a theme and rheme, which are further divided ints gantrast and background.

Q: | know that Mary envies the man who wrote the musical. Bubwbes she ADMIRE?
A: (Mary ADMIRES) (the womanwho  DIRECTED the musical).

L+Hx*xLH% H LL%
Background Kontrast Background Kontrast  Background
Theme Rheme

Figure D.1: A derivation for the sentence (87)

Here the theme isx.admire$x mary, the logical form that corresponds to the part of the
utteranceMary admires Only the wordadmiresis emphasized, because the previous theme
was also about Mary. The presence of pitch accents in thekegbat in Figure D.1 is marked

by distinguishing the corresponding constants in the tasios admires$ with an asterisk.

(176) 3Ix. o xadmiresx mary

Unless a compatible prior theme — that is, one that matché8) (Whenxadmires$ is
replaced by some other constant, as in (177) — can be retrienaccommodated, the utterance

is infelicitous, and the analysis will fail.

(177) 3x. o «like’x mary

110



The set of alternative themes in this case is the following:

(178)

3x. o admire$x marry

Ix. o like’x marry

The set of alternative themes can also be thought as a “quealternative set”, since a
theme is informally considered to be “what is establishea lyh-question”.

The rheme alternative set presupposed by the theme isdhereset of propositions about
Mary admiring various people. The rhemehs woman who directed the musicahere only
the worddirectedis contrasted.

It is important to note that it is all and only the material ket by the pitch accent(s) that
is contrasted. Anything not so marked, including the matéretween the pitch accent(s) and

the boundary, is background.
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APPENDIX E. INFORMATION STRUCTURE OF TURKISH

The traditional view in Turkish linguistics is that Turkish a verb final language with free
word order, and the variation of word order serves the pwmdsissigning discourse related
functions to certain parts of an utterance. For exampleysis considered to be associated
with the immediately preverbal position, and the post-aéfmsitions are reserved fback-
ground material. RecentlyDzge and Bozsahin (2003, 2006) have proposed a tune based ac
count of Turkish Information Structure in which word ordariations are considered to be an
epiphenomenal side effect caused by prosodic constraimdisthe sole factor determining the
information structure is considered to be intonation corgdghat the phrases of an utterance
bears. Their paper argues that for an explanatory accouhtiréfsh information structure,
there is no need for any predications over sentence positdtune-based perspective where
prosody is considered to be the sole structural determifanformation structure is instead
proposed. Also it is noted that, Turkish prosody imposesgatence constraints on certain
intonational contours that are responsible for the retidimeof information structural units.
Word order variation therefore, is considered epiphenaheather than being a determinant
in attaining the right information structure required bgatiurse context.

Assuming an account similar to that of Steedman’s accouimfofmation structure of
English,Ozge and Bozsahin (2006) determine intonation markers bgelurkish speakers
as follows.

H*, which marks a maximum in pitch that is accompanied witmeastress, is considered
to be a prosodic functor that takes the boundary tone LL%igtiol ya rheme marker H* LL%.
This accent can be borne by phrases larger than a single miemén (180), or sometimes
by just a single word as in (179). In (179) there is a slightggabetweemaymurandyedi
whereas in (180), there is not. Another difference of (18@hat the fall in pitch accent is not

as abrupt as itis in (179).

(179) (mayMUN) (elma-y1 ye-di.)
H* LL%

(180) (mayMUN vye-di.)
H* LL%

112



They also note that H* is phrase-initial and it always starteew prosodic phrase, and is
considered obligatofy Other identified accent types differ from H* in two respedisthey
are not obligatory, and (ii) they are bound to phrase-finaingnts. These second group of

accents include L*H-, L+H* L-, and H*+L H-. The following séence exemplifies L* H-.

(181) (maymun) (elma-YI ye-di.)
L*H- H* LL%

The prosodic boundary betweemymurandelmayiis realized by a rise in pitch, which
is notated as H-. Given the phrase finality of the accent, sete that it is not clear whether
H- acts as an independent boundary event or is a part of ttle @itcent. Furthermore, they
distinguish this type of boundary from the LL% boundary — Li®fnore abrupt than bound-
aries designated by *-'. They also identify phrase bourgdasssociated by a fall in pitch as
L-, using the same notation. The other identified pitch atscare exemplified by examples
(182), (183).

(182) (mayMUN) (elma-YI ye-di.)
L+H*L- H*  LL%

(183) (MAYmun) (elma-YI ye-di.)
H*+L H- H* LL%

Regarding the traditional claims about inability of posthad arguments to bear stress, an
alternative solution is proposed by claiming that LL% caugich flooring to its right. For
example, prosodic marking is not possible after the matrédigate in the sentence (184).

Pitch flooring is marked witf—F —).

(184) (DUN gece)  (Ali Aynur-u yemeg-e gotur-di).
H* LL% ( —F- )

(185) To summarize their findings:

(i) H* LL% causes flooring to its right.

(i) H* LL% is a pitch contour associated with Steedman’smiee

1 In section (E.1), we shall propose a slightly different ploitisy: that LL% is obligatory due to a com-

municative necessity (that every sentence should evéynteradl and other boundaries seem to create a sense of
sentence continuation) and that LL% is strongly associaiétH* due to physical reasons involved in the task
of detection of an intonation contour from the lack of one.
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(i) H* LL% is required in complete declarative utteranc@isecause all such utter-

ances have a rheme).
(iv) H*is prosodic phrase-initial.

(v) Inacomplete declarative utterance, the matrix preédicannot appear in a prosodic
phrase marked an intonation contour other than H* LL%, ozraltively it is

floored.

(vi) H* LL% is information structurally ambiguous betweeribg a complete rheme
marker, and a theme-rheme marker which can be disambigbgtadlight pause

after the theme.

Similar to Steedman’s theory of English information stwiet intonation markers are
associated wittkontrast They also mark a prosodic phrasethsmérheme The intonation
contours associated with theme are L* H-, H*+L H- and L+H* L-.

Regarding prosodic constraints on Turkish informationctire, the following are men-

tioned in addition to (185).

(186) Turkish Information Structural Organization:

Theme-kontrast precedes the rheme: The rheme contoursciosgng, which

renders the placement of thematic-kontrast to its rightossible.

Some consequences of the prosodic constraints in (185)henithformation structural
constraint in (186) render the matrix predicate positioth issneighboring syntactic positions,

and therefore the surface word order, epiphenomenal, lasviol

(187) Turkish Epiphenomenal Word Order:

a. An utterance which consists of a rheme only is possibleeife is no contrast.
b. A matrix predicate is either part of the rheme or it musiofelthe rheme.
c. Any verb-initial order has the matrix predicate as thaemrbekontrast.

d. Rheme-kontrast precedes the rheme-background. Thisviofrom a prosodic
constraint, rather than an information structural comstraSince H* pitch ac-
cent is phrase-initial, it follows that rheme-kontrast tmpsecede the rheme-

background.
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e. Discontinuous themes are possible, because themerbaokigand rheme back-

ground are not related by precedence.

f. By (d), discontinuous rhemes are not possible. This adsos to be a prosodic

constraint, and needs further inquiry.

They also note that none of the theme marking accents in Siugde available to the ma-
trix predicate, therefore it is impossible to restrict a ifecAlternative Set (TAS) consisting

of lambda expressions that differ only in their matrix poedes.

E.1 Some Remarks orOzge and Bozsahin (2006)

As stated aboveQzge and Bozsahin consider the pitch marker H* to be a piodadc-
tor. While the usage of the term ‘functor’ is just a descriptiabel, this is nevertheless
reminiscent of Steedman’s 1990 account of English infoionastructure (Steedman, 1990),
in which, pitch accents, not boundaries, were considerdoetéunctors. Later, Steedman
(2000a, 2000b) presented a modified account, in which pitclersts are considered to be
feature markers that operate by unification, and boundamgst@re considered to be part of
the string which are functors over such marked (or sometimesarked) utterance parts that
yield prosodic phrases.

Ozge and Bozsahin (2006) also state a that the H- markeih) (hight be a boundary
tone or it might be a part of the pitch accent, and further phmgical research is required to
decide between these alternatives.

Given the statement about H* being a prosodic functor aneémainty concerning some
prosodic markers such as H-, it appeared to me that Steedeetier proposal might be more
appropriate for Turkish. While personal communicationhvidr. Cem Bozsahin has revealed
that this wasn't their claim and that the term ‘functor’ wamly intended as a descriptive
label, nevertheless we shall briefly examine this possybili

Steedman’s 1990 paper with the title ‘Structure and Intonaih Spoken Language Un-
derstanding’ defines the following pitch accents to be forscbver boundary tones, as fol-

lows:
(188) L+H* := Theme/Bh
H* := Rheme/BI
Bh and Bl represent the category of the boundary tones. L+td*H* are defined to be

functors over such tones, to yield categories Theme or Rhexspectively.
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The following categories are assigned to the boundary tones

(189) LH% = Bh
LL% = Bl
LL = Bl

Interpolation of tunes over strings are modelled using gmolphic category (instead of

unification as in Steedman (2000a, 2000b)), and represastdte tone ‘0’
(190) O =X/X
Syntactic combination then is made subject to the followeggriction:

(191) The Prosodic Constituent ConditiorCombination of two syntactic categories via a
syntactic combinatory rule is only allowed if their prosodiategoriesalso combine.

(Steedman, 1990)

This principle has the effect of excluding certain derivai for spoken utterances that
would be allowed for the equivalent written senterceSor example, in Figure E.1, which
is adopted from Steedman (1990), the rule of forward contiposis allowed to apply to the

wordsFred andate, because the prosodic categories can combine (by funttppdication)
3

Fred ate
(L+H* LH%)
NP (S\NP) /NP
: fred s AXAy.atéxy
Theme /Bh Bh
M. f[fred]
Theme /Bh Bh
S/NP o°
: Ax.atex fred
Theme

Figure E.1. Parallel levels of surface and phonetic syntiat tvere assumed in Steedman
(1990)

The stipulation in (191) seems to have lead Steedman to amative formulation, and
finally abandon the idea of pitch accents as prosodic fusctesulting in the later account
in Steedman (2000a, 2000b). It is also possible to crititime1990 account by stating that

the assumption of monostratality requires a single levekpfesentation, but in Steedman

2 Steedman (2000a, 2000b) implements this restriction viication without having an additional syntactic
level of prosody.
3 The functional application of phonetic categories is navehin the figure but is assumed.
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(1990), there is a violation of the principle of monostrigyastronger than an extra level of
representation. It has an extra grammar, which we may aajptbsodic grammadt, which
functions as a constraint on the possible derivations ¢iedrby the main grammar. On the
other hand, not everyone working on CCG is comfortable wiige8man’s 2000 account
either. For example, regarding this later account, Kr@jff. and Vasishth S. (1997) state the

following:

Steedman subsequently makes a rather inelegant move, aselsrimundary
tones as empty strings, reminiscent of transformationaignar's empty cat-
egories. A boundary tone has a functional category, witheaization, that
combines with pitch accents. Important here is that the amitipn of a bound-
ary tone category with a pitch accent category allows forftheme / Rheme
distinction to be projected from pitch accents onto prosqdiirases.

On the other hand, it may be possible to argue that there igrieaievidence regarding
these boundary tones to be empty strings. For exarilge and Bozsahin (2006) state that
in Turkish H* LL% contour is prosodically ambiguous leaditgan information structural
ambiguity. They also state that a slight pause after the ¢hexsolves the ambiguity. This
evidence can be used as an example that shows that boundasy/sometimes actualbre
empty strings, and sometimes they are not (if we don’'t camsah audible pause to be an
empty string). Therefore, it can be said that Turkish presigdupport for Steedman’s 2000
account by having an intonation contour that has an ap@tgphysicalproperty, not some
theory-specific construct.

Whatever the truth may be, the difference between these itemative formalizations
of information structure have no bearing to the initiallyeinded subject matter of this thesis.
The relevance dbzge and Bozsahin (2006) to this thesis is that there asogiorestrictions
on the information structure of Turkish. The actual redgi@aor formalization details are im-
material. Also, the ideas presenteddage and Bozsahin (2006), whose CCG formalization
wasn't given can be formulated in a way compatible with Stegad (2000a, 2000b): Bound-
ary tones like LL% instead of pitch accents such as H* can sidered to be functors and
boundary tones such as LL% (and possibly others such as H8ir),(which may actually be
a boundary tone) can be considered as a part of the surfaug, stind this would not prevent

us modelling prosodic constraints such as the idea of tha foatctor causing flooring to its

4 Every published version of Steedman’s theory of Informat&iructure assume that the syntax and into-
nation structures of English are identical, and have theesgrmmmar; but nevertheless, the way it is formulated
in Steedman (1990) makes use of a separate lexicon of imonabntours. The principle of monostratality is
therefore nevertheless violated by having an extra gramwvhaoh has its own representational level.
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right. For example, following Steedman (2000a, 2000b’k t&insider H* to be a pitch accent
marking the word it falls on to be a rheme kontrast by makirgafsa minor syntactic feature
called INFORMATION. The subscrigp is meant to supply a value ehemeto this minor

syntactic feature.

b
(192) mayMUN ;=< N, : xmaymuh
H*

In (192), the diacritic *" marks Steedmanleontrast which distinguishes the parts of
an utterance that are contrasted with respect to the givack@ioound) information in the
discourse. Unlike theme and rheme, kontrast is a wordldeature.

Again following Steedman (2000a, 2000b), unmarked wordscansidered to be under-

specified for INFORMATION, as in (193).
b
(193) maymun =1 N : maymuh

Again, following Steedman (2000a, 2000b), these are nelatlgtmeant to be separate
lexical assignments for the wordaymun but rather considered to be the results of a speech
processing algorithm which takes words and morphemes fnenteiicon and modifies their
categories such that formulas as in (192) results, as apatepntonation markers are de-
tected together with the detection of words or morphemesdctwtan be considered to be
interdependent tasks.

The boundary tone LL% can be defined as in (194), or we couldilpigsrestrict this

boundary tone be a functor that applies to phrases that ateethas a rheme, as in (195).
(194) LL% =SB\ SPy A f.N
(195) LL% =SB\ SHp t AP f

The need to associate the boundary tones with syntactigarade of the forn8$ emerges
from the fact that INFORMATION features that are suppliedplitgh accents becomes an ob-
stacle to unification when the final syntactic categongsaefill be derived. The replacement
value, ¢, remedies this problem, because it is the same for both thmarked and rheme
marked categories. These lexical assignments, whichiass@rosodic boundaries with syn-

tactic constituents that can possibly coordinate are afefsom a theoretical point of view,

5 In a morphemic lexicon as in Bozsahin (2002) it would be mafile for morphemes, too.
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because such a strong parallelism between syntax and prastoacture is exactly what is
assumed to begin with.

Neither we nor Steedman himself is claiming that these &xassignments are actually
specified in the lexicon. The lexical assignment symbol &x) the power of CCG is being
used to model the behavior of the speech processor. Whathepéech processor might have
its own lexicon of intonation markers (and therefore exiseeofa grammar of prosody) is
an interesting question, though. We do not give a yes or neen® this question, other than
just noting that it is within the generative power of CCG ahdlttit is a reasonable way to
integrate the problem of speech recognition and that offargito a single spoken language
understanding problem, which is one of the main goals ofdtes (2000a, 2000b)

The identified theme markers L* H-, H*+L H- and L+H* L- can beviled into two
parts, one being the pitch accent related to theme (L*, H*rtl B+H*), and the other being
a compatible boundary event, such as H- or L-.

For example, the worthaymurbearing a theme marker can be defined as in (196), and the
boundaries H- and L- can be defined as in (197), or we can ékpliestrict these boundaries

to phrases marked as theme, as in (198):

b
(196) mayMUN =<1 Ng : *maymunh
L*
b
mayMUN =<1 Ng : *maymuh
H*+L
b
mayMUN =<1 Ng : *maymunh
L+H*
(197) H-, L- =S\ SH, : A f.n'f

6 Steedman (1990) actualtiid have such a separate grammar of prosody, which was abanbo&&sedman
(2000a, 2000b), and a unification-based mechanism is emglimgtead. In Steedman (2000a, 2000b) the pitch
accents such as H* are feature markers that contributerésata the unification mechanism, and the boundary
tones are part of the input string aade lexically specified functors which take an incomplete itonally
marked (or unmarked) phrase to yield a complete prosodiasehfwhich is either a rheme or a theme).

7 In Steedman (2000a), it is explicitly stated that the probté spoken language understanding would be an
easier problem if speech recognition and parsing is corgid® be a single integrated problem, which explains
why we have more than one lexical assignment for a single likeganaymurdiffering only in intonation markers.
The reason, we think, is that detecting whether a word beéggsss(i.e. the * marker in H*) or not would involve
considering harmonics above the fundamental frequency @Woch also incorporates information about vowels.
The implication is that detecting stress on a word and deigthe word itself is an interdependent problem. H
or L marker on the other hand, only refers to the FO level. Gpasts can be considered as ‘noise’ in the signal,
unrelated to FO, which may also have different physicaizetibns depending on whether the word or morpheme
bears stress or not.
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(198) H-, L- = S8\ S : A .0 f

Predictions of these categorial assignments would be lileaetphonetic markers can be
borne by and be interpolated by strings larger than a singlel MWhile Ozge and Bozsahin
(2006) states that these theme markers are prosodic phmaketfis not explicitly stated that
they cannot be borne by surface constituents larger thargiesiord. It should also be noted
that the assumed lexicon is morphemic (as in Bozsahin (2082d thus the concept @ford
has no particularly distinguished status from say, a caskenauch asACC or some other
inflectional suffix, and inDzge and Bozsahin (2006) there are example sentences dh whi
such a thematic marker is interpolated over a string bearioe than one lexical category.

One such sentence is (199), in which L* H- is interpolatedr get-di.

(199) (ev-e gel-di), (Ust-0-n0 cikar-di), (DUS-A gli).
L* H- L* H- H* LL%

Itis possible to restrict the application of these boundangs to words by requiring them
to apply to surface constituents bearing a lattice diacntarker equal to or less than n-case
(c) or s-person (s), as in (200), both of which are lower ttendiacritic borne by type raised
nouns {) in the lattice structure; and type raised nouns are eitberptete words, or more
complex surface constituents. The idea that the constgurarked by H- and L- cannot have

the lattice diacritid restricts their application to words.

(200) H-, L- =SB\ A f f
H-, L- ::%\é%:Af.n/f

In (200) the variableS$ ranges over the set of categories includignd all functions
into members ofs$ — that is, it includesSs, S/NP, and all verbs and type-raised arguments
of verb$, but not nouns and the like. Of course, there is no n-caseititiathat applies to a
category of type S, so tr@% in (200) is meant to be a feature of the corresponding NP when
the macrdS$ is expanded.

On the other hand, themecan be a surface constituent more complex than a word, and
therefore this approach is not sustainable. For that reasmatick to the category assignment

in (197), or (198).

8 For example, type raised nouns are included.
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The idea that the boundary tone LL% causes flooring to ite fghuld be easier to im-
plement if we had a separate phonetic grammar as in Steedt880)( but in the present
terms, we might assume a feature called ENDOFPLUT, with teammg ‘End of Planned
Utterance® in addition to the INFORMATION feature, and associate tlike with the LL%
boundary. In (201), the symbpis used to indicate an assignmentrofe to the feature END-
OFPLUT. We also assume that every pitch accent includingthtt(is, H*, L*, H+L* and
H*+L) and the boundaries except LL% implicitly have the w@falseassigned to ENDOF-
PLUT, albeit this shall be suppressed by the notation thatha# use. As an example we may
define H* as in (202)} meaning an assignment falseto ENDOFPLUT, but this is a detail
that can safely be suppressed in the notation used witheatieg a risk of misunderstanding.
When the category in (201) is combined with the one in (20R)plived feature assignments
can unify becauseis the value of the result category in (201), but H* is an argaotrio LL%.

If there are words after LL% in the utterance, they cannolyunith b if they bear a phonetic

marker, any of which, including the boundaries H- and L- (tottLL%) have the assignment
b. It follows that in this scheme the words after LL% can stéli the LL% marker at the end
of the utterance, but this does not seem to be a problem thaeee to avoid. If, neverthe-
less, we want to block such a derivation, then (203) can be imstead of (201), which has

an additional checking due toon the argument category.

(201) LL% =SBy, \SBy - A/

(202) mayMUN :=2 Np,; : smaymuh
H*

(203) LL% =SBy, \ S AP

As an example of how these category assignments work, enBidure E.2°, which

corresponds to the sentence (181).

9 The feature ENDOFPLUT, which we propose specifically forkTsin, is not present in any of Steedman’s
accounts of English information structure. We associai® fémture with the end of the intended utterance,
while considering the rest to be unintended but later disey additional material. Since Turkish is a verb-final
language, we think that it is safe to consider post-verbgliments to be a result of poorly planned utterance
generation. While we have not studied the question of whad kif psycholinguistic process might explain the
proposal that the end of a planned utterance (which is mdnkéd %) causes pitch flooring. Perhaps it's just that
prosodic markers are only available for well-planned pafrtm utterance. Since prosodic markers carry functions
relevant to the discourse structure (such as theme, rhednieatrast), it might be plausible to claim that any part
of an utterance that has a related part in the discourse virauiid the well-planned parts of an utterance, because
there are no lack of information about such utterance pHttitsere is no lack of information, probably there is no
reason as to way such parts should be poorly planned or reerethtater after the LL% boundary.

10 n Figure E.2, the meaning of the abbreviations are as fsliow stands fomonkeyap stands fompple
nd stands fonominativecase andéc stands fomccusativecase.
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With the category assignments mentioned in this secti@anphtonetic restriction regard-
ing the fact that H* LL% causes flooring to its right (i.e. (185s a stipulation that emerges
from the category assignment of pitch accents and boundasst that is, this restriction
is specified in the lexicon. Similarly (185ii) is also lexilgaspecified. Regarding (185iv),
there is nothing in the present lexical assignments thaefokH* to be prosodic phrase-initial.
(185v) could be lexically specified, but in the present teinis not. The ambiguity regard-
ing H* LL% can be modelled by assuming that some boundariesratistinguishable from
empty strings.

The claim in (186) (that in Turkish theme-kontrast precatiesheme) is obtained without
further stipulation, and is already implemented with thesent lexical assignments, because
it directly follows from the fact that the rheme contour (HE%) causes flooring, and the be-

havior of H* LL% with respect to flooring is implemented by theesent lexical assignments.

Regarding (187) (Turkish Epiphenomenal Word Order), thieviong facts can be noted:
(187a) (that an utterance which consists of rheme only isiplesif there is no kontrast)
follows from the ambiguity of H* LL%, (187b) (that a matrix gdicate is either part of the
rheme or it must follow the rheme) is implemented by the prelexical assignments without
further stipulation, (187c) (that any verb initial ordershthe matrix predicate as the rheme-
kontrast) is not implemented, because the idea that H* igatary is not implemented, but

it might be strongly associated with LL% for physical reas@see below). An alternative

maymun elma -Yl ye -di
* H- H* LL%

b
< Nno,&q S% \S% Q Nno <] Nan h \<] Np h (S \NPno) \Npac Q%\<15$ S% \S% b

)0

s :)\fe’(f) :ap D AX. kX AxAy.atéxy Af.f CAfP/(T)

T e
t
T /(T \NPnog.1) 2‘ Nac (<S \NPno) \NPxc
SN f (] xap i AXAy.atexy
T /(T \NPgc u)
A f[rap]
T/(T \NPno;pJ) (QS \NPno,pJ)
DAL f[xm]) : \y.at€xapy

t
(<]S(p,b \NPno,cp, 1)
p’'(Ay.até*apy)

IS,
(A [=n])) (0 (Ay.atexaply))
: atexap/xm

B-reduction

Figure E.2: The derivation for the sentence (181)

122



formulation might state that instead of H*, LL% is obligatoand that LL% is a functor
looking for H* (p-marker) in its left. The idea that LL% is obligatory might besociated
with the meaning of other boundaries. For example H- creatense of continuation (as in
(199)) even when it is borne by a matrix predicate. If a sezden supposed to end at all,
it must have a LL% somewhere. (187d) (that rheme contrastedes rheme background)
follows from the proposal that LL% is a functor that is loogifor ap-marked constituent in
its left. (187e) (that discontinuous themes are possitdeda no further stipulation because
it wasn't a stipulation irDzge and Bozsahin (2006) either. (187f) (that discontisudiemes
are not possible) can be obtained if LL% is associated withstead ofn, and H- and L-

is associated witl instead off, in (195), instead of (194), and as in (198) instead of (197)
because in that case the fact that discontinuous rhemeoapossible would follow from
the fact that no prosodic marking after LL% is possible, andheme before H* is possible
either, because the boundaries H- and L- would not be ablentdine with the rheme marker

H* to yield a prosodic phrase.

What remains to be explained is why LL% needs to have a streggcé@tion with H*:
that might follow from the fact that contours such as L* LL%gdaf* H- are indistinguishable
(or harder to distinguish) from the lack of a contour. All #ld contours involve a change
in pitch, as in L* H-, H*+L H-, L+H* L- and H* LL%. If the audibledifference between
H* and L* is involved in distinguishing between a rheme andente, it might be natural
to have a boundary tone that has a different fundamentaliémxy following such pitch ac-
cents. Steedman (2003) associates the boundaries L, LL%, With speaker responsibility
(modality [S]) and the boundaries H, HH%, and LH% with heaesponsibility (modality
[H]). Such lexical assignments might create the impresthian all pitch accent / boundary
combinations are possible (because each has a differenhrdétermining information struc-
ture) — but, if that were the case, there wouldn't be threfeifit boundaries associated with

modality [S], and three different boundaries associatet {i]; one would suffice.

The argument in the last paragraph creates the questionndsytthe pitch marker L+H*
isn’t also associated with LL%, but with L-, (which in turnejils a theme marker (L+H*
L-) identified inOzge and Bozsahin (2006)) as the fundamental frequency af b+H* is
audibly different enough from that of LL%Ozge and Bozsahin (2006) states that LL% is
more abrupt than boundaries marked with ‘-’. That is, théedénce between LL% and L- is
the speed of the change of FO: In LL%, FO drops more rapidly tha.-. In Figure 1 ofOzge

and Bozsahin (2006) (which is reprinted here as Figure Ei8)also seen that the rise in
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L+H* before H* is also a slow one, but nevertheless much fasi@n some of the curves that
distinguish H* from its environment (see Figure 1.c and 1.their paper). It follows that if
H* is marked by such a slow rise in FO, only a rapid FO fall as i#4.could make it audible.
That associates H* with LL% by physical necessity, and exis¢ of LL% in every sentence
might be a communicative necessity, as argued above, eothey possible boundaries such
as H- create a sense of utterance continuation.

While the account described here has the spirit of a typiglation proposal to an engi-
neering problem, namely that of integration of speech msiog with parsing, rather than a
purely linguistic account, it should be remembered that &utorain is be able to solve the

same engineering problem.
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