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ABSTRACT

A KNOWLEDGE-POOR PRONOUN RESOLUTION SYSTEM FOR TURH
Kiguk, Dilek
M.S., Department of Computer Engineering
Supervisor: Dr. Meltem TURHAN YONDEM

September 2005, 68 pages

This thesis presents a knowledge-poor pronoun resolutioensykir Turkish which
resolves third person personal pronouns and possessive psonbbe system is
knowledge-poor in the sense that it makes use of limited litiguénd semantic
knowledge to resolve the pronouns. As pronoun resolution propasdBnfjuages like
English, French and Spanish, the core of the system isoth&raints and preferences

which are determined empirically.

The system has four modules: sentence splitting, proasuraction, forming the list of

candidate antecedents and determination of the antectidakes a Turkish text as input
and rewrites this text with the considered pronouns reglawith their proposed

antecedents. In order to compare the success rate ofsteens two different baseline
algorithms are implemented. The original system iseteshgainst these baseline
algorithms on two sample Turkish texts from different sesircSome suggestions to
improve the success rate of the system and to extend the dohthim system are also

presented.

Keywords : Anaphora, Anaphora Resolution, Pronoun, PronowsoliR@on for
Turkish
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Oz

TURKCEICIN AZ BILGILI BIR ADIL COZUMLEME SISTEMI
Kigcuk, Dilek
Yiksek Lisans, Bilgisayar MuhendigiliBolumu
Tez Yoneticisi: Dr. Meltem TURHAN YONDEM

Eylul 2005, 68 sayfa

Bu tez, Gclncl ki kisi adillari ile dongliluk adillarini ¢ézimleyen, Tirkge icin az
bilgili bir adil ¢dézimleme sistemi sunar. Sistem, adill¢cézimlemek igin sinirh
dilbilimsel ve anlamsal bilgi kullanmasi acisindan agildir. ingilizce, Fransizca ve
Ispanyolca gibi diller icin verilen adil céziimleme oOnerilghi;gsistemin merkezinde,

deneysel olarak elde edilen sinirlamalar ve tercihler bulunur.

Sistemin dort moduld bulunmaktadir: ciimlelere ayirmal @a#tarma, aday gonderge
listesinin olgturulmasi ve gondergenin tespit edilmesi. Sistem, bir Turkgaingedi
olarak alir ve bu metni, gbz 6nine alinan adillar 6nerilen ggeter ile dgistirilmis
olarak yeniden yazar. Sistemingba oranini kaglastirmak igin iki farkli temel algoritma
gerceklstirilmistir. Asil sistem, bu temel algoritmalara karfarkli kaynaklardan iki
ornek metin (zerinde denemgtii. Sistemin bgari oranini iyilgtirmek ve alanini

gengletmek icin bir takim 6neriler de sunulgtur.

Anahtar Kelimeler . Artgonderim, Artgdnderim CoézumlemesgilATurkge icin

Adil C6zimlemesi.
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CHAPTER 1

INTRODUCTION

A word or phrase that refers to an entity that is meetd previously is called an anaphor
and this word or phrase that it refers to is callec@ntecedent. Anaphora is the situation
in which an anaphor exists. The most widespread type ayfheoma is the pronominal
anaphora which is realized by anaphoric pronouns (Mitkov 200B& process of

identifying the antecedents of anaphors is called anapesoiution.

Anaphora resolution is a commonly studied research afdatafal Language Processing
(NLP). It is crucial for many application areas of NltRluding information extraction,

guestion answering, and text summarization.

Several algorithms have been proposed for anaphora resdauntibalso there is ongoing
research on this topic. Most of these algorithms candssified as a member of one of
the two main categories. The first category comprisestalgorithms that use extensive
domain and linguistic knowledge, which can be termed as “dissdnarsed algorithms”
(Brennan et al. 1987; Strube 1998; Tetreault 1999). The algorithtine gecond category
are usually called “knowledge-poor algorithms”, since they usaiance-based strategy
based on syntax with limited usage of linguistic and domain knowl@degenedy and
Boguraev 1996; Baldwin 1996; Mitkov 1998; Palomar et al. 2001; Tanev amkgdWMit
2002; Trouilleux 2002). There are also other proposals for arephsolution that use

statistics, machine learning approaches or semantics.

In this thesis, we describe a knowledge-poor pronoun resolutidansyfer Turkish
which resolves third person personal pronouns and reflexive ymemahich refer to

proper person names in text.

The sequence of steps carried out by knowledge-poor proasalution algorithms are:



1. Identification of anaphors
2. Location of the candidates for antecedents

3. Resolution of the anaphor using constraints and prefesdiMitkov 2002)

In this system, a similar strategy for Turkish is usadorider for the system to identify
the personal and reflexive pronouns that refer to propasopeanames, the input text is

preprocessed to mark these pronouns before it is givep@stanthe system.

To locate the candidate antecedents and to determine theagwesand preferences for

Turkish, two empirical methods are carried out:

1. Manual analysis of a sample Turkish text

2. Questionnaire on native Turkish speakers

At the end of the manual analysis of the sample text, tHewlinlg information is

acquired:

1. The sentences from which the candidate antecedents eaetedtto carry out the
second step of the resolution procedure
2. Constraints and preferences to be used in the third dtepeoresolution

procedure

Constraints are used to filter the candidates that cdyathe antecedent of a pronoun.
The constraints for English include number and gender agreéent-command
constraints and selectional restrictions (Mitkov 2002). Amongethgender agreement is
definitely not applicable to Turkish since Turkish pronouns rid denote gender.
Number agreement is an applicable constraint to Tuekishis considered in our system.
At the end of the manual analysis of the sample Turkigh itdés found that c-command
constraints can not be applied directly to Turkish dubedknowledge-poor nature of the
system and the properties of the reflexive pronouns in SturkHowever, these c-
command constraints are modified and adapted to Turkish adiff@ent constraints,
namely, reflexive pronoun constraint and personal pronocomst@int. Selectional
restrictions is an applicable constraint to Turkish butesiit requires considerable

semantic knowledge, it is not used in this system. Therafoeeconstraints that are used

2



in the system are number agreement, reflexive pronourtraamisand personal pronoun

constraint.

The preferences for Turkish which are used to sort tlmairéng candidates are
guoted/unquoted text, recency, subject preference, riosin phrase (NP), nominal
predicate, repetition, punctuation, and antecedent of zermpn preferences. First NP
preference has already been used for Bulgarian (Tanewithdv 2002). Nominal
predicate preference is similar to the ‘existential leagjis’ preference used for English
(Lappin and Leass 1994; Kennedy and Boguraev 1996). Recencytioapeayntactic
parallelism and subject preferences are extensively usaddiffierent languages (Lappin
and Leass 1994; Mitkov 1998; Trouilleux 2002). During the empiricalysisa the
applicability of these preferences to Turkish is verifital. addition to these, three
preferences, namely, quoted/unquoted text, punctuation,raedealent of zero pronoun
preferences are determined empirically for Turkish. Amalg these preferences,
syntactic parallelism preference and subject preferemc@arused in the system since
they require knowledge; however, a special case of subjectrgmeée namely,
nominative case preference is described and used in tieensys questionnaire on native
Turkish speakers is carried out to verify that the caimds and preferences for Turkish
are valid. Statistical methods are used to determine titistigal significance of the
results of the questionnaire and the number of agresmeessary for a preference to

be considered as valid.

The implementation steps of the system are sentencéngpliextraction of the third
person pronouns and reflexive pronouns from the text, formintisthef candidates for
antecedents of each of the extracted pronouns, and deregntiird antecedent of each

extracted pronoun from left to right by applying constraints preferences.

In this study, our claim is that in Turkish texts, we gahsuccessful results in resolving
personal and reflexive pronominal anaphors that refer toeprpgrson names by

employing a knowledge-poor anaphora resolution approach.

We examine existing anaphora resolution algorithms and theiicapitity to Turkish.
We develop an anaphora resolution system for pronominal anekivefl anaphora
referring to proper nouns that employs a knowledge-poor apprrathcompare the

evaluation results of the system with a system that aseseline algorithm for Turkish



as well as with the results of existing anaphora resolwimiems implemented for

languages including English, Spanish and French.

In Chapter 2, some background information about anaphora resoéuttb pronouns in
Turkish is presented. Chapter 3 provides some background stutiies on anaphora
resolution. In Chapter 4, details of the empirical studiesTorkish are provided. In
Chapter 5, design and implementation of the pronoun resolutgiermsyfor Turkish is
described. Finally, Chapter 6 describes the testingtsesfithe system and in Chapter 7

these results are discussed.



CHAPTER 2

BACKGROUND

2.1. Anaphora and Anaphora Resolution

A word or phrase that refers to an entity that hiasady been introduced into the
discourse is called an anaphor. The entity that an anagieos to is called its antecedent.
The process of identifying the antecedents of anaphors lexd cahaphora resolution.
Anaphora is described as the cohesion which points back te poewious entity in a

discourse, where the pointing back word or phrase is thghanalf an anaphor and its
antecedent both refer to the same entity in the reddwtihney are called coreferential
(Mitkov 2002).

According to the form of the anaphor, anaphora can be divitedsix main groups,
namely, pronominal anaphora, lexical noun phrase anapheomar@phora, verb

anaphora, adverb anaphora, and zero anaphora.

Pronominal anaphoraccurs when the anaphoric word or phrase is a personal pronoun

possessive pronoun, reflexive pronoun, demonstrative pronourelatise pronoun.
Doctors examined the chiltheydecided to make an operation.

When pronoun is mentioned before the antecedent, thisiaitistalledcataphora
Beforesheleft the house, Mary turned off all lights.

Lexical noun phrase anaphor@ccurs when the anaphor is a definite noun phrase or a

proper name (Mitkov 2002).



Roy Keane has warned Manchester United he may snub their glaydited’s
skipperis even hinting that unless the future Old Trafford Packagetsnhis
demands, he could quit the club in June 2000. (Mitkov 2002)

One-anaphorais the case when the anaphoric expression is realized“bged noun

phrase.
If you like those books, you can takeewith you.

Verb anaphoraoccurs when then the antecedent of the anaphor is a verb.
Alice woke up early yesterday. 8l her brother.

Adverb anaphoraccurs when then the antecedent of the anaphor is an adverb.
John walked to the garden and statfeste

Zero anaphords the case when the anaphor is omitted but it is understood.
Mary left the house and began walking.

Some linguists also categorize anaphors according to thieig bethe same sentence
with their antecedents or not. According to this categaozagn intrasentential anaphor
refers to an antecedent which is in the same sentascthe anaphor, whereas an
intersentential anaphor refers to an antecedent whichasdifferent sentence from that
of the anaphor (Mitkov 2002).

2.2. Pronouns in Turkish

There are six types of pronouns in Turkish:
1. Personal Pronouns
2. Demonstrative Pronouns
3. Reflexive Pronouns
4. Possessive Pronouns

5. Interrogative Pronouns



6. Indefinite Pronouns
These pronouns are described in detail in the followintjosesc

2.2.1. Personal Pronouns

Personal pronouns in Turkish d@en(l), sen(you), o (he/shelit) biz (we), siz (you) and
onlar (they). Unlike languages like English, German and Frenchuikish, third person
singular pronoung, does not denote gender. The following example demonstrates the use

of personal pronouns in Turkish:
O, futbol macina gitti.
He football match-POSS-DAT go-PAST
‘He went to the football match.’

However, third person singular pronoun has the same morpholagy the
demonstrativeg (thaf), which is used as an adjective and should not be confustedt.wit

The example below shows demonstratiyayhich is used as an adjective, in a sentence:
Cocuk, 0o okula gitmedi.
Child, that school go-NEG-PAST
‘The child did not go to that school.’

Also, as will be explained below, third person singalad plural pronouns have the same

morphology with the demonstrative pronounghat) andonlar (those).

2.2.2. Demonstrative Pronouns

In Turkish, demonstrative pronouns ére(this), su (this or that)p (that),bunlar (these),
sunlar (these or those) andnlar (those). The following example shows the use of

demonstrative pronouns:
Su, gulzel bir ev.
That beautiful one house

‘That is a beautiful house.’



However, as in the case of pronominal pronoums,su and o can also be used in

adjectival positions. The following is an example of ttase:
Adam cocga o kitabi verdi.
Man child-DAT that book-ACC give-PAST
‘The man gave that book to the child.’

2.2.3. Reflexive Pronouns

Reflexive pronouns in Turkish have two forms, namddgndi (oneself) anckendisi

(oneself). In the following examplkendiis used as a reflexive pronoun:
Y&l adam aynada kendine bakti.
Old man mirror-LOC himself-ACC look-PAST
‘The old man looked at himself in the mirror.’

2.2.4. Possessive Pronouns

When added to the genitive case of a noun or pronoun, the pronaurital-ki makes a
possessive pronoun (Lewis 2000). The example below demonstratseagige pronoun

formed using the pronominal suffiki.
Awe’nin  ayakkabisi eski, Ayla’ninki yeni.
Ayse-GEN shoe-POSS old, Ayla-GEN-ki new
‘Ayse’s shoes are old, the ones belonging to Ayla are new’

2.2.5. Interrogative Pronouns

When question wordse (what), kim (who), nerede(where), andangi (which) are used
as pronouns, they are called interrogative pronouns. rAerrogative pronoun is

exemplified in the following sentence:
Bu kitabi kim ister?

This book-ACC who read-AOR?



‘Who wants this book?’

2.2.6. Indefinite Pronouns

There are many different forms of indefinite pronouns in iBlkkSome of the words
used as indefinite pronouns do@zisi(some peoplehiri (someone)herkes(everybody),

andkimi (some people). An example of indefinite pronouns is given below
Bazilar eve  gitmi
Some people home go-PAST

‘Some people went home.’



CHAPTER 3

LITERATURE SURVEY

In this chapter, we describe existing research on anapbsohution. In the first section,
we outline studies based on Centering Theory which are usialbd discourse-based
anaphora resolution algorithms. In the second section, werexgile proposals which
limit their use of linguistic and domain knowledge and theg@rihms are usually
termed knowledge-poor anaphora resolution algorithms. Firiallthe last section, we

describe some of the important studies related to anapbsolution in Turkish.

3.1. Discourse-Based Anaphora Resolution Algorithms

Centering Theory is one of the most influential theodesanaphora resolution. In this
section, we explore the studies that describe the Cegtétieory (Grosz et al. 1983;
Grosz et al. 1995) and a study on discourse structure (@nos3idner 1986) as well as
some important discourse-based anaphora resolution algorithemsate based on

Centering Theory.

3.1.1. Grosz, Joshi, and Weinstein [1983, 1995]

In their papers (Grosz et al. 1983; Grosz et al. 1995), Gloshj and Weinstein describe
Centering Theory which provides an explanation for local coherémca discourse.
Centering Theory is used extensively by many researchéis study anaphora
resolution. According to Centering Theory, each utteratfejn a discourse has a
backward-looking center, (@J), and a set of forward-looking centersy(l§) which
integrate this utterance to the discoursgULserves to link U to the preceding discourse,
while G(U) provides a set of entities to which the succeedingdise may be linked.
There exists a language-specific ranking of forward lookiegters, for instance, in
English; G list is ranked according to grammatical roles. The riggily ranked element

of the G list is the preferred center,C
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Three types of transitions exist across utteranceselya center continuation, center
retaining and center shifting. According to the relatigmshietween backward-looking
and preferred centers of consecutive sentences, one eftthasitions holds among the

sentences.

There exist two main rules of Centering Theory. The firl states that if any element of
Ci(U,) is realized by a pronoun in,4 then the @U,.;) must be realized by a pronoun
also. The second rule of the theory states that sequehaemtinuation are preferred
over sequences of retaining; and sequences of retaining laeegreferred over sequences
of shifting. The two centering rules along with the @dmirdering on the forward-looking
centers constitute the basic framework of center maragfefhese rules can explain a

range of variations in local coherence.

3.1.2. Grosz and Sidner [1986]

Grosz and Sidner describe a theory of discourse structwhkidh, discourse structure is
composed of three components, namely, linguistic streicintentional structure, and
attentional state (Grosz and Sidner 1986). Linguistic struatorsists of discourse
segments that the utterances in a discourse form. Intensiatea is used to describe the
discourse-relevant purposes of each linguistic segmedtsetationships between these
purposes. Attentional state records the objects, propeatigl relations that are salient at
each point of discourse. This theory of discourse streidgairimportant for anaphora
resolution, because entities in attentional state ar@lyghe best candidate antecedents

for the anaphors in a discourse.

3.1.3. Brennan, Friedman, and Pollard [1987]

Brennan, Friedman and Pollard developed an algorithmrfaroun resolution in English
by using the constraints and rules of Centering Theoryn(@2ne et al. 1987). They
extended the Centering framework by distinguishing between sahifthand rough-
shift. In the original Centering theory, a shift occurs wiseccessive £ are not the
same, whereas; in this work of Brennan and colleaguesnamth-shift occurs when
Cu(Un) # Cp(Un-) and G(Uy) = Gy(Un) and a rough shift occurs whep(Qy) # Co(Un.1)
and G(Uy) # Cy(Un). Transition orderings with this extension is as folloeantinuing >

retaining > smooth-shift > rough-shift.
The pronoun resolution algorithm using this extended Centeringefvark is as follows:
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1. Generate possible,€C; combinations which are called anchors.
2. Filter by constraints and rules of Centering Theory

3. Rank by transition orderings.

3.1.4. Strube [1998]

Strube proposes a model to describe the attentional dtale diearer in a discourse
(Strube 1998). The model is similar to Centering Theory bundibles incremental

processing of utterances which is a property lackinchénGentering theory. Strube’s
model consists of one construct called S-list, which isstaof discourse entities. It

contains some discourse entities in the current and preutterance. The elements of
the S-list are ranked according to their utterance and ble&ig hearer-old, mediated or
hearer-new discourse entities. Hearer-old discourseesndite favored over mediated and
hearer-new discourse entities, and mediated discourseegrdite favored over hearer-

new discourse entities.

Steps of anaphora resolution algorithm using S-list are:
1. If areferring expression is encountered
a. If itis a pronoun, test the elements of the S-listhi given order until
agreement constraints, binding and sortal constraiatsaisfied.
b. Update S-list; the position of the referring expression under
consideration is determined by the S-list-ranking critefdidich are used
as an insertion algorithm.
2. If the analysis of utterance U is finished, remove akkdalisse entities from the

S-list, which are not realized in U.

3.1.5. Tetreault [1999]

Tetreault presents a pronoun resolution algorithm basedembtettihg Theory, which
performs better than the algorithm proposed by Brennah éBFP) in 1978 (Tetreault
1999). This algorithm, namely, Left-Right Centering (LRiS)proposed since BFP lacks
in incremental processing of pronouns and generating andnijtehie elements of
forward-looking centers causes a computational overhead in IBEP algorithm works
by searching for the antecedent in the current sentiricdpes not find an antecedent; it

searches the previous Cf-lists left-to-right for an eedient.
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Tetreault compares his algorithm with the algorithms propdsgedHobbs (1977),
Brennan et al. (1987) and Strube (1998), in addition to a bas#joréttam which favors
the most recent noun phrase. The results of these ceomamreveal that LRC and
Hobbs’ algorithms perform better than the other algoriter@mined. In the paper, it is
stated that, these results are obtained since bothithlge search for referents
intrasententially and then intersententially, and theycke#or their respective data

structures in a salience-first manner.

3.2. Knowledge-Poor Anaphora Resolution Algorithms

Knowledge-poor anaphora resolution algorithms are the algorithnah wlbi not use too
much linguistic and domain knowledge to resolve the anaphorsepssted in (Mitkov
2002), the pressing need for the development of robust and inesgeakitions to meet
the demands of practical NLP systems encouraged manyalesesato move away from
extensive domain and linguistic knowledge and to embark ins@a knowledge-poor
anaphora resolution strategies. In this section, we ssldi@o important anaphora
resolution algorithms which influence knowledge-poor algorithms (HA®iFS; Lappin
and Leass 1994), and then we describe some of the mostnealih knowledge-poor

proposals.

3.2.1. Hobbs [1977]

In his paper (Hobbs 1977); Hobbs describes two approaches to progsmiution in
English. The first one is a simple, efficient, but nailgodathm working on the surface
parse trees of the sentences in the text. His second appsoa complex semantic one

which uses semantic analysis.

In the naive algorithm, surface parse tree of each senietice input text is used. This
tree exhibits the grammatical structure of the sentelitb®ut permuting or omitting any
of the words in the original sentence. The algorithmerses the surface parse tree in a
left-to-right depth-first manner looking for a noun phrase haf torrect gender and
number. One hundred consecutive examples of pronouns framoéabree different
texts were examined to test the performance of the ndig@ritam. Overall, the
algorithm worked in 88.3% of the cases. The algorithm togettidr selectional
constraints worked 91.7% of the time. Jerry Hobbs' naive appragcains one of the
most influential works in the field and frequentlynsss as a ‘classical’ benchmark for

evaluating current proposals (Mitkov 2002).
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The semantic approach is based on semantic operatidndimgcdetecting intersentence

connectives, predicate interpretation, knitting, and identfgntities.

3.2.2. Lappin and Leass [1994]

The algorithm proposed by Lappin and Leass is called Rasolof Anaphora Procedure
(RAP) and is based on measures of salience derived frontsystaucture and a simple
dynamic model of attentional state (Lappin and Leass 1994h iBtrasentential and

intersentential pronouns can be resolved using RAP.

When a pronourit does not refer to anything specific, it is termmdonastic(non-

anaphoric) (Mitkov 2002) as in the example:
It must be acknowledged that the truth was concealed.

Lappin and Leass’s algorithm, RAP, identifies pleonastic pros@nd does not attempt

to resolve these pronouns.

During the resolution procedure, by using morphological and simfdigrs, some of the

candidate noun phrases (NPs) are filtered out, andimamacandidates are assigned
salience measures according to predefined salience fgpts. The candidate with the
highest salience value is selected as the antecedensaliéwece factor types used in this

algorithm are:

1. Sentence recencyThis factor gives preference to the candidates in recent

sentences.
2. Subject emphasighis preference is given to the NPs at subject positions

3. Existential emphasisThis preference is given to the predicate nominals in

existential constructions.
4. Accusative emphasi$his preference is given to the direct objects.

5. Indirect object and obliqgue complement emphastas preference if given to

indirect objects and obliqgue complements.

6. Head noun emphasighis preference is given to the NPs which are not contained
in other NPs.
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7. Non-adverbial emphasisThis preference is given to the NPs which are not

contained in adverbial prepositional phrases (Lappin and L1&$=8.

RAP is tested on 360 pronoun occurrences which were randorabteskfrom a corpus
of computer manuals containing 1.25 million words. The suce¢ef the algorithm is
86%, with 72% success rate for intersentential pronouns88fa for intrasentential

pronouns.

3.2.3. Kennedy and Boguraev [1996]

Kennedy and Boguraev’'s anaphora resolution algorithm is extemdechodified version
of Lappin and Leass’s (1994) algorithm (Kennedy and Boguraev 1998)s lalgorithm,

a set of discourse referents is generated where eacbudis referent contains
information about itself and the context in which it appedtse absence of explicit
information about configurational relations is the crucialfedénce between this
algorithm and Lappin and Leass’s algorithm. Configurationalrinébion is used in
Lappin and Leass’s algorithm both in the determination ofstilieence of a discourse
referent (as in the case of head noun emphasis or norbadvemphasis) and in the
disjoint reference filters (as in syntactic filter oropoun-NP coreference). In Kennedy
and BoguraeVv's algorithm, each discourse referent conitefimsnation about itself and
the context in which it appears, the only information abtsutelation to other discourse
referents being in the form of precedence relations (asaitetl by the text position)
(Mitkov 2002).

In this algorithm, coreference is represented in tewhsequivalence classes of
anophorically related discourse referents which aledatoref” classes. Coreference is
determined by first filtering out those discourse refertms does not pass the agreement
and disjoint reference filters and then selecting thetrealient discourse referent after
applying salience measures. The salience factor types nusiee algorithm are sentence
recency, context emphasis, subject emphasis, existenjahasis, possessive emphasis,
accusative emphasis, indirect object emphasis, obligoplement emphasis, head noun
emphasis and non-adverbial emphasis. The algorithm introtuoasew salience factors
in addition to the salience factor types of the alparipproposed by Lappin and Leass’s
(1994):
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1. Context emphasisThis preference is given to the NPs that are in the same

discourse segment as the anaphor.

2. Possessive emphasihis preference is given to the NPs whose grammatical

function is possessive (Kennedy and Boguraev 1996).

After the resolution of a pronoun, this pronoun is added to ttef class of the discourse
referent which is the antecedent of the pronoun and thenealof this coref class is

recalculated.

The algorithm is tested on 27 texts taken from differentager231 of 306 third person

pronouns were correctly resolved; therefore, the sucatssf the algorithm is 75%.

3.2.4. Baldwin [1996]

In his work (Baldwin 1996), Breck Baldwin describes a highisi@a pronoun resolution
engine called CogNIAC. This resolution engine resolves a sabsetaphors that do not
require general world knowledge for successful resolutionitargdolves pronouns only

if their antecedents are not ambiguous.
The rules that CogNIAC uses are:

1. Unique in discourself there is a single possible antecedéernh the read-in

portion of the entire discourse, then pics the antecedent.

2. Reflexive Pick nearest possible antecedent in read-in portion oémusentence

if the anaphor is a reflexive pronoun.

3. Unigue in current + prior If there is a single possible antecedeirt the prior
sentence and the read-in portion of the current sentéher, picki as the

antecedent.

4. Possessive prdf the anaphor is a possessive pronoun and there is a skagle
string matchi of the possessive in the prior sentence, then pias the

antecedent.

5. Unigue current sentencéf there is a single possible antecedeint the read-in

portion of the current sentence, then piels the antecedent.
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6. Unigue subject/subject pronoutf the subject of the prior sentence contains a
single possible antecedentand the anaphor is the subject of its sentence, then

pick i as the antecedent (Baldwin 1996).

In order to compare the algorithm with Hobbs’ naive algorittwo, lower precision rules
are added to the original system for comparison reasons, tthies are Ch-picking and

pick most recent:

1. Chb-picking If there is a Ch in the current finite clause that is also a candidate

antecedent, then pidlas the antecedent.

2. Pick most recentPick the most recent potential antecedent in the(Baddwin
1996).

In CogNIAC, above rules are tried beginning from the firghtolast and if an antecedent

is found, the other rules are not tried.

The algorithm correctly resolves 232 of the 298 of the persopalpns in a sample

narrative text, so, the success rate of the algorithm.894.7

3.2.5. Mitkov [1998]

Mitkov presents a robust, knowledge-poor approach to resolvimgppns in technical
manuals (Mitkov 1998). The algorithm takes as input the text pregmeddy a part-of-
speech tagger. In this approach, when a pronoun is encediitihe input text, the noun
phrases from the current and the two preceding sentencexteseted as candidates.
Some of these candidates are eliminated by gender ancenagneement filters. Mitkov
uses the term “antecedent indicators” to denote the preterates. After the application
of the agreement filters, genre-specific antecedentamalis are applied to the remaining
candidates and the candidate noun phrase with the highesgatggscore is declared as

the antecedent.

Mitkov does not consider cataphora in this approach and nomer@agpleonastic)
occurrences of “it” are eliminated by a referentidtef before the resolution process

begins.

The antecedent indicators of Mitkov's approach are:
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Definiteness Definite noun phrases in previous sentences are nikety |

antecedents of pronominal anaphors than indefinite ones.

Givenness Noun phrases in previous sentences representing the "given

information” (theme) are deemed good candidates for antasede

Indicating verbs If a verb is a member of the Verb_set = {discuss, ptesen
illustrate, identify, summarise, examine, describe, dehew, check, develop,

review, report, outline, consider, investigate, explorsess analyse, synthesise,
study, survey, deal, cover}, the first NP following it @nsidered as the preferred

antecedent.

Lexical reiteration Lexically reiterated items are likely candidates for

antecedent.

Section heading preferendéa noun phrase occurs in the heading of the section,
part of which is the current sentence, then it is comsil@s the preferred

candidate.

“Non-prepositional” noun phrasesA "pure", "non-prepositional” noun phrase is
given a higher preference than a noun phrase which is partpoépositional

phrase.

Collocation pattern preference This preference is given to candidates which
have an identical collocation pattern with a pronoun. Thieaadion preference
here is restricted to the patterns “noun phrase (pronoury, &ad “verb, noun

phrase (pronoun)”.

Immediate referenceln technical manuals the "immediate reference" clue can
often be useful in identifying the antecedent. The heusistised is that in
constructions of the form “...(You) (MNP ... con (you) Yit (con (you) \4 it)”,
where cond {and/or/before/after...}, the noun phrase immediatetgra¥; is a
very likely candidate for antecedent of the pronoun “it” immedyafollowing

V, and is therefore given preference.

Referential distancen complex sentences, noun phrases in the previous clause

are the best candidate for the antecedent of an anapha sulbsequent clause,
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followed by noun phrases in the previous sentence, then hys situated 2

sentences further back and finally nouns 3 sentencegifinaick.

10. Referential distancdn complex sentences, noun phrases in the previous clause

are the best candidate for the antecedent of an anapha sulbsequent clause,
followed by noun phrases in the previous sentence, then hys msituated 2

sentences further back and finally nouns 3 sentencegffiraick (Mitkov 1998).

The success rate of the algorithm on technical manuals is 8BuiBbautomated version
of Mitkov's anaphora resolution system is called MARS KelNts Anaphora Resolution
System) (Mitkov et al 2002).

3.2.6. Palomar et al. [2001]

In this work, an algorithm for identifying noun phraséeaedents of personal pronouns,
demonstrative pronouns, reflexive pronouns, and omitted pronourts fa@mouns) in
Spanish is described (Palomar et al. 2001). Algorithm contfallewing main
components: identification of the type of the pronoun, comssra(morphological
agreement (person, gender, and number), syntactic conditiansNP-pronoun

noncoreference, and preferences.

Syntactic constraints are based on c-command and minowelgng-category

constraints. To obtain the different sets of preferenaesraining corpus is used to
identify the importance of each kind of knowledge that iglusehumans when tracking
down the NP antecedent of a pronoun. The antecedentshopeamwun in the text were
identified, along with their configurational charactecstivith reference to the pronoun
and how often each characteristic is valid for the smiutif a particular pronoun is
determined. The order of importance was determined BY $iorting the preferences
according to the percentage of each configurational chaisdictethat is, preferences

with higher percentages were applied before those with Ipareentages.

In evaluation phase, algorithm is tested on both techniaalials and literary texts. Over
literary text corpora, the algorithm attained a success fax anaphora resolution of
76.8%.
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3.2.7. Tanev and Mitkov [2002]

The study presents the development and implementation othiteature for language
processing in Bulgarian called LINGUA, which includes mledufor POS tagging,
sentence splitting, clause segmentation, parsing, and aaapdeplution (Tanev and
Mitkov 2002). LINGUA uses knowledge-poor, heuristically based rilgns for

language analysis, in this way getting round the lacksafurees for Bulgarian.

Anaphora resolution module of LINGUA resolves third-persasqal pronouns, and is
an adaptation of Mitkov's robust, knowledge-poor multilingual apgroahose latest

implementation is referred to as MARS.

The preferences for Bulgarian which have positive saosed in the pronoun resolution
module of LINGUA are: first noun phrases, indicatingbgerlexical reiteration, section

heading preference, collocation match, immediate referesarjuential instructions, term
preference, selectional restriction pattern, adjectM®, and name preference. The
preference which has a negative score is prepositionah phrases, that is, NPs
appearing in prepositional phrases are assigned a scdreTafio preferences, referential

distance and indefiniteness may increase or decrease dataiglscore.

3.2.8. Trouilleux [2002]

In this paper, Trouilleux presents a robust system towesalsubset of pronominal
expressions in French (Trouillux 2002). This system implenmestsategy similar to the

one used in Lappin and Leass’s RAP algorithm.

General strategy that is followed in this system is:astit analysis of the input text with
identification of non-anaphoric pronouns, building a set of ptessantecedents,
discarding some of them based on a set of constraints;ingdantecedents to one based
on a set of ordered preferences. Anaphoric NPs, NPs dem@ofiegson or organization,
NPs at subject positions, NPs occupying the same functithe abject pronoun and NPs
which are closer to the pronoun in intrasentential oy are given preference by the

system.

The results of this system shows that the preferenceufiject antecedent is stronger in
intersentential anaphora than in intrasentential amaptaonfirming two observations
already made by Baldwin (1995) and Tetreault (2001).
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3.3. Studies Related to Anaphora Resolution in Turk  ish

There exist studies concerning different aspects of anagmt anaphora resolution in
Turkish. These studies include the research on overzerndrepresentations of anaphora
in Turkish (En¢ 1986; Erguvanli-Taylan 1986), situation seroanfipproach to
pronominal anaphora in Turkish (Tin and Akman 1994), discourmehana in Turkish
from the perspective of Centering Theory (Turan 1995), resaluf dropped pronouns
in Turkish (Turhan-Yéndem an§lehitgslu 1997), and anaphora generation in Turkish
(Yuksel and Bogahin 2002).

3.3.1. Eng [1986]

In her study (En¢ 1986); En¢ states that there are two kihdéscourse anaphora in

Turkish, namely, pronominal and zero anaphora. Accordigitatudy, the choice of the

type of anaphor depends on whether the topic of discouns&iigained or a new topic is

introduced. If a new topic is introduced into the discauese overt pronoun is used,

whereas if the topic is maintained zero anaphor is usedalBo@rgues that another use
of overt pronouns is to contrast the referent of the promatmthe referent of another

NP.

3.3.2. Erguvanli-Taylan [1986]

In her work on pronominal versus zero representation of aramadiurkish (Erguvanli-
Taylan 1986), Erguvanli-Taylan emphasizes that Turkishi@mmpronominal and zero
representations of anaphora to convey coreference. Cotéatingnvith another NP can
be expressed by three situations: zero anaphora, pronomiaphaa or, zero or

pronominal anaphora.

When the presence of a pronominal anaphora signals disfecemce, zero anaphora is
essential. In cases where zero anaphora makes thecgentggrammatical, pronominal
anaphora is obligatory. In conjoined structures with tlaharic expression being a non-
subject of the second sentence in the conjoined structure, thihpronominal or zero

anaphora may be used.

In the study, it is also emphasized that discourse xbdttermines the interpretation of

anaphoric expressions when the anaphoric relations extend beyamdaries.
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3.3.3. Tin and Akman [1994]

Tin and Akman describe an approach to anaphora resolutiurkish in the framework
of situation semantics (Tin and Akman 1994). The computationatonment they use is

called BABY-SIT which is a framework employing situatithreoretic constructs.

According to situation theory (Devlin 1991), individuals, progsttirelations, spatio-
temporal locations, and situations are the basic ingrediArdiscourse situation involves
the expression uttered, its speaker, the spatio-tempordioloed the utterance and the
addressee(s). The utterance of an expression constraingothte in a certain way,
depending on how the roles for discourse situations, connectindstha described
situation are occupied. In interpreting the utterance oéxipeession in a context, there is
a flow of information, partly from the linguistic form emt®d in the expression and
partly from the contextual factors provided by the utterancetwitud he meaning of the
expression and hence its interpretation are influenced tgr dactors such as stress,
modality, and intonation. However, the situation in which eRpression is uttered and
the situation described by this utterance seem to playntdst influential roles (Tin and
Akman 1994).

3.3.4. Turan [1995]

In her study, Turan studies three important issueterkta discourse anaphora in Turkish
from the perspective of Centering theory (Turan 1995). Thst fissue is the
determination of the noun phrases that contribute to tHstG@f Turkish. It is shown that
nonreferential expressions as well as referential expresserve as antecedents to
pronouns. The second issue is the factors that affecatiéng of the Cf-list in Turkish.
Unlike English in which Cf-list is ranked according to graamical roles, it is stated that
Cf-list is ranked according to thematic roles in TurkiEhe third problem is to determine
the discourse functions of overt pronouns, zero pronouns andMslifNsubject position
in Turkish. The discourse functions of null vs. overt pramsous. full NPs and the way in

which they pattern in Centering transitions are discusstt study.

3.3.5. Turhan-Yondem and $ehito glu [1997]

Turhan-Yondem andehitaslu describe intrasentential resolution of Turkish dropped
pronouns in a phrase-structure grammar (Turhan-YondemSahitigslu 1997). They

state that the resolution scheme for dropped pronouns deperitie constituent order.
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Resolution rules for different surface orders and an impieation for an HPSG based

parser are introduced.

The following rules are used in the system developed:
* Nominal objects preceding the dropped pronoun are candidatedants.
» If the dropped pronoun belongs to the first NP of the seatdollowing nouns
are candidate antecedents.
 Nominal objects in the post-verbal position are candidatecadents of any
dropped pronon before the verb.

* Relativized nouns cannot be antecedents of the droppedumsn

It is also stated in the study that semantic cluesarimportant as the surface order since
native speakers eliminate most of the ambiguities siaadly by their knowledge about
the world and the objects and therefore it is essenimfprtant to take semantics into

account for producing only valid ambiguities.
3.3.6. Yuksel and Boz gahin [2002]

In this study on contextually appropriate anaphora generatiorurikish, Yiksel and
Bozsahin describe a reference planning system, the goal ohvidito retain, drop or
replace the full NPs in the generation so that the resuttisgpurse is quite natural
(Yuksel and Bogahin 2002). The system uses a set of rules for binding redatiod
Centering Theory to model local and nonlocal reference. Lafatence is planned by
binding rules. According to the binding rules, the anteced#ntsflexive pronouns must
be in the so-called local domain, whereas the antecedeptrsainal pronouns must be
outside the local domain (Mitkov 2002). In the system, nonlocalafe is planned by

an interaction of binding and centering rules.

Pro-drop is the situation where pronominal subjects, objectspexifiers of possessive
NPs are dropped (Yuksel and Bahin 2002). In the anaphora generation system, pro-

drop is handled at the final stage of reference planning.

The system is tested as part of a machine translaggters and also as a stand-alone
system. The success rate of the system is found as Hgh is comparable to existing

anaphora generation systems proposed for languages sibmase.
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CHAPTER 4

ANALYSIS: EMPIRICAL STUDIES ON TURKISH

To our knowledge, there exists no knowledge-poor pronoun resolutitensyproposed
and implemented for Turkish. In order to implement sushsaem, the strategy employed
by most of the knowledge-poor proposals for languages othefl tirétish, will be used..

As described in Mitkov (1998), these systems use the follostiagegy:
1. Identification of anaphors
2. Location of the candidates for antecedents
3. Resolution of the anaphor using constraints and prefesenc

The pronoun resolution system for Turkish will attempt tolkes only the third person
pronouns and possessive pronouns which refer to propmsmpeames. Therefore, in the
first step, the system will identify only these pronouns witicattempt to resolve later. In
order to carry out the second step, the number of sentiEnoesvhich the proper person
names will be extracted should be determined, and siyitarperform the last step, the

constraints and preferences for Turkish should be detedni

Empirical studies should be carried out to determine thébauwf sentences to consider
when extracting the candidates and the constraints andrgnefs for Turkish. For

analysis, two methods are used:
1. Manual analysis of a sample Turkish text

2. Questionnaire on native Turkish speakers to verify the firsdiofgthe manual
analysis.
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4.1. Empirical Analysis on a Sample Turkish Text

An empirical study on a Turkish child narrative (llgaz 2008adarried out in order to
determine necessary information related to pronoun resoliniohurkish. This text
consists of 8647 words and 455 third person personal and posgmssieeins. This
study helped us determine the distance of sentences frorh tht@ccandidates will be

extracted as well as the constraints and preferencdsifkish.

First question is “what will be the distance to seaimhthe antecedent?”. The study
shows that 7% of the pronouns in the text have their anteceéddghts same sentence as
the pronoun, 61% of the pronouns have their antecedents ineieys sentence, 9% of
the pronouns have their antecedents in two sentencesaratck% of the pronouns have
their antecedents in three sentences back of the sew@megning the pronoun. That is,
totally antecedents of 81% of pronouns in the text have émbacedents in the current
sentence or in previous three sentences. Going further da@ek not increase this
percentage too much; therefore we consider only those progenpsmes in the current
sentence and three previous sentences as the candiddtesdatecedent of an extracted

pronoun.

The constraints and preferences that are determinedgtout the study are described

below.
4.1.1. Constraints

A constraint defines a property that must be satisfiedriter for any candidate to be
considered as a possible solution for the anaphor (Palomar Z0&tfore, constraints
are used to discard those candidates that cannot bentbeedent of a considered

pronoun.

Constraints are applied before preference rules duringpproresolution to decrease the
number of candidates. After the application of the comssaf the number of candidates
is decreased down to one, preference rules will not be néededused. Otherwise, the

preference rules are applied to find the antecedent.

Constraints that are proposed for English include nundrel gender agreement,

selectional restrictions, and c-command constrainttk@vi2002).
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Number and gender agreement requires that the pronouheadtecedent must agree in
number and gender. Number agreement is applicable to Tuhdskever; gender

agreement is not applicable since the third person pronoun dodsrote gender.

Selectional restrictions require that semantic retstris that are applicable to the anaphor
should apply to the antecedent as well (Mitkov 2002). This anstis applicable to
Turkish but since it requires considerable semantic knowjatgenot implemented in

the system.

C-command constraints are syntactic constraints on how pbuases may corefer,
which are imposed by Binding Theory (Chomsky 1981; Chomsky 1@®pmmand
relation can be described as follows: A nddle-commands a node if and only if
(Mitkov 2002):

1. Adoes not dominate
2. B does not dominat&
3. The first branching node dominatidgalso dominateB.

One of the c-command constraints is that a reflexive amaphst be c-commanded by
its antecedent and another c-command constraint is thedn@un cannot refer to a c-
commanding NP within the same local domain. C-command caonisteae applicable to
Turkish; however, due to the knowledge-poor nature of the syshey are adapted to
Turkish as two constraints: reflexive pronoun constraidtarsonal pronoun constraint.

Details of these constraints are provided in the followeagisns.

As a result of the empirical study on the sample Turkesti, tthe following four
constraints for Turkish are found to be applicable tokiBar and they are explained in

detail below:
1. Number agreement
2. Reflexive pronoun constraint
3. Personal pronoun constraint

4. Selectional restrictions
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41.1.1 Number Agreement

Number agreement requires that the anaphor and itseaetgcmust agree in number.
The constraint is applicable to many languages including En@isanish and French. It
helps filtering out plural candidates when a singular pronisuto be resolved and

similarly, filtering out singular candidates when resaj plural pronouns.

Ayse okula gitti. [Ahmet ve Fatmajnu gordi/Jx Ona

el salladilar.

Ayse school-DAT go-PAST. Ahmet and Fatma she-DAT seelP&&e-ACC
hand wave-PAST-PERS

‘Ay se went to school. Ahmet and Fatma saw her. (They) waaned to her.’

41.1.2 Reflexive Pronoun Constraint

This constraint is an adaptation of c-command conssraised in many anaphora
resolution algorithms. The constraint is adapted as foltowse utilized with minimum
amount of knowledge: reflexive pronoun constraint requires ttatantecedent of a

reflexive pronoun is the closest candidate to the pronoun.
Ali; kendine glvenir.
Ali  himself-DAT trust-AOR
‘Ali trusts himself.’

In Turkish, there are two forms of reflexive pronouns hbaif which denote
himself/herself/itselfkendiandkendisi However, our empirical studies show that there is
a slight difference between these two forms. When thexieél pronoun is in the form of
kendi the antecedent is the closest candidate to the anapfteveas if the reflexive
pronoun is in the form okendisj if there is only one candidate in the considered
sentence, that candidate is proposed as the anteeedienthe case dfendi if there are
multiple candidates in the considered sentence, among the atmsdide most probable

antecedent is the one which is closer to the beginning sktitence.
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Ayla, Fatmanin kending guvendini bilir.
Ayla, Fatma-GEN herself-DAT trust-NOM-POSS-AC@Gol-AOR

‘Ayla knows that Fatma trusts herself.’

Ayla Fatma/nin  kendising guvendini bilir.
Ayla, Fatma-GEN herself-DAT  trust-NOM-POSS-AG@ow-AOR
‘Ayla knows that Fatma trusts herself (her).’

4.1.1.3 Personal Pronoun Constraint

Personal pronoun constraint requires that in a simpdekence, sentence with only one
clause, the antecedent of a personal pronoun cannot exl® same sentence as the
pronoun. It filters out the candidates in the simplex semteontaining the considered

personal pronoun.
Ayse  onuy gordu.
Ayse she-ACC see-PAST
‘Ay se saw her.’

In our study on the Turkish narrative, we see that among theréBbuns, 417 of them
are personal pronouns. Among these 417 personal pronouns, only 10¢Rthésth have
their antecedents in the same sentence as the anajplcertt8s percentage is low, in our
system, we decided to make use of this constraint withoekittethe sentences’ being
simplex or not. In other words, if the considered pronoua [sersonal pronoun, the
candidates in the same sentence with the pronoun aredilbut due to personal pronoun

constraint.
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41.1.4 Selectional Restrictions

Selectional restrictions constraint requires that pronadrita antecedent must satisfy the
same semantic properties. If this constraint is applieose candidates which do not

possess the semantic property of the pronoun are filbeited

Zehra sessizce bekliyor, Ayjarki soyliyordu. Herkes

onun sesini duydu.

Zehra silently wait-PROG-PAST, Ayla song sing-PRB&ST. Everybody
she-GEN voice-POSS-ACC hear-PAST.

‘Zehra was waiting silently, Ayla was singing. Everybodyrhddzer voice.’

In this example, since somebody who is silent cannot be ,hsalettional restriction

filters out the candidatéehrawhich cannot be the antecedent of the pronoun.

Since this constraint requires considerable semantic kdgejet is not used in the

knowledge-poor system for Turkish.

4.1.2. Preferences

In knowledge-poor systems, after the application of the constrgireferences rules are
used to sort the remaining candidates. Each preferafecagually has a score associated
with it which is added to the scores of the candidates gatisthe preference to

determine the overall score of a candidate. At the end sfptfticedure, the candidate

with the highest total score is proposed as the antecedent

At the end of the empirical study on the representative Triét, the following

preference rules are determined for Turkish:
1. Quoted/Unquoted Text Preference
2. Recency Preference
3. Subject Preference

a. Nominative Case Preference
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4. First Noun Phrase Preference

5. Nominal Predicate Preference

6. Repetition Preference

7. Punctuation Preference

8. Antecedent of Zero Pronoun Preference

9. Syntactic Parallelism Preference

Some of these preference rules had already been uskdowiedge-poor anaphora
resolution systems for other languages. For instanceNigireference has already been
used for Bulgarian (Tanev and Mitkov 2002), nominal predipagéerence is similar to
the ‘existential emphasis’ preference used for Engligpgin and Leass 1994; Kennedy
and Boguraev 1996), recency, repetition, syntactic pasatieind subject preferences are
extensively used for different languages (Lappin and Leass 18@kpv 1998;
Trouilleux 2002). Some of the preference rules are determméhis empirical study
which had not been used in the anaphora resolution sy$berother languages. These
preferences are namely, punctuation, antecedent offzermun and quoted/unquoted

text preferences. The details of these preferences@rigled in the following sections.

Among these preference rules, syntactic parallelism prefeisnwt implemented in our
system. In addition to this, instead of subject prefaemominative case preference is

implemented.

In most knowledge-poor pronoun resolution algorithms, preferenceschaesponding
scores denoting the importance of the preference. Applicaif preferences to the
candidate antecedents means assigning the score of theepeceféo the candidate if it
satisfies the preference. The candidate with the highestgajg score is proposed as the
antecedent. In this system, the preferences are usedimilar way. The score assigned
to each preference is determined by a learning systeichwuses a neural network to
learn the optimal scores assigned to the preference miewmils of this learning

procedure are presented in subsequent sections.
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Details of these preferences are described in the follpwections. The preferences are

presented in increasing score order.

4.1.2.1 Quoted/Unquoted Text Preference

If the pronoun considered is in quoted text, it is moreljikbat its antecedent is in
guoted text also. Same way, if the pronoun considered imduoted text, it is more

likely that its antecedent is in unquoted text also.

“Bugliin Aye'yi  gordim” dedi ZerrinBén de onu
din gOormgiiim” dedi Murat.

“Today Aye-ACC see-PAST-PERS” say-PAST Zerrin. “I oo tshe-ACC
yesterday see-PAST-PAST-PERS” say-PAST Murat.

““(I) saw Ayse today.” said Zerrin. “| has seen her yesterday taaf Murat.’

In this example, the most salient entity to be the antetedehe pronoun in the second

sentence iswyse, since both the pronoun aAgse are in quoted text.

4.1.2.2 Recency Preference

Recency preference is given to the NPs that are in céasgences to the sentence that

contains the pronoun.

Ali oyun oynuyordu. Murada geldi/7, Oyunu

sevdi.

Ali game play-PROG-PAST. Murat too come-PASJame-ACC
like- PAST.

‘Ali was playing a game. Murat came too. (He) liked theng.’

In this example, the candidakéurat is more salient thaAli since it resides in a more

recent sentence that the other candiddite
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4.1.2.3 Subject Preference

This preference is given to the NPs at subject positibasntences.
“Glnaydin” dedi MuratAli ona bakti.
“Good Morning” say-PAST Murat. Ali he-DAT look-PAST.
“Good Morning” said Murat. Ali looked at him.’

In our knowledge-poor system, we do not use syntactic knowldugrefore our system
does not possess the ability to detect subjects, objects,atertis a sentence. However,
we know that subjects are usually in nominative case armgttsbinay or may not be in
nominative case. Therefore, a ‘nominative case preferent®’in which preference is
given to proper nouns in nominative case, may improve the ssicate of our system

and this preference is employed in our system.

4124 First Noun Phrase Preference

This preference is given to an NP if it the first @arén the sentence containing it.
AhmetAli'yi gordi.7;  Kastu.
Ahmet Ali-ACC see-PAST. Run-PAST.
‘Ahmet saw Ali. (He) ran.’
In this exampleAhmetis more salient thaAli, since it is the first phrase in its sentence.
4.1.2.5 Nominal Predicate Preference
This preference is given to the NPs in the nominal presficaftthis type of sentences.
Bu cocuk Alydi. /7 Sinirli goriniyordu.
This child AIli-PAST. Angry seem-PROG-PAST.

‘“This child was Ali. (He) seemed angry.’
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In this exampleAli has increased salience to be the antecedent of the prontoe

following sentence, since it is in the nominal predicathénfirst sentence.

4.1.2.6 Repetition Preference

This preference is given to the NPs that are repeatele text more than the other

candidates.
Ayse parka gittiZ; Zeynep'le oyun oynadiZ, Sarki soyledi.
Ayse park-DAT go-PAST. With Zeynep game play-PAST. Sasigg-PAST.
‘Ay se went to the park. (She) played game with Zeynep. &) a song.’

In this example, the candidadgse is repeated in the first and second sentences whereas

Zeynepexists only in the second sentence, therefyge is more salient thaheynep

4127 Punctuation Preference

This preference is given to an NP if it has a commawalig it. This comma increases

the salience of NP that precedes it.
Yolda Tekin Ali'ye seslendi/; Cok yorgundu.
Way-LOC Tekin Ali-DAT call-PAST. Very rid-PAST
‘On the way Tekin called Ali. (He) was very tired.’

In the above example, the comma followifigkin increases the salience of this proper

person name.

4.1.2.8 Antecedent of Zero Pronoun Preference

If there exist consecutive sentences containing zero pronthersthese zero pronouns
usually refer to the same entity, which is the antecedethteozero pronoun of the first
sentence in this sequence. If the considered pronourei® gronounantecedent of zero
pronoun preferences given to the candidates that are the antecedents@fpronouns in

previous sentences.
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[J;, Eve yuradil;  Kapida durdu’,  Kapiyi cald.
Home-DAT walk-PAST. Door-LOC stop-PAST. DooG& knock-PAST.
‘(He) walked home. (He) stopped at the door. (He) knockeddbe’

In this example, the antecedent of the dropped (zero) pranailne very first sentence
has increased salience to be the antecedent of the psoimouhe second and third

sentences.

4.1.2.9 Syntactic Parallelism Preference

Syntactic parallelism preference is given to the NPs thithsame syntactic function as

the anaphor.
Ali Tekin'i yolda goérmyi  Murat onu okulda gormii
Ali Tekin-ACC way-LOC go6r-AUX. Murat he-ACC bool-LOC see-PAST.
‘Ali saw Tekin on the way. Murat saw him at school.’

In this exampleTekinis a more salient candidate thalh andMurat to be the antecedent
of the pronoun in the second sentence, since it hasikrsByntactic structure as the

pronoun.

4.2. Questionnaire on Native Turkish Speakers

The results of the text analysis on the sample Turkisharexfurther verified by native
Turkish speakers. This verification is completed by a éurasaire of 17 questions on 48
native Turkish speakers from different age, gender andrjmippg. This questionnaire is
provided in Appendix A. Each question tests the validity bfleast one of the 9

preference rules or 4 constraints stated above.

In (Keller 2000), it is pointed out that, to minimize ldas Schiitze (1996) suggests a
number of recommendations that should be applied when degigapplying and
evaluating an acceptability judgment experiment. In our @presire, acceptability of
examples sentences were our second concern, our mainrcoveerto determine how

native Turkish speakers resolve third person personalddiedive pronouns referring to
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proper names. However, some of the recommendations provid&ellar(2000) were

perceived as applicable to our questionnaire and these damexibelow.

In the procedure of gathering judgments, when selectingutijeds, linguists should be
excluded as informants as their judgments may be confoundttboretical bias (Keller
2000). Following this recommendation, we applied our questionmmaseljects who are

not linguists but native speakers of Turkish.

In (Keller 2000), it also is stated that the number ofetibjused has to be large enough
so that statistical test can be carried out on the dditis recommendation is also utilized
in our study. The questionnaire is applied on 48 native speatdtmt Cochran’s Q test
can be carried out on the data. The application of thissexplained in the following

paragraphs.

Instructions that are given to the subjects may have amwriemg influence on the
judgment results, and in Schiitze (1996), Schitze arguahéhastructions should be as
specific as possible in defining these terms, preferably ngakéference to relevant
examples (Keller 2000). In our study, instructions are providetie subjects however,

these instructions are not based on any study in thetlitera

As the last recommendation that is applicable to our guestieniitais pointed out that
statistical methods should be used when evaluating the aidtered after the experiment
(Keller 2000). Following this recommendation, statisticalygia of the questionnaire is

carried out using Cochran’s Q statistics.

Cochran’s Q test can be used to evaluate the relatiovebettwo variables which are
measured on a nominal scale. If the data from the reseanche arranged in a two-way
table consisting of N (subjects) rows and k (categories)hns, it is possible to test the
null hypothesis that the proportion (or frequency) of oesgs of a particular kind is the
same in each column, except for chance differences (Sag#dl Castellan 1988).
According to Cochran’s Q test, if the null hypothesisrue, the categories are randomly

distributed, and if the number of rows is not too small

k(k-1) =1 (G - G)°
Q —

KYie" Li - Yiea" L
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is distributed approximately as chi square with df = k-1

where G = total number of “successes”jil column,

mean of the G

G =

total number of “successes” in title row. (Siegel and Castellan 1988)

Li=

Table 5.1 Usage of preference rules by subjects [Usage:1 Non-0%age
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Table 5.1 shows the results of the questionnaire of 17 quegiiats as columns on 48

native Turkish speakers given as rows. In this table, cauenote each of the 17 (k)
guestions of the questionnaire and the rows denote the hsuhgatts (N). A value 1ina

cell means that thd"isubject made use of the preference or the constraint vidich
applicable in the"] question when answering this question, whereas a 0 riiezinthe

subject did not make use of the corresponding constraint or gmeéer

The sampling distribution of Q is approximated by the chi-sqgdistabution with df = k
— 1. Q is equal to the value of chi-square if there is ahignce difference between
variables, if Q is greater than the value of chi-squédnen it means that there is a

statistical association between the variables.

Table 5.2 Chi-square for df = 16

df [p=0.30] p=020 p=0.1p p=005 p=0j02 p=0q0l p-=o0]oo1l
16 | 18.42 | 20.46 | 2354 | 26.30| 29.63] 32.00  39.29

Using the data presented in Table 5.1, Q is calculatelBa. The degree of freedom is k
— 1 = 16, if we check the value of the Chi square tabléhfenialue in Table 5.2, we see
that the result will be significant if Q is greataah 39.29 for p = 0.001. Since Q is 135,

this result is highly significant.
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The number of cases necessary for a preference rble tonsidered as applicable can
also be found using a partial Cochran’s Q method. P&tiehran's Q method requires
the calculation of different Q values for different(G to 48) values. In our study, for G
>= 19, Q is found significant at the p = 0.001 level. Therefore, cmaclude that 19
among 48 subjects should make use of the corresponding preferecmastraint in a
particular question for the constraint or preference @acbnsidered as applicable for
Turkish.

Using the findings of the partial Cochran’s Q method, oaorstraints and 9 preference
rules described before, are verified by the human subgiete these constraints and
preferences are used by more than 19 subjects. Howevenefieeence rule in the 15

question is not verified by human subjects” Hhiestion was testing the validity of a
preference which can be named as ‘accusative caseqgmete This preference is not
described previously, since it is not verified by thavweaT urkish speakers. ‘Accusative
case preference’ can be applied by giving preference soitNRBccusative case over NPs
in dative case. There are no other preference ruleshahnicnot verified by the results of
the questionnaire and all the constraints and preferénatare verified are described in

the previous section.
4.3. Determination of the Preference Scores

The application of preference rules in our knowledge-poor pronesoiution system is
the assignment of scores of the preference rules to thedetasliwhich satisfy these
rules. Then the aggregate score of a candidate is celdutst summing the scores
assigned to it. The candidate with the highest aggregat® ssoproposed as the

antecedent of the pronoun.

The determination of scores of the preferences is a ivgpgrtant task. If the optimal
values are not used, this may lead the system to praposerect candidates as
antecedents. The optimal values for the scores céedieapproximated by employing a

machine learning approach so that the scores can bedearne

Most of the existing knowledge-poor anaphora resolution akgosit use empirical
observations to determine the preference scores (Lappin eass 11994; Kennedy and

Boguraev 1996; Mitkov 1998). The optimization of preference sderapplied to the
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Mitkov's original approach which was described in Mitkov (1928jng a genetic

algorithm (Orasan and Evans 2000).

In this system, the score assigned to each preferencésrditermined by training a
neural network (a perceptron). The inputs of the perceptmnharpreference rules for
Turkish determined by empirical studies and weights cfettieputs are the scores of the

preference rules.

The training of the perceptron is performed using delta Adeording to the delta rule
algorithm, at the beginning, each weight is initialized tosoandom value, in our case

this value is +1. The learning rate is taken as 0.0%lmthreshold is taken as +5.

Since in our system reflexive pronouns are resolved usingrdfiexive pronoun
constraint, preference rules are utilized only for perspraiouns. Therefore we trained
our perceptron using 20 examples, taken from the questionnairis thpplied to native
Turkish speakers and the sample Turkish text that iyzewl each including a personal

pronoun.

After this training phase, the weights of the perceptrontaiken as the scores of the

preference rules. These final scores of the preferehes are presented in Table 5.3.

Table 5.3 Preference rules and corresponding scores.

Preference Rule Score

Quoted/Unquoted Text Preference +2.20

Recency Preference +2.15

Nominative Case Preference +1.85

First NP Preference +1.40

Nominal Predicate Preference +1.20

Repetition Preference +1.20 if repetition)|is
more than once

Punctuation Preference +1.15

Antecedent of Zero Pronoun Preferemcel.05
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CHAPTER 5

DESIGN AND IMPLEMENTATION OF THE PRONOUN
RESOLUTION SYSTEM FOR TURKISH

Pronoun resolution system for Turkish takes a Turkiskt which is preprocessed
manually to mark the considered pronouns and the system oatpausitten version of

the input text in which the considered pronouns are replaithdheir antecedents.

Design and implementation of the system will be describd@/o sections. In the first
section, the preprocessing step is explained. The input to dheysr resolution system
for Turkish should be preprocessed to mark the considéied] person personal and
reflexive pronouns that refer to proper person names.hén second section, the
architecture of the system will be presented. Theeayss composed of four modules:
sentence splitting, pronoun extraction, forming the listcahdidate antecedents and

determination of the antecedent.

5.1. Preprocessing to Mark Overt and Zero Pronouns

Turkish is a pro-drop language, that is, pronouns in subjettobject positions may be
omitted but they are nevertheless understood. Our pronoun resalygiem will resolve
third person personal pronouns and reflexive pronouns tleattoeproper person names

including overt pronouns as well as zero pronouns at suyijedions.

By employing a preprocessing procedure, the pronoun resolution sigsterad from the
burden of resolving the forms ob™ which are non-anaphoric. There are two cases in

Turkish where a form oo’ is used non-anaphorically:

1. The third person personal pronoum, can be used as a demonstrative in

adjectival position.
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O kitabi goérmedim.
That book-DAT see-NEG-PAST-PERS

() didn’t see that book.

2. The dative case of third person personal proranm(he/she-DAT) can be used

non-anaphorically in the idiomatic phrases Beim ongseemingly).
Sozinona, Awe, Ayla'yi kandiracak.
Seemingly, Aye Ayla-ACC deceive-FUT

‘Seemingly, Age will deceive Ayla.’

In order for the system to detect the considered pronounspghetext is processed by
the author to mark considered overt pronouns and to brimgprenouns to surface and
mark them. In the preprocessing stigg, (will be referred to as ‘overt pronoun sign’) is
appended at the end of considered overt pronouns, the consiéeoe@ranouns are
brought to the surface afiz (will be referred to as ‘zero pronoun sign’) is appended at
the end of them to mark them accordingly. The following iexdken from Metu Turkish

Corpus (Say et al. 2002) and preprocessed as described above

Original text:
Haris, annesiyle Ay se'yi hayretle kendisine bakar durumda
biraktiktan sonra Muhsinler'in evine ko stu. Cebinde parasi
da vardi. Haris, okulda kimseciklerin bilmedi gi bir i ste

¢all siyor; hafta sonlarinda evlere sabah gazetelerini

dagitiyordu. Kazandi gl parayl harcamiyor, biriktiriyordu.

Muhsin, Haris'i kapida beklemiyordu. Zili caldi ginda, onun
yerine annesi ¢ikti. Muhsin'in, bu ak sam sehre gitmek Uzere,

az once evden ayrildi gini soyledi. Haris, pencereden atlamak

zorunda kalmamanin sevinciyle deliye donmu s oldu gundan,
bulu sacaklari yerin Muhsinler'in evi olmadi gini unutmu  stu.
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Oysa Muhsin, onu okul kittiphanesinin 6ninde bekleme kteydi.

Haris ona, evden nasil ayrildi gini anlatti.

Haris ran to Muhsin’s house after leaving (his) mot her and
Ayse looking at him in surprise. There was money in (h is)
pocket. Haris was doing a job that nobody at school knows
about; carrying morning papers to houses at weekend s. He was
not spending but saving the money (he) earned. Muhs in was
not waiting for Haris at the door. When he rang the bell,
(his) mother appeared instead of him. She said that Muhsin
had just left the house to go to the city that nigh t. Haris,
having been very happy for not having to jump from the
window, had forgotten that the place that (they) wo uld meet
was not Muhsin’s house. But Muhsin was waiting for him in
front of the city library. Haris told him how (he) left the
house.’

Preprocessed version of the original text:

Haris, annesiyle Ay se'yi hayretle kendi si ne[ 0] bakar durumda
biraktiktan sonra Muhsinler'in evine ko stu. Cebinde parasi
da vardi. Haris, okulda kimseciklerin bilmedi gi bir i ste

¢all siyor; hafta sonlarinda evlere sabah gazetelerini

dagitiyordu. d z] Kazandi 4 parayl harcamiyor,
biriktiriyordu. Muhsin, Haris'i kapida beklemiyordu . gz]
Zili caldi ginda, onun[ o] yerine annesi ¢iktl. Muhsin'in, bu

ak sam sehre gitmek lzere, az dnce evden ayrildi gini soyledi.
Haris, pencereden atlamak zorunda kalmamanin sevinc iyle

deliye donmi s oldu gundan, bulu  sacaklari yerin Muhsinler'in

evi olmadi  gini  unutmu stu. Oysa Muhsin, onu[o]  okul
kitiphanesinin 6ninde beklemekteydi. Haris ona[ o], evden
nasil ayrildi gini anlatti.
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‘Haris ran to Muhsin’s house after leaving (his) mo ther and

Ayse looking at him[o] in surprise. There was money in (his)

pocket. Haris was doing a job that nobody at school knows
about; carrying morning papers to houses at weekend s. He[Z]
was not spending but saving the money (he) earned. Muhsin
was not waiting for Haris at the door. When he[z] rang the
bell, (his) mother appeared instead of him[o] . She said that
Muhsin had just left the house to go to the city th at night.
Haris, having been very happy for not having to jum p from
the window, had forgotten that the place that (they ) would
meet was not Muhsin’s house. But Muhsin was waiting for
him[o] in front of the city library. Haris told him[o] how

(he) left the house.’

The words in parenthesis in English translation are tposeouns that are dropped in
original Turkish text above; however, since they are not at cubpjesitions in the

original text, they are not marked during preprocessing.

5.2. Architecture of Turkish Pronoun Resolution Sys tem

After the input text is preprocessed, the resulting texgiien as input to the actual
pronoun resolution system. The implementation steps dystem are:

e Splitting the input text into sentences

» Extraction of the third person pronouns and reflexive pronfrons the text

» Creating the candidate list of antecedents for each axiinacted pronouns

» Determining the antecedent of each extracted pronoun frontolefight by

applying constraints and preferences.
These steps are described in the following sections &il.det
5.2.1. Sentence Splitting

The first step of a pronoun resolution algorithm is to gpkt input text into sentences.
For our pronoun resolution system, dot (.), three dots Exdlamation mark (!) and

guestion mark (?) are used as sentence separatoenténee splitter that uses these
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separators is implemented. The output of the sentencesiita sequence of sentences

each having a unique sequence number.
5.2.2. Pronoun Extraction

In the preprocessing step, third person personal pronounsefiexive pronouns that
refer to proper nouns are marked according to their being oveero. Pronouns that are
preprocessed in this step are the pronouns that will dmvesl by our system. Those
words in the input text which are marked with overt and z#amoun signs will be

extracted to be resolved in pronoun extraction step.
5.2.3. Forming the List of Candidate Antecedents

In a knowledge-poor pronoun resolution system, after a pronoartriacted from the
input text, a list of candidates for the antecedent ofesponding to this pronoun has to
be formed. The search scope of candidates for the detgiseof pronouns varies in
existing proposals for different languages. For instaincéMitkov's robust pronoun
resolution system for English, candidates are taken fhmnctirrent and two preceding
sentences. For pronominal anaphors, the search scopgally limited to the current and

two or three preceding sentences (Mitkov 2002).

In the analysis phase of our pronoun resolution systengmprically analyze a sample
Turkish text and find out that candidate antecedents fwom@moun should be taken from
the current sentence and three preceding sentences. orbgiaf this system, when a
pronoun is extracted from input text, the proper nouns isuhent sentence and in three
preceding sentences are used to form the candidaterlithi$ anaphor. In the current
sentence, proper nouns to the left of the considered prareuextracted as candidates,
that is, our system does not try to resolve cataphonahich the pronoun may precede

its antecedent.

Proper nouns are easily identifiable in Turkish texts esitftey are the only words
capitalized in a sentence except for the sentencelimiteds. However, we have to
extract only those proper nouns which are person namesveincensider only personal
and reflexive pronouns. Also, since sentence initial woml each sentence are
capitalized, it is not easy to determine whether a wotteasentence initial position is a

proper person name or an ordinary name. In orderdonguish the task of extracting
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person names, we use a Turkish person names dictionargtoansif 9060 names. This
dictionary is very useful to our study; however there arkmstiblems because of those
person names which may well be used as ordinary wordsn$tance, ‘Cesur’ may be
used as a male name, also as an adjective sinceaitsnigrave’. Similar proper names

problems in English are also explained in Mitkov (2002).

One important point to note here is the case of pluralques. The system expects the
candidates of plural pronouns to include the plural sufficxansist of multiple proper
nouns joined with ‘ve’ (and) oile’ (with). The following are extracted as candidates of

plural pronouns:

(1) Mehmetler (usually denotesMehmet and his family
‘Mehmet-PLU’
(2) Ali ve Mehmet

‘Ali and Mehmet'’

(3) Aliile Mehmet

‘Mehmet with Ali’

(4) Ali'yle Mehmet (short for Ali ile Mehmet )

‘Mehmet with Ali’

When the system cannot find candidates in the above foamnggeseration is used. Set
generation creates set-level referents that can seramtasedents for plural pronouns
(Rich and Luperfoy 1988). The proper person names in the samense are joined with
ve (‘and) forming a set. This set is extracted as a candiftatplural pronouns for which
candidates in the expected forms do no exist. For instameeset Ali ve Mehmeétis
generated and extracted as a candidate for the plural pramolie following sentences.

In the second sentence, the considered plural personal pranmdan is marked with the
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zero pronoun sigrn(£]) in the preprocessing step, since it is a dropped (peosoun at

subject position.
Ali, Mehmet'le kar sila sti.  Onlar[z] Birlikte yarudiler.
Ali, Mehmet-WITH meet-PAST. They[z] Together walk-P AST-PERS.

‘Ali met Mehmet. They walked together.’
5.2.4. Determination of the Antecedent

Determination of the antecedent of a pronoun is the fieal st the pronoun resolution
process. Similar to the existing knowledge-poor pronoun resolutimpogals for other
languages, at this step our system will apply the constraimd preferences, which were

determined in the analysis step, to the candidate antésagdarsolve a pronoun.

The constraints for Turkish include number agreemesftexive pronoun constraint,
personal pronoun constraint and selectional restrictionthidrknowledge-poor system,
we implemented number agreement, reflexive pronoun constnaghpersonal pronoun
constraint. As stated before, we assume the personabymmaonstraint to hold true for
all kinds of sentences instead of only simplex sentendé® system will discard those
candidates which do not agree in number with the prorbtime pronoun is reflexive, it
will keep only those candidates in the current sentenceeabdirthe pronoun is personal,
it will filter out the candidates that are in the saraptence with the pronoun. After the
constraints are applied, if there is no candidate ineghech scope, then the system cannot
resolve this pronoun and reports the pronoun as “ambiguousinlyf one possible
candidate is available, this candidate is the antecetffemiore candidates exist, then

preferences are applied to the remaining candidates.

Among the preference rules for Turkish determined duringysisalsyntactic parallelism
preference and subject preferences are not implementedrirsystem since these
preferences require considerable linguistic and semanticl&dge: However, in order to
improve the success rate of the system, a special case ettsphgference, namely
nominative case preference is implemented in our systendoByg this, our system
makes partial use of the subject preference at the saméaapag its knowledge-poor

nature. Therefore, the preference rules considered byystens are: quoted/unquoted
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text, recency, nominative case, first noun phrase, nominatligate, repetition,

punctuation, and antecedent of zero pronoun preferences.

Each preference rule has an associated score deterchined analysis. Each rule is
applied to each candidate. If a preference rule is matidy the candidate, the
corresponding score is added to the aggregate score chitikdate, if not, then the
aggregate score is not changed. After the applicatioh thfeaconsidered preferences, the
candidate with the highest aggregate score is selestdtbantecedent. In case of a tie,

the candidate which is more recent is taken as theedsat.

The system takes part of Turkish text as input, whichepnocessed manually to mark
the considered overt and zero pronouns as described ababe. text, these pronouns
are replaced with their antecedents and this modifiedorexsi the text is given as the

output.

When the pronouns are replaced with their antecedentsydtesrsformats the antecedent
so that the pronoun and its antecedent have the same TasHustrate, if onu (he-
ACC) is the considered pronoun and its antecedeAfiis then the system replacesnu

with ‘Ali'yi’ (Ali-ACC). By doing this, the coherence of the output teximaintained.

For instance, if the following text, which is preprocess®hually, is given as input to

this system:

Haris, pencereden atlamak zorunda kalmamanin sevinc iyle
deliye donmi s oldu gundan, bulu sacaklari yerin Muhsinler'in

evi olmadi  &gini unutmu stu. Oysa Muhsin, onu[o] okul
kitiphanesinin 6ninde beklemekteydi. Haris onafo] , evden
nasil ayrildi gini anlattl.

‘Haris, having been very happy for not having to ju mp from
the window, had forgotten that the place that (they ) would
meet was not Muhsin’s house. But Muhsin was waiting for
hi nf o] in front of the city library. Haris told hi nf o] how

(he) left the house.’

The output of the system will be as follows:
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Haris, pencereden atlamak zorunda kalmamanin sevinc iyle
deliye donmi s oldu gundan, bulu sacaklari yerin Muhsinler'in

evi olmadi  gini unutmu stu. Oysa Mubhsin, Haris'i okul
kitiphanesinin 6niunde beklemekteydi. Haris Muhsin'e  evden
nasil ayrildi gini anlattl.

‘Haris, having been very happy for not having to ju mp from
the window, had forgotten that the place that (they ) would
meet was not Muhsin’s house. But Muhsin was waiting for
Hari s in front of the city library. Haris told Muhsi n how

(he) left the house.’

For the first pronoundnu, candidates arelaris andMuhsinler. With the application of
the number agreement constraiMuhsinler (a plural form denoting the family of
Muhsin) is filtered out. Therefore, the only candidbii@is is the antecedent. For the
second pronourohd, candidates arklaris, MuhsinlerandMuhsin As in the case of the
first pronoun consideredMuhsinler is filtered out due to the number agreement
constraint.Haris is filtered out due to the personal pronoun constraattwe assume to
hold true most of the time. The only candida¥hsin is proposed as the antecedent

after the application of the constraints.

If we consider the following two sentences:
Ali yolda Mehmet'i gérdii. Ona selam verdi.

‘Ali saw Mehmet on the way. (He) greeted him.’

After they are manually preprocessed to mark the considered and zero pronouns
with overt pronoun signd] ) and zero pronoun sigifz{) respectively, they are given as

input to the system in the following form:
Ali yolda Mehmet'i gérdu. O[z] Onalo] selam verdi.
‘Ali saw Mehmet on the way. He[ z] greeted hinfo].
The output of the system is:

Ali yolda Mehmet'i gordu. Ali, Mehmet'e selam verdi.
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‘Ali saw Mehmet on the way. Al'i greeted Mehnet.’

For the first zero pronoun, the candidatesfdrandMehmetand none of them is filtered
out during the application of the constraints. Thereforefepence rules are applied to

these candidates, and their scores are computed as follows:
For Ali:

Quoted/Unquoted Text Preference (Both the pronounAdinds unquoted) :
+2.20

Recency Preferencdlf is in the previous sentence) : +2.20
Nominative Case Preferendfli(is in nominative case) : +1.85
First NP Preferencé(i is the first NP in its sentence) : +1.40
The total score foAli is +7.65.
For Mehmet

Quoted/Unquoted Text Preference (Both the pronourvietinetare unquoted) :
+2.20

Recency Preferenc#€hmetis in the previous sentence) : +2.20
The total score foMehmetis +4.40.

Since the candidat#li has a higher aggregate score, it is proposed as theedete of

the first pronoun.

When resolving the second pronoun, the candidates are Aljaind Mehmet but this
time, due to the simplex sentence constraint, sidicés replaced with the first pronoun
consideredAli is filtered out and the only candiddiiehmetis selected as the antecedent

for the second pronoun.

Knowledge-poor pronoun resolution system for Turkish which exe@gedescribed
above is implemented using Java programming language. The deeatopnvironment
is the Eclipse Workbench which is an open-source phatfé\ graphical user interface

(GUI) is developed for the system using the Swing packadawaf. This GUI enables the
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user to input a text file in the local machine containing pheprocessed text to be
resolved, the output of the system is written to a textifiithe same path as the input file.
GUI also enables the user to enter the text to be restdvad input text area and the

output text is written to an output text area.
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CHAPTER 6

TESTING

In order to test the performance of the presented knowledgepronoun resolution
system, two sample texts from different sources are dsedescribed in the first section
of Chapter 5, input texts are preprocessed manually to tinar&vert and zero pronouns
that the system will consider before it is given as inpuhe system. In order to compare
the performance of the system, two different baseligeridhms are implemented. The
first baseline algorithm applies only the constraints to dhrdidates and resolves a
pronoun if it has a single candidate remaining after the@tjglh of the constraints. The
second baseline algorithm selects the most recent candisldte antecedent after the
application of constraints. Similar baseline algorithms aldady been used in most
proposals of knowledge-poor pronoun resolution algorithms for languagksling
English, Spanish and French, so they are implementeduaaed in the presented
knowledge-poor system for Turkish. These baseline implenemsabke their input text

after it is manually preprocessed like the original knowleguigyer- algorithm.

In the first experiment, the system is evaluated on alsabtaxt from Metu Turkish

Corpus (Say et al. 2002). This sample text which was talkan fhe corpus was a
narrative by Aysel Kumru Korkut called ‘Kimse Beni Anlaior’ (‘Nobody Understands
Me’). The text contains 4140 words with 190 marked pronoums #fe preprocessing
step. 20 of these pronouns were reflexive and 170 of them wesenal pronouns, also,
67 of the pronouns were overt and 123 of them were zero pronoii@sth® application

of the constraints, it is observed that 90 of 190 pronounssimge candidate in their
candidate lists, that is, 90 pronouns were resolvabthout the application of the

preference rules.
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Both the knowledge-poor algorithm for Turkish and baseline igos are tested on this
sample text. The baseline algorithm using only the constragsslved 90 of 190
pronouns (47.3%) correctly and the baseline algorithm favanegniost recent candidate
resolved 130 of the 190 pronouns (68.4%) correctly. Finally, knowlpdgealgorithm
resolved 162 of the 190 pronouns (85.2%) correctly. These reselshawn in Table
6.1. The metrics used in this testing phase are sucags¢recall) and precision which

are calculated with the following formulas:

Success rate (Recall) = Number of pronouns correegiylved /

Number of pronouns identified

Precision = Number of pronouns correctly resolMddrhber of pronouns attempted

Table 6.1 Success Rate (Recall) and Precision of the Iraptech
Algorithms in the First Experiment

Baseline algorithm

Baseline algorithm

Knowledge-poor

using only the favoring the most algorithm
constraints recent candidate
Success rate | 47.3% 68.4% 85.2%
(Recall)
Precision 100% 70.6% 88%

The second sample that is used to test the systeniTigkish child narrative (llgaz
2003b) of 11315 words which include 190 personal pronouns and 15 veffmdanouns
that refer to proper person names, therefore, toPdlly pronouns that the system will
attempt to resolve. 156 of these 205 pronouns are zero pronouns dnteld are overt
pronouns. The baseline algorithm using only the constraimi®atly resolved 100
pronouns (48.7%), the baseline algorithm proposing the mosttreaadidate correctly
resolved 135 pronouns (65.8%) and finally the knowledge-poor algoritmectly
resolved 151 of 205 (73.6%) considered pronouns. The resultginftédse knowledge-

poor and baseline algorithms on this sample text are prdseritable 6.2.
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Table 6.2 Success Rate (Recall) and Precision of the Iraptech
Algorithms in the Second Experiment

Baseline algorithm Baseline algorithm | Knowledge-poor
using only the favoring the most algorithm
constraints recent candidate

Success rate| 48.7% 65.8% 73.6%

(Recall)

Precision 100% 81.3% 90.9%

The knowledge-poor system correctly resolved 162 of the 190 pronputhee first

experiment. When the cases where the algorithm fails algzaa, it is seen that 15 of
the 28 incorrect resolutions are due to the personal proramgiraint that is employed
by the algorithm. In 6 of the remaining 13 cases, a candiglatetifound in the current
and three preceding sentences. In the analysis steprdibability that the antecedent is
in the current and three preceding sentences was folBid/@asr he remaining 7 incorrect
resolutions can be attributed to multiple reasons includirgektraction of non-proper

names as candidates and semantic reasons.

In the second experiment on the second sample, the orgyisedm correctly resolved
151 of 205 pronouns. 39 of the 54 failures of the system are dbe twmn-existence of
antecedent in the current and three preceding sentéffuesncorrect resolution of the

remaining 15 cases is due to the reasons stated farghexjperiment.

These two text samples used in the experiments are cHaoseawo their having sufficient
number of pronouns that our knowledge-poor pronoun resolution sysiasiders. It
could well be tested on other samples including newspapticles, but since these
samples might not contain many pronoun occurrences thatogbeoper person names,
testing results could be misleading. Metu-Sabanci Turkishbank (Oflazer et al. 2003)
is also examined to test the system on samples fromréeisank. However, there were
not sufficient example samples in the treebank containingxieé and third person
personal pronouns that refer to proper person names.faitgerié can be stated that our
system for Turkish is not genre-specific, since itloamnused for any sample Turkish texts

of any genre.
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CHAPTER 7

DISCUSSION

Knowledge-poor pronoun resolution algorithms developed for languathes than

Turkish have been presented in Chapter 3. The success afathese algorithms, as
reported in their respective studies, cannot be compaimece they are developed for

different languages and those which are developed for thelaaqeage like English are

not evaluated on the same test corpus. However, to sunentheiznformation provided

in Chapter 3, success rates of the systems developedtHer languages including

English, French, Spanish and Bulgarian are presented tivthsuccess rate of the

knowledge-poor pronoun resolution system for Turkish in Table 7.1.

Table 7.1 Success rates of different knowledge-poor pronounutiesol

systems as reported in respective studies.

Pronoun Resolution System

Success Raté

Baldwin’'s System for English (Baldwin 1996) 77.9%
Kennedy and Boguraev's System for English (Kennedy and 75%
Boguraev 1996)

Lappin and Leass’s System for English (Lappin and Leass) 1994 86%
Mitkov's System for English (Mitkov 1998) 89.7%
Palomar et al.’s System for Spanish (Palomar et al.)2001 76.8%
Trouilleux’s System for French (Trouilleux 2002) 74.8%
Tanev and Mitkov’'s System for Bulgarian (Tanev and Mitkov | 75%
2002)

Knowledge-poor System for Turkish (on sample text 1) 85.2%
Knowledge-poor System for Turkish (on sample text 2) 73.6%

The presented knowledge-poor resolution system for Turkidiffésent from the earlier

proposals for other languages in the following aspects:
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 The considered reflexive and third person personal pronpefes to proper

person names.

e The pronouns satisfying the above condition are marked manualthen
preprocessing step, so, there were no difficulty in promotmaction stage of the
algorithm. Therefore, there are no cases where this systempts to resolve a

pronoun not satisfying the above constraint.

In addition to the above points, the constraints and mates for Turkish are not exactly
the same with that of other knowledge-poor anaphora resolsiistems in other

languages.

As for constraints, gender agreement is not applicableuddsh whereas this constraint
is commonly used for other anaphora resolution systems. &tumfgreement is an
applicable constraint for Turkish and is used in our syst&he remaining two
constraints, namely, reflexive pronoun constraint and pdrgopaoun constraint, are
determined by modification and adaptation of the c-commandraits for Turkish as

explained in the first section of Chapter 4.

Concerning the preference rules, some of the preferenceemigioyed in this system
had already been used in the systems for other languagideséribed in Chapter 4, first
NP preference has already been used for Bulgarian {Tamg Mitkov 2002), nominal
predicate preference is similar to the ‘existential leagjis’ preference used for English
(Lappin and Leass 1994; Kennedy and Boguraev 1996), recency andiaepate
extensively used for different languages (Lappin and Leass 18@kpv 1998;
Trouilleux 2002). Apart from these common preferences, threainarg preferences,
namely, quoted/unquoted text, antecedent of zero prommah,punctuation preferences
are not common and they are used in our system. Usuallgther knowledge-poor
anaphora resolution systems, quoted text is not dedt thigrefore these systems do not
employ a preference rule to deal with quoted text. His system for Turkish, a
guoted/unquoted text preference rule is employed just to raadlistinction between
antecedents in quoted and unquoted text when a pronounresblved is in quoted or
ungquoted text. Punctuation preference is not very common foudgeg other than
Turkish, in Turkish comma can be used to emphasizadha phrase (NP) preceding it

in a sentence, which increases the salience of this mNBddition, antecedent of zero
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pronoun preference is not used for other languages sire@jipiicable to languages in
only pro-drop languages. Since pro-drop is commonly used in Tuekith the pronoun

resolution system for Turkish makes use of the preference.

In future studies, the domain of the system may be extendketharsuccess rate of the
system may be improved. We restricted our system asreym resolution system that
resolves third person personal pronouns and reflexive prorthansrefer to proper
person names, as a further study, the system may be extendednproved in the

following directions:

e The system may be extended to resolve pronouns with nowaseHNP)
antecedents by making use of an NP extractor for Turkish.NP extractor can
be used to extract the NPs preceding the pronoun which wiludged as
candidates. This extension cannot be made at the momest thiere is no

available NP extractor for Turkish.

* The pronoun extraction module can be improved by employing @opspieech
(POS) tagger to discard non-anaphoric occurrences of ovaroums, so that
only anaphoaric occurrences of the overt pronouns will be takeratccount. Also
by using a parser together with the POS tagger, droppedpthisthn pronouns
can detected without human intervention. With this and tbeiqus extension,
there will be no need for the preprocessing of the input tektlae system will
be a fully-automated system. Since there is no availdbi& fAgger and parsers
for Turkish that can be integrated to the system to niakdly automated, this

extension cannot be made at the moment.

* Subiject preference and syntactic parallelism preference catebe implemented
to increase the success rate of the system by integriiliP tools such POS
taggers and shallow parsers to the system. Similar foréwious extensions, this
extension is not possible at the moment due to the Uabiiay of the stated
NLP tools.

e Personal pronoun constraint can be improved by making use pa#rser to
determine whether a sentence is a simplex sentence ornnnthe system
presented, personal pronoun constraint requires thatamhecedents of the

personal pronouns are not in the same sentence with thdite gbronouns.
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However, in a sentence which is not simplex, the antetenfem personal
pronoun may well be in the same sentence with theéteopronoun. If a Turkish
parser to detect whether a sentence is simplex or nat,available, the personal
pronoun constraint could be improved so that the candifiatesntecedents of

personal pronouns can be extracted from the sentence cogttiaipronoun.
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CHAPTER 8

CONCLUSION

Anaphora resolution algorithms can usually be classified m&raber of two different
types of algorithms, namely, discourse-based algorithmkaowledge-poor algorithms.
Discourse-based algorithms make extensive use of linguisticdamain knowledge to
resolve anaphors whereas knowledge-poor algorithms delibedatélytheir use of

linguistic and domain knowledge. Due to the need for robustefficlent tools for

anaphora resolution, knowledge-poor anaphora resolution systemsehwmrged in

1990s.

In this study, a knowledge-poor pronoun resolution system wdiitdmpts to resolve
third person personal and reflexive pronouns in Turkish isepted. The steps in a
knowledge-poor anaphora resolution system are identificatianagghors, location of the
candidates for the antecedents and resolution of the anaimy constraints and
preferences. In this system, the anaphors consideredhiage person personal and
reflexive pronouns that refer to proper person nameseftivet in order to carry out the
first step of the algorithm, the input text is preprocessedually to mark the overt and

zero pronouns that refer to proper person names.

In order to determine the search scope to locate thdidzdes for the antecedents and
constraints and preferences for Turkish, empirical studre carried out. Constraints are
used to discard the candidates that cannot be the antecefitm pronouns. Preferences
are used to sort the remaining candidates after the applicditiba constraints. After the

empirical analysis on a sample Turkish text, the sestope of the candidate antecedents
is determined as the current and three preceding sestértoe proper person names in
the current and three preceding sentences constituteritlielaes for the antecedents of

the pronouns. The constraints determined for Turkish are euadreement, reflexive
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pronoun constraint, personal pronoun constraint, and selecti@strictions. The
preferences determined for Turkish are quoted/unquotet peeference, recency
preference, subject preference, first noun phrase pneferenominal predicate
preference, repetition preference, punctuation preferemtecement of zero pronoun
preference, and syntactic parallelism preference. Sulgadt syntactic parallelism
preferences are not implemented in the system sincer¢lgeyre considerable linguistic
knowledge; however, a special case of subject preference, nwmicase preference, is
implemented in the system. Among all the preferencesedlwtquoted text, punctuation
and antecedent of zero pronoun preferences are used movdekige-poor pronoun
system for the first time with our system for Turkidthe remaining preferences have
been extensively used in knowledge-poor pronoun resolution sy$temther languages
including English, Spanish and French. The constraimd preferences that are
determined empirically are verified by a questionnafr&7oquestions on native Turkish
speakers. Each of the preferences has corresponding scochsavéhiised to resolve the
pronouns correctly. The scores of the preferences agemiaed by making the system

learn these scores by training an artificial neural netVi&NN).

The implementation steps of the knowledge-poor pronoun resolytsdens for Turkish
are sentence splitting, pronoun extraction, forming theofistandidate antecedents and
determination of the antecedents. After the pronouns arecwdrand the list of
candidate antecedents is formed, the antecedent is detdriny the application of
constraints and preferences for Turkish. The candidaitésfying certain preferences are
assigned the corresponding scores of these preferences. tmoeonstraints and
preferences are applied, the candidate with the highestgadgrscore is selected as the

antecedent.

After the implementation, the system is tested on twferdit test samples. The first
sample is taken from the Metu Turkish Corpus and the sucdessfridne system on this
sample is 85.2%. The failures of the system are due tpdts®mnal pronoun constraint,
non-existence of the antecedent in the current and theeeding sentences, extraction of
ordinary names as proper names, and semantic reasottsee Becond experiment, a
Turkish child narrative is used. The success rate ofyeEm on this second sample text
is 73.6%. The success rate of the system on the second sanauler than its success
rate on the first sample since there are more failorése second experiment due to the

non-existence of the antecedent in the current and threeding sentences. The
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algorithm is compared with two different baseline algorithiifie first baseline

algorithm applies only the constraints and therefore resaveonoun if it has single
candidate after the application of constraints. The sebasdline algorithm applies the
constraints and selects the most recent candidate amengmmaining candidates. On
both of the sample texts, the system performed consideratibr lean the baseline

algorithms.

Further studies to extend the domain of the system and to imgir@yerformance of the
system are also presented. These studies include extendingydtean to resolve
pronouns with NP antecedents, to automatically detect overzamdpronouns, and
improving the performance of the system by implementing sulject syntactic
parallelism preferences and improving the personal pronountraimswhich is

implemented in the system. These further studies candoengtished by making use of
NLP tools like NP extractors, POS taggers and parserstdibe unavailability of these

tools, these extensions and improvements cannot be madenairttent.
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APPENDIX A

QUESTIONNAIRE

1. Ali yolda Mehmet'i gordi. Ona selam verdi.

I.  Bu iki cimle gramer olarak ¢ou mudur?
a. Evet
b. Hayir

Il. 1lk soruya cevabiniz ‘Evet’ ise ikinci ciimlede selagnen kimdir?
a. Ali
b. Mehmet
c. Anlagilir degil

. 1k soruya cevabiniz ‘Evet’ ise ikinci climlede selegnilen kimdir?
a. Ali
b. Mehmet
c. Anlagilir degil

2. Mehmet'i yolda gordi Ali. Ona selam verdi.

I.  Bu iki cimle gramer olarak ¢ou mudur?
a. Evet
b. Hayir

Il. 1k soruya cevabiniz ‘Evet’ ise ikinci ciimlede selegnen kimdir?
a. Ali
b. Mehmet
c. Anlagilir degil

. ilk soruya cevabiniz ‘Evet’ ise ikinci ciimleden sehagnilen kimdir?
a. Ali
b. Mehmet
c. Anlagilir degil

3. Evden cikinca Zeynep, Ag'yi gordi. “Merhaba” dedi.

I.  Bu iki cimle gramer olarak ¢ou mudur?
a. Evet
b. Hayir

Il. 1k soruya cevabiniz ‘Evet’ ise ikinci ciimlede “Merhalaen kimdir?
a. Zeynep
b. Ayse
c. Anlagilir degil

4. Babhri eve ylrudi. Kapida durdu. Kapiy caldi.
I.  Bu U¢ cimle gramer olarak gitm mudur?

a. Evet
b. Hayir

Il. 1lk soruya cevabiniz ‘Evet’ ise ikinci ciimlede kapida dikiandir?
a. Bahri
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b. Anlagilir degil

. 1k soruya cevabiniz ‘Evet’ ise lglincii cimlede kapiy! galaalir?
a. Bahri
b. Anlagilir degil

5. Ayse oyun oynuyordu. Zeynep de ona katildi. Oyunu sevdi.

I.  Bu U¢ cimle gramer olarak gilm mudur?
a. Evet
b. Hayir

Il. 1lk soruya cevabiniz ‘Evet’ ise ikinci cimlede ZeynegKatildigi kisi kimdir?
a. Ayse
b. Zeynep
c. Anlagilir degil

. 1k soruya cevabiniz ‘Evet’ ise ticlincii ciimlede oyunu sevedikim
a. Ayse
b. Zeynep
c. Anlagilir degil

6. Ayse oyun oynuyordu. Zeynep geldi. Oyunu sevdi.

I.  Bu U¢ cimle gramer olarak gitm mudur?
a. Evet
b. Hayir

Il. 1lk soruya cevabiniz ‘Evet’ ise ticlincii ciimlede oyunu sevedik?
a. Ayse
b. Zeynep
c. Anlagilir degil

7. Murat'la selamlgan ¢ocuk Ali'ydi. Sinirli gériintyordu.

I.  Bu iki cimle gramer olarak ¢ou mudur?
a. Evet
b. Hayir

Il. 1k soruya cevabiniz ‘Evet’ ise ikinci cimlede sinirlirgen kimdir?
a. Murat
b. Ali
c. Anlagilir degil

8. “Din Zerrin'i gordim” dedi Age. “Ne yapiyordu?” diye sordu Ahmet.

I.  Bu iki cimle gramer olarak ¢ou mudur?
a. Evet
b. Hayir

Il. 1lk soruya cevabiniz ‘Evet’ ise ikinci ciimlede ne ygpsorulan kimdir?
a. Zerrin
b. Ayse
c. Ahmet
d. Anlasilir degil

9. Belma oturuyordu. Aylin oyun oynuyordu. Sibel onu izliyordu.

I.  Bu iki cimle gramer olarak ¢ou mudur?
a. Evet
b. Hayir

Il. 1k soruya cevabiniz ‘Evet ise ikinci cimlede Sibeflahedigi kimdir?
a. Belma
b. Aylin
c. Sibel
d. Anlagilir degil

65



10. Murat eve ketu. Zile basti. Muhsin onu kapida beklemiyordu. Hayakkgina
ugramsti.
I.  Bu dort cimle gramer olarak gim mudur?
a. Evet
b. Hayir
Il. 1lk soruya cevabiniz ‘Evet’ ise ikinci climlede zile &a&imdir?
a. Murat
b. Muhsin
c. Anlagilir degil
. ilk soruya cevabiniz ‘Evet’ ise ticlincii ciimlede Muhsindpikia beklemegi
kimdir?
a. Murat
b. Muhsin
c. Anlagilir degil
IV. 1k soruya cevabiniz ‘Evet’ ise doérdunci ciimlede hayallk#iia wgrayan
kimdir?
a. Murat
b. Muhsin
c. Anlagilir degil.

11. Serap @retmen Murat'in kendine gliverghi biliyordu.

I.  Bu climle gramer olarak gou mudur?
a. Evet
b. Hayir

Il. 1lk soruya cevabiniz ‘Evet’ ise bu ciimlede Murat'in giivginkimdir?
a. Serap @retmen
b. Murat
c. Anlagilir degil

12. Serap @retmen Murat'in kendisine guverghi biliyordu.

I.  Bu climle gramer olarak gou mudur?
a. Evet
b. Hayir

Il. 1k soruya cevabiniz ‘Evet’ ise bu ciimlede Murat'in giivginkimdir?
a. Serap @retmen
b. Murat
c. Anlagilir degil

13. Ali Serap @retmen’e Murat'in kendine soylediklerini anlatti.
I.  Bu cimle gramer olarak gou mudur?

a. Evet
b. Hayir
Il. 1k soruya cevabiniz ‘Evet’ ise bu ciimlede Murat'inséjter soyledgi kisi
kimdir?
a. Ali
b. Serap @retmen
c. Murat
d. Anlagilir degil.

14. Muhsin Aylin'i okulda gérmig. Murat onu sinemada goérmii
I.  Bu iki cimle gramer olarak ¢ou mudur?
a. Evet
b. Hayir
Il. 1k soruya cevabiniz ‘Evet’ ise ikinci ciimlede Muratesnada kimi gormgiiir?
a. Muhsin
b. Aylin
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c. Anlagilir degil

15. Murat, Ali'yi Serap @retmen’esikayet etmgti. Onu yolda gorddi.

I.  Bu iki cimle gramer olarak ¢ou mudur?
a. Evet
b. Hayir

Il. 1lk soruya cevabiniz ‘Evet’ ise ikinci ciimledéren kimdir?
a. Murat
b. Al
c. Serap @retmen
d. Anlagilir degil

. 1k soruya cevabiniz ‘Evet’ ise ikinci climlegériilen kimdir?
a. Murat
b. Al
c. Serap @retmen
d. Anlagilir degil

16. “Dun Ayse'yi gordim” dedi Ayla. Oya ona inanmaghi
I.  Bu iki cimle gramer olarak ¢ou mudur?

a. Evet
b. Hayir
Il. 1lk soruya cevabiniz ‘Evet’ ise ikinci cimlede Oya’mamnmadgl kimdir?
a. Ayse
b. Ayla
c. Oya
d. Anlasilir degil

17. Ayse Oya'yla kongmayi seviyordu. Sabah erkenden kalktisi&t@ak evden cikti.

I.  Bu U¢ cimle gramer olarak gitm mudur?
a. Evet
b. Hayir

Il. 1k soruya cevabiniz ‘Evet’ ise ikinci ciimlede sabah mdiea kalkan kimdir?
a. Ayse
b. Oya
c. Anlagilir degil

. ilk soruya cevabiniz ‘Evet’ ise lclincii ciimledgakak evden ¢ikan kimdir?
a. Ayse
b. Oya
c. Anlagilir degil
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APPENDIX B

THE CODE OF THE PROGRAM

Source code can be obtained from the site:

http://www.ceng.metu.edu.tr/~120329/adilcozumlemesi.zip
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