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ABSTRACT

DYNAMIC MODELING, GUIDANCE, AND CONTROL OF
HOMING MISSILES

OZKAN, Biilent
Ph. D., Department of Mechanical Engineering
Supervisor: Prof. Dr. M. Kemal OZGOREN
Co-Supervisor: Dr. Gokmen MAHMUTYAZICIOGLU

September 2005, 236 pages

In this study, the dynamic modeling, guidance, and control of a missile with
two relatively rotating parts are dealt with. The two parts of the missile are
connected to each other by means of a roller bearing. In the first part of the study,
the governing differential equations of motion of the mentioned missile are derived.
Then, regarding the relative rotation between the bodies, the aerodynamic model of
the missile is constructed by means of the Missile Datcom software available in
TUBITAK-SAGE. After obtaining the required aerodynamic stability derivatives
using the generated aerodynamic data, the necessary transfer functions are
determined based on the equations of motion of the missile. Next, the guidance laws
that are considered in this study are formulated. Here, the Linear Homing Guidance
and the Parabolic Homing Guidance laws are introduced as alternatives to the

Proportional Navigation Guidance law. On this occasion, the spatial derivation of

v



the Proportional Navigation Guidance law is also done. Afterwards, the roll, pitch
and yaw autopilots are designed using the determined transfer functions. As the roll
autopilot is constructed to regulate the roll angle of the front body of the missile
which is the controlled part, the pitch and yaw autopilots are designed to realize the
command signals generated by the guidance laws. The guidance commands are in
the form of either the lateral acceleration components or the flight path angles of the
missile. Then, the target kinematics is modeled for a typical surface target. As a
complementary part of the work, the design of a target state estimator is made as a
first order fading memory filter. Finally, the entire guidance and control system is
built by integrating all the models mentioned above. Using the entire system model,
the computer simulations are carried out using the Matlab-Simulink software and
the proposed guidance laws are compared with the Proportional Navigation
Guidance law. The comparison is repeated for a selected single-body missile as

well. Consequently, the simulation results are discussed and the study is evaluated.

Keywords: Homing missiles, two-part missile, missile dynamics, missile
aerodynamics, guidance, proportional navigation, linear homing, parabolic homing,
missile control, autopilot design, acceleration autopilot, rate autopilot, angle

autopilot, anti-windup, surface target model, target state estimation
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HEDEF iZLEYIiCi FUZELERIN DINAMIK MODELLEMESI,
GUDUM VE DENETIMI

OZKAN, Biilent
Doktora, Makina Miihendisligi Boliimii
Tez Yéneticisi: Prof. Dr. M. Kemal OZGOREN
Ortak Tez Yéneticisi: Dr. Gokmen MAHMUTYAZICIOGLU

Eyliil 2005, 236 sayfa

Bu calismada, birbirine gore bagil doniis yapabilen ve baglantilar1 bir
rulman araciligiyla saglanan iki parcadan olusan bir fiizenin dinamik modellemesi,
giidim ve denetimi ele alimmustir. Calismanin ilk kisminda flizenin hareketini
tanimlayan tiirevsel denklemler tiiretilmis, ardindan TUBITAK-SAGE’de mevcut
olan Missile-Datcom yazilimi kullanilarak fiizenin aerodinamik modeli
cikarilmistir. Bulunan aerodinamik katsayilar kullanilarak aerodinamik kararlilik
tiirevlerinin elde edilmesinin ardindan, denetim sisteminin tasariminda kullanilacak
iletim islevleri fiize hareket denklemlerinden tiiretilmistir. Daha sonra, ¢alismada
kullanilacak giidiim kurallar1 formiile edilmistir. Bu kapsamda, Dogrusal Hedef
Takibi (DHT) ve Parabolik Hedef Takibi (PHT) giidiim kurallar1 Oransal Seyriisefer
gidiim kuralina alternatif olarak sunulmus, ayrica Oransal Seyriisefer giidiim

kuralinin ii¢ boyutlu uzaydaki genel ifadesi tiiretilmistir. Bu ¢alismanin ardindan,
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daha once tiiretilen iletim islevleri kullanilarak yuvarlanma, yunuslama ve
yandonme otopilotlarinin tasarimi yapilmistir. Burada, yuvarlanma otopilotu
fiizenin denetimi yapilan 6n govdesinin yuvarlanma acisinmi sifirlayacak sekilde
tasarlanirken, yuvarlanma ve yandénme otopilotlar1 kullanilarak, ele alinan giidiim
kurali tarafindan iretilen giidim komutlariin gergeklenmesi amaclanmistir.
Bahsedilen giidiim komutlari, fiizenin yanal ivme bilesenlerini veya filize ucus
yoriingesi agilarinin denetimini saglayacak sekilde olusturulmustur. Ele alinan tipik
bir yer hedefi i¢in hedef kinematiginin modellenmesinin ardindan, hedef durum
kestirimcisi olarak kullanilmak {izere birinci mertebeden sabit katsayili sayisal bir
filtre tasarlanmistir. Nihayet, tasarlanan modeller biraraya getirilerek genel fiize
giidiim ve kontrol sistemi modeli olusturulmus ve bu model kullanilarak, ele alinan
gidiim kurallar1 icin Matlab-Simulink ortaminda bilgisayar benzetimleri
gerceklestirilmistir. Benzetim ¢aligmalari, karsilastirma amacli olarak ele alinan tek
pargal1 genel bir fiize modeli i¢in tekrarlanmistir. Caligmanin son béliimiinde, elde
edilen benzetim sonuglar1 tartisilmis ve genel olarak bu tez kapsaminda yapilan

calismalar degerlendirilmistir.

Anahtar Kelimeler: Hedef izleyici flizeler, iki parcali fiize, fiize dinamigi, filize
aerodinamigi, giidiim, oransal seyriisefer, dogrusal hedef izleme, parabolik hedef
izleme, flize denetimi, otopilot tasarimi, ivme otopilotu, acisal hiz otopilotu, ag1
otopilotu, doyumsal hata biiylimesinin Onlenmesi, yiizey hedefi modeli, hedef

durum kestirimi
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CHAPTER 1

INTRODUCTION

1.1. General

A missile can be defined as any object that can be thrown, projected or
propelled toward a target [1]. In other words, a missile is a projectile carrying a
payload (usually a warhead) which is guided onto a target by manual or automatic
means [2]. Obviously, it is primarily used as a weapon in order to give damage to

the target.

Missiles can be classified into different categories. Depending on how they
are oriented toward the target, the following two major categories come into the

picture [1]:

- Unguided Missiles

- Guided Missiles

Unguided missiles, whether initially or continuously propelled, can be
oriented toward their targets only before they are fired. After firing, they get
completely out of control. Therefore, they can be used with acceptable effectiveness
only for short distance and stationary targets; because, for moving targets or for
targets at longer distances, the hitting accuracy drops more and more due to various

reasons such as aiming errors, crosswinds, curvature and rotation of the Earth, etc.



The unguided missiles are especially ineffective against moving targets unless such
targets are particularly close and slowly moving. Guided missiles, on the other
hand, can be used effectively both for distant and arbitrarily moving targets because
the motion of a guided missile keeps being observed or reckoned and any deviation

from a commanded motion is corrected during its flight [1].

The guided missiles can be categorized into two groups depending on the

operational range [3]:

- Tactical Missiles

- Strategic, or Ballistic, or Cruise Missiles

Tactical missiles are used in short and medium range scenarios and they are
in general guided to the target by some kind of sensors such as seekers. Strategic
missiles are different from the tactical ones because they travel much longer
distances and are designed to intercept stationary targets whose location is known

precisely [3].

Depending on their missions, the missiles can be divided into four subsets

[4]:

Surface-to-Surface Missiles (SSM)

Surface-to-Air Missiles (SAM)

Air-to-Air Missiles (AAM)

Air-to-Surface Missiles (ASM)

An SSM is fired from a surface launcher against a surface target such as a

tank, while the target is an air target such as an aircraft in the case of a SAM.

2



An AAM or an ASM is thrown from an air platform such as an aircraft or helicopter

toward an air and surface target, respectively.

Regarding the guided missiles, the guidance and control problem involves

four sequential stages:

Dynamic Modeling

- Quidance

Control

Target Motion Estimation

In the dynamic modeling stage, the missile is modeled so as to get the
relationships among the selected input and the output variables. Then, the guidance
algorithm is developed in order to guide the missile toward the intended target for
an expected interception. Once the guidance algorithm is constructed, the next step
is to design a control system based on the dynamic model of the missile so that it
obeys the command signals generated by the guidance unit. The last stage is the
estimation of the kinematic parameters of the target. For this task, it is conventional

to use a state estimator algorithm such as Kalman filter or fading memory filter.

1.2. Studies on the Dynamic Modeling of Missiles in the Literature

In order to design a control algorithm, it is a primary requirement to obtain
the relationships among the forces/moments acting on the missile and the kinematic
state, i.e., position and velocity, of the missile. The external forces and moments
acting on a missile are those generated by the aerodynamic effects including control
surfaces, the propulsion including control thrusters and the gravity [5]. As the

results of these effects, the components of the position vector of the missile along



the downrange, crossrange and altitude directions change as well as the yaw, pitch

and roll attitudes.

It turns out that it is easier to model the inertial forces and moments than the
aerodynamic force and moment components. The aerodynamic force and moment
terms are dependent both on the present and past values of the kinematic parameters
of the missile. In order to model the aerodynamics of the symmetric missiles, one of
the widely used methods is the Maple-Synge analysis [6]. With this method, the
aerodynamic force and moment coefficients are related to the kinematic flight
parameters by means of certain functions. For the sake of designing an autopilot,
these coefficients are in general expressed as linear functions of angle of attack
(AOA), side-slip angle (SSA), or skid angle, effective fin deflections and body
angular velocity components [7], [8], [9], [10], [11]. Also, some analytical methods
have been developed in order to predict the nonlinear aerodynamic forces and
moments acting on a missile undergoing steady and unsteady maneuvers [12]. Some
researchers have turned to neural networks as a means of explicitly accounting for
uncertain aerodynamic effects [13]. In modeling the aerodynamic forces and
moments, the effect of aerodynamic drag on the missile is usually ignored because
it causes only a slow change in the speed. As a result of this, the missile speed is

treated to be almost constant throughout the after-boost phase [14].

In the sense of the existence of the thrust effect, the motion of the missile

can be primarily divided into two successive phases:

- Boost Phase

- After-Boost Phase

As its name implies, the boost phase comprises the flight of the missile
from the firing instant to the end of the thrust. Because the thrust that is supplied by

the solid propellant in the rocket motor causes the missile to move ahead, the



dynamics of the missiles in the boost phase can be modeled considering the nonzero
effect of the thrust force and thus the changing mass [1], [8]. In the after-boost
phase, the inertial parameters of the missiles, i.e., its mass and moment of inertia

components, remain unchanged.

Although almost all of the guided missiles are single-body structures, there
are also rarely seen two-body structures. An example is the so-called “Advanced
Precision Kill Weapon System (APKWS)”. In this structure, the guidance section is
mounted onto the motor section using a deroll bearing which permits the motor to
roll freely while the guidance section is roll stabilized. The roll bearing causes
unusual dynamic properties for this missile design because the airframe has two
separate sections rolling at different rates. This fact creates additional dynamic
coupling between the pitch and yaw channels of the missile [15]. Like APKWS, the
missile model dealt with in this thesis is also a two-body structure whose parts are

connected to each other by means of a roller bearing.

1.3. Studies on the Guidance of Missiles in the Literature

"Guidance” can be defined as the strategy of steering a missile toward a
possible intercept with a target, while “control” can be defined as the tactics of
using the missile control actuators to implement the strategy dictated by the
guidance unit [5]. The primary functions of the elements that make up the guidance

system include sensing, information processing and correction [4].

In the sense of guidance, the flight of a missile can be divided into three

main phases [4]:

1. Boost or Launch Phase

1. Midcourse Phase

1i1. Terminal Phase



As mentioned above, the boost phase covers the flight of the missile from

the firing instant to the end of the thrust.

The midcourse phase begins after the boost phase and remains till the
detection of the intended target by the seeker. Actually, the duration of the
midcourse phase is dependent on the instant of the target detection. In midcourse
guidance, it is intended to guide the missile to the vicinity of the target as soon as
possible. While the midcourse guidance is usually utilized in strategic or long range
missiles, it is not employed in short range tactical missiles most of the times [5],

[16], [17], [18], [19], [20] .

Once the target is detected by the seeker, the terminal guidance phase is
initiated. In this phase, using the target state information acquired by the seeker, the
missile is directed to the target by means of the considered guidance law and then

the missile tries to follow the target in order to achieve the planned interception.

In addition to the usual classification above, two more phases are
emphasized in some studies. The first one of them is the “gathering phase” that is
defined as an intermediate phase between the boost and midcourse stages. In this
phase, the control of the missile is tried to be gained or captured right after the boost
phase [2]. The second additional phase is termed as “shaping phase” that is actually
defined as a transition between the midcourse and terminal phases to provide a

smooth transition from the midcourse phase to the terminal phase [3].

In the sense of the aimed target, guidance can be normally divided into two

groups [5]:

i. Indirect or Non-Target Related Guidance

ii. Direct or Target Related Guidance



In indirect guidance, the missile navigates to some predetermined point at
which a target related guidance can begin [5]. The indirect guidance can be

classified in the following manner [21]:

Preset Guidance

Inertial Guidance

Terrestrial Guidance

Celestial Guidance

In the Preset Guidance, the path to the intended target is predetermined and
then inserted into the missile. In this approach, the missile makes the path
corrections according to a pre-determined sequence of the steering commands given
in an open-loop manner [4], [9]. Unlike the Preset Guidance, the missile senses the
deviations from the desired path and makes the necessary adjustments in the Inertial
Guidance [9]. In the Terrestrial Guidance, the missile compares the actual terrain
with the predicted terrain profile and then performs the required adjustments. On
the other hand, these comparisons and adjustments are made with respect to the

fixed distant stars in the Celestial Guidance approach.

In the direct guidance, the missile navigates according to the target state
information acquired by the seeker. However, due to some internal and/or external
errors, the missile may not be able to accomplish the intercept to the target with fuel
accuracy and hence the existence of a terminal miss distance may be inevitable [3].
In a direct guidance problem, the chief contributors to the miss distance are

indicated in the following list [3], [5], [22]:



- Initial heading error of the missile

- Target maneuvers

- Seeker errors

- Target state estimation lag

- Autopilot lag

- Structural limits of the missile

The heading error is defined as the angle representing the deviation of the
missile’s velocity vector from the collision course. When the initial value of the
heading error is different from zero, the missile tries to compensate the difference
and this attempt causes a delay for sitting on the collision course. So, this

contributes positively to the miss distance at the termination of the engagement.

Another significant factor of the miss distance is the target maneuver.
Compared to a stationary target, it is more difficult first to detect and then to track a
moving target. Especially the interception with maneuvering targets that have

nonzero lateral acceleration is a quite challenging problem [17], [23].

Also, the disturbing effects such as the noises affecting the electro-optical
part of the seeker and the radome refraction that occurs depending on the shape of
the radome cause the seeker to generate the target information in a corrupted form.

This in turn results in an increase in the miss distance [5].

Moreover, the time lags originating from the target estimation system and

the autopilot dynamics may contribute to the terminal miss distance. As usual, it is a



remedy for this problem to keep the ratio between the flight time of the missile and

the control system time constant as large as possible [3].

In the case that the missile can not realize the guidance commands generated
by the guidance system due to saturation, a miss from the target becomes inevitable
at the end of the engagement. In the endo-atmospheric interceptors that fly within
the atmosphere, angle of attack constraints limit the maximum achievable
accelerations at high altitudes in order to avoid stall problems whereas the missile

structure restricts achievable acceleration levels at the lower altitudes [3], [17].

As proposed by Zarchan, the terminal miss distance of tactical missiles can
be estimated using the method of adjoints. In this method, first, the block diagram
of the overall guidance and control system is drawn based on the linearized missile
dynamics. Then, the corresponding adjoint model is constructed by converting all
system inputs to impulses, reversing all the signal flows and redefining the nodes of
the block diagram as summing junctions. Afterwards, taking the target maneuver
and the initial heading error of the missile as the impulsive inputs, the terminal miss
distance values corresponding to each of the inputs can be determined by running
the adjoint model for a specified engagement duration. However, this method can

not be applied to nonlinear guidance and control models [3], [24].

Depending on the target tracking way, the direct guidance methods can be

divided into four major groups [1], [4], [25]:

- Command to Line-of-Sight Guidance

- Beam Riding Guidance

- Homing Guidance



1.3.1 Command to Line-of-Sight Guidance

Command to Line-of-Sight (CLOS) Guidance is one of the two members of
the Line-of-Sight (LOS) guidance methods [3], [5], [18]. In the literature, the LOS
guidance methods are also called three-point methods. This is because the launcher,

the missile and the target constitute the three points of the guidance triangle [4].

In the CLOS Guidance, an uplink is employed to transmit guidance signals
from a ground controller to the missile [1], [2], [18]. In other words, both the
guidance and control units of the missile are located off the missile, i.e., on the

ground. Based on the type of transmission, the following designations can be made

[1]:

- Wire Guidance

- Radio Guidance

- Radar Guidance

In the case of wire guidance, as the name implies, the transmission is made
through a thin unwinding wire whereas the transmission is supplied by radio and
radar signals in the radio and radar guidance systems, respectively [1], [4].

The illustrative representation of the CLOS Guidance is shown in Figure 1.1.

Although the CLOS method can be used in short-range missile-target
engagement scenarios, its success gradually decreases as the missile and target go

away from the trackers.
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Figure 1.1. Command to Line-of-Sight Guidance

1.3.2 Beam Riding Guidance

The other member of the LOS guidance methods is the Beam Riding
Guidance (BRG). In the BRG approach, the missile is configured with a sensor and
optics in order first to detect and then to track the beam from the target tracker to
the target [18]. In BRG, the objective is to make the missile fly along a radar or
laser beam that is continuously pointed at the target so as to keep the missile on the
straight line of the beam throughout its trajectory [1], [3], [5], [18]. If the beam is
always on the target and the missile is always on the beam, an intercept will be
inevitable [3]. Unlike the CLOS guidance, the error off the beam is detected in the
missile in the BRG method [25]. Also, since the sensor is located away from the
nose of the missile, the nose can be shaped so as to minimize aerodynamic drag [4].
However, the capability of BRG is limited with short-range missile-target
engagement situations [18]. Another disadvantage of BRG is that the angle tracking

errors in the guidance beam such as the errors caused by the gunner jitter result in
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position errors that are directly proportional to the range between the target tracker

and the target [4]. The illustrative representation of BRG is shown in Figure 1.2.

: Launching Point

: Capturing Point
: Intercepltion Point

'+ Off-the-beam I'light

Cll  : On-the-beam Flight

Figure 1.2. Beam Rider Guidance [1]

1.3.3 Homing Guidance

Homing Guidance (HG) is defined as a method by which a missile steers
itself toward a target by means of a self contained guidance unit which generates the
commanded motion based on some characteristics of the target [1]. Simply, a
homing missile operates on signals reaching it from the target [4]. As a missile per
se, a homing guided missile is more sophisticated compared to missiles guided by
the CLOS Guidance or BRG because a homing guided missile carries all the
additional equipment required by the guidance unit, the self motion measuring unit
and the target tracking unit. However, a homing guided missile is much more
convenient to use because it requires minimal amount of equipment at the launching

site and after launching one can simply forget it since it fulfills its duty on its own
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[1]. This kind of missiles are called fire and forget, or launch and leave type
missiles [4]. Another advantage of HG over the CLOS Guidance and BRG is that
the measurement accuracy of the relative motion of the target with respect to the
missile increases in HG but decreases in the others as the missile approaches the

target [1], [26].

In HG, the onboard target tracking unit requires some kind of a homing
method by which the target becomes detectable. The four possible homing methods

can be listed as given below [1]:

Active Homing

Semiactive Homing

Passive Homing

Homing by Map Matching

In active homing method, the missile carries two devices: One for
transmitting some kind of radiation and the other for receiving the portion of this
radiation reflected from the target. This way, the missile illuminates the target by its
own “flashlight” in order to make it visible to its tracking unit. Once the target
becomes visible, then the missile homes on it to destroy it. The homing radiation
can be in various forms such as radio waves, light waves, infrared (IR) waves, and

even sound waves [1].

In semicative homing approach, the homing radiation is already transmitted
from another source and the missile is equipped only with a receiver to pick up the
radiation reflected from the target. The source which transmits the radiation is
usually placed at the launching site [1]. With the semiactive homing, the high-

power radar illuminator or the laser designator extends the range [4].
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In the passive homing method, no transmitting device is required for the
homing radiation because its source is target itself. The missile is again equipped
only with a receiver to pick up the radiation emitted from the target. As noted, the
passive homing is the simplest and thus the mostly used HG method. In this
method, a radar antenna, a radio transmitter or the hot engine of an aircraft

constitutes very convenient targets [1].

In the homing by map matching, the missile carries a camera which
continuously views the terrain below. These views are compared with the map
stored in a memory device. A particular view is detected as the target when its
features match the stored map. Then, the guidance unit gets locked on this view and

the missile homes on the piece of terrain having this view [1], [4].

Looking at the literature, the HG methods can be seen to have the following

type of varieties:

1. Conventional Homing Guidance Methods

ii. Homing Guidance Methods based on Optimal Control Theory

iii. Homing Guidance Methods based on Game Theory

1v. Homing Guidance Methods based on Robust Control Techniques

vi. Homing Guidance Methods with Applications of Artificial Intelligence

Techniques

vii. Integrated Homing Guidance and Control Methods
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1.3.3.1 Conventional Homing Guidance Methods

The guidance laws under this title are the ones that date back to very first
guided missiles developed in 1940’s and 1950’s. The reasons that they have been so
successful are mainly due to their simplicity to implement and also their robust

performance [5].

The widely-used conventional HG strategies can be listed as follows [1], [3],

[5], [18]:
- Pursuit Guidance
- Constant Bearing Guidance
- Proportional Navigation Guidance
- Predictive Guidance
1.3.3.1.1 Pursuit Guidance

In Pursuit Guidance, it is intended to nullify the relative LOS angle between
the missile and the target. However, the Pursuit Guidance laws have limited

capability to engage maneuvering targets [18].
The Pursuit Guidance has two basic variants [18]:
- Body Pursuit or Attitude Pursuit Guidance

- Velocity Pursuit Guidance
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In the Body Pursuit approach, the longitudinal axis, or the centerline, of the
missile is directed at the target. In order to track the target, the seeker should have a

wide field-of-view (FOV) [18].

Figure 1.3. Velocity Pursuit Guidance [1]

The conceptual idea behind the Velocity Pursuit Guidance (VPG) is that the
missile should always head for the current position of the target [5]. In other words,
the missile velocity vector is kept pointed at the target to get aligned with the LOS
in this approach [1], [18]. This strategy that resembles to the one a dog follows as it
chases, say, a rabbit will result in an intercept provided that the missile velocity is
greater than the target velocity [1], [4], [S]. The required information for VPG is
limited to the bearing angle that is defined as the difference between the flight path
angle (FPA) of the missile and the LOS angle, and the direction of the missile
velocity. The bearing angle information can be obtained from a seeker onboard the
missile. VPG 1is usually implemented to the laser-guided bombs where a simple
seeker is mounted on a vane that automatically aligns with the missile velocity
vector relative to the wind. The VPG law results in a high lateral acceleration
demand; in most cases almost infinite at the final phase of the intercept. As the

missile can not generate infinite acceleration, the result is a finite miss distance [5].
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Unlike the Body Pursuit, a seeker with a narrower FOV is sufficient in the
implementation of VPG [18]. The illustrative representation of VPG is shown in

Figure 1.2.

1.3.3.1.2 Constant Bearing Guidance

#P?\i
/

Figure 1.4. Constant Bearing Guidance [1]

In the Constant Bearing strategy, the bearing angle is forced to have a
constant nonzero value [1]. In other words, it is intended to keep the missile at a
constant bearing to the target at all the time [5]. With a judicious choice of this
constant value, it is possible to minimize the swerving motion of the missile. Thus,
the requirements on the strength and the maneuvering energy can be reduced.
However, unless the target is moving uniformly, or at least almost uniformly, it will
not be easy to find that constant value for the bearing angle [1]. Therefore, the
success of this approach is strongly dependent on the correct prediction of this angle
[4]. Here, it should be noted that the VPG strategy in which the bearing angle is
tried to be kept at zero is a special case of the constant bearing strategy [1]. The

illustrative representation of the constant bearing guidance is shown in Figure 1.4.
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In the figure, as A and B denote the missile and the target, v, and vy show the

velocity vectors of the missile and the target.

1.3.3.1.3 Proportional Navigation Guidance

The Lark missile which had its first successful test in December 1950 was
the first missile using the Proportional Navigation Guidance (PNG) method. Since
that time, PNG has been used in most of the world’s tactical radar, IR and television
(TV) guided missiles. The popularity of this interceptor guidance law comes from

its simplicity, effectiveness and ease of implementation [3].

Originally, the PNG law issues angular rate or acceleration commands
perpendicular to the instantaneous missile-target LOS in accordance with an
effective navigation ratio (ENR) [3], [17], [18], [27], [28]. In order to determine the
optimal value for ENR depending on the application, several studies have been
conducted [29]. In a planar case, the lateral acceleration command of the missile
can be generated by multiplying the angular rate command with the closing
velocity. Here, the closing velocity is defined as the difference between the
magnitudes of the missile and target velocity vectors [18]. In tactical radar homing
missiles employing PNG, the seeker provides an effective measurement of the LOS
angular rate and a Doppler radar provides the closing velocity information.
However, in laser guided missiles, the LOS angular rate is measured whereas the
closing velocity is estimated. Once the missile seeker detects the target, the PNG
law begins forcing the missile to home on the target. If there are no dynamics and
uncertainties in a PNG homing loop, then the resultant miss distance should always

be zero [3].

In application, the missile employing PNG is not fired at the target but is
fired in a direction to lead the target. This way, it is provided for the missile to be on

a collision triangle with the target [3], [17].
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The schematic representation of the missile-target engagement in PNG is

given in Figure 1.5.
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Figure 1.5. Proportional Navigation Guidance [30]

Unlike the Pursuit Guidance, the LOS angular rate is tried to be nullified
while closing on the target in PNG [1], [18], [31]. Actually, this provides an
advantage to PNG over the Pursuit Guidance methods because the course

corrections are made in earlier stages of the flight [4], [32], [33].

Depending on the direction of the generated acceleration command, PNG is

usually classifed into two sub-groups [18]:
- True Proportional Navigation Guidance (TPNG)
- Pure Proportional Navigation Guidance (PPNG)

In TPNG which is the original form of PNG, the acceleration command is
produced perpendicular to the LOS. Thus, regarding the planar engagement
situation, the acceleration command generated according to the TPNG approach has
the components both in the direction of the missile velocity vector and in the
direction normal to the velocity vector. However, it becomes not possible for the

missile control system to realize the acceleration demand along the velocity vector
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due to the lack of a controllable thrust. Thus, a modified type of TPNG is
introduced: PPNG. In PPNG, the acceleration command is generated to be
perpendicular to the missile velocity vector. Since PPNG does not have any
acceleration demand along the velocity vector, it can be realizable by the missile
control system [18]. However, as TPNG, PPNG is effective against non-
maneuvering targets. Considering maneuvering targets, the efficiency of the PPNG

law can be improved using a varying ENR [34].

Although most of the studies in the literature about PNG consider the planar
missile-target engagement model, the three dimensional extension of the PNG law
is also derived especially for the engagement case with highly maneuvering targets
[9], [18], [35], [36], [37]. In spite of the fact that the optimality of PNG against non-
maneuvering targets was proven many years later from its derivation, the PNG law
is not very effective in the presence of target maneuvers and often leads to
unacceptable miss distances especially when the guidance system time constant is
too large or the flight time is very short [3], [38]. Then, increasing the effective
navigation ratio and decreasing the guidance system time constant work in the
direction of reducing the terminal miss distance due to target maneuver. As the
effective navigation ratio is increased, the initial values of the acceleration
commands become larger, but the commands get smaller near the end of the flight.
Against non-constant target maneuvers, larger effective navigation ratios result in
smaller miss distances. On the contrary, increasing the effective navigation ratio
also causes the miss distance due to noise and parasitic effects to grow. Here,
another significant property of the noise and parasitic effects is that they place a

practical lower limit on the minimum attainable guidance system time constant [3].

If the target acceleration can be measured or at least estimated, it becomes
possible to augment the PNG law by adding the target acceleration term to
compensate the acceleration of the maneuvering target [5]. In the literature, this
form of PNG is called Augmented Proportional Navigation Guidance (APNG) that

causes the missile to yield less final miss distance as well as reduced acceleration
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commands [3], [4], [28]. On the other hand, the target acceleration information is
not directly available in most cases, especially in laser guided missiles [3], [39],
[40]. In such cases, one of the best ways is to estimate the target acceleration using

the available measurements.

1.3.3.1.4 Predictive Guidance

Predictive Guidance is based on the prediction of the future location of the
intended target. Once this prediction is done, the next task is to turn the heading of
the missile in order to form a collision triangle with the target. During the
engagement, the predicted intercept is updated at certain instants with respect to the
target state information acquired by the seeker [3], [23], [27]. Actually, the Linear
Homing Guidance (LHG) and the Parabolic Homing Guidance (PHG) methods
proposed in this thesis are two different forms of the Predictive Guidance. In LHG,
the missile trajectory to the target is assigned as a linear path while PHG considers a
parabolic trajectory. In both of the methods, the predicted intercept point is

continuously updated according to the current state information of the target.

1.3.3.2 Homing Guidance Methods based on Optimal Control Theory

The objective of the optimal control theory is to determine the control
signals that will cause a process to satisfy the physical constraints and at the same
time to minimize or maximize some cost function [41]. In the guidance sense, the
cost function is designed in a quadratic form so as to minimize the terminal miss
distance, the maximum achievable lateral acceleration and the intercept time at
certain weights. Although the derived optimal control theory based methods are
used in computer simulations and some satisfactory results are obtained, they have
not been yet implemented in the gudiance applications in the real world [42], [43],

[44], [45], [46], [47].
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1.3.3.3 Homing Guidance Methods based on Game Theory

A pursuit-evasion game is about how to guide one or a group of pursuers to
catch one or a group of moving evaders. In the game theory, a game consists of
three parts: players, actions and lost functions. The solutions to a game are normally
the policies for the players. With these policies, an equilibrium state will be
achieved and the players will have no regrets [48]. In other words, each player tries
to minimize his own performance index [49], [50]. The methods to solve the

pursuit-evasion problems involve the following approaches [48]:

- Approach for Problems with Differential Motion Models

- Approach using Worst Case Analysis

- Approach using Probabilistic Analysis

If motion models of players in the pursuit-evasion game are differential
equations, then the game is called a differential game. The objective of a differential

game is to find the saddle-point equilibria with respect to the game policy [48].

In the worst case analysis, it is assumed that only the game environment is
known to the pursuers, and the evaders work as Nature which knows any
information such as the location of the pursuers, the environment and even the

policy of the pursuers [48].

In the probabilistic analysis, the evaders are considered to be no superior to
the pursuers, which might only have limited range and uncertain sensors, and not

know the environment [48].

The modern approach to missile guidance is based on the optimal control

theory and the differential games. Actually, while the optimal control theory
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involves one-sided optimization, i.e., the optimization of the missile parameters, the
differential games involve two-sided optimization, i.e., the optimization of both the
missile and the target parameters [51]. According to the comparison studies based
on extensive simulations, the interceptor guidance laws derived from a differential
game formulation are superior to those obtained using optimal control theory. In
spite of the results of these comparisons, the differential game guidance laws have
not yet been adopted by the missile industry. This conservative attitude can be
explained by that the already existing interceptor missiles have a sufficient
maneuverability advantage over the presumed targets even with the simple but
efficient conventional guidance laws. Moreover, applying the optimal pursuer
strategy of the perfect information game as the guidance law of the interceptor
using a typical estimator yields very disappointing results. The miss distance is
never zero and there is a high sensitivity to the structure of the unknown target

maneuver [42].

1.3.3.4 Homing Guidance Methods based on Robust Control Techniques

The issue of robust control is to design a controller such that the closed loop
system remains stable for all the possible plant uncertainties and disturbances. For
this purpose, the bounds of the uncertainties and the disturbances should be known.
In the robust guidance methods, the uncertainties in the missile parameters and the
target maneuver are tried to be compensated as well as the effects of the noise and

the disturbances on the missile guidance system [49], [52].

The most widely used two robust guidance methods are the following ones:

- Guidance Methods based on Sliding Mode Control Theory

- Guidance Methods based on H,, Norm Criterion
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1.3.3.4.1 Homing Guidance Methods based on Sliding Mode Control Theory

In the Sliding Mode Control (SMC), the states of the system to be controlled
are moved from their initial values to a switching surface so that the system
restricted to this surface produces the desired behavior. The next step is to choose a
control, which will drive the system trajectories onto the switching surface and
constrain them to slide along this surface, for all the subsequent time. In this
scheme, the robustness can be achieved owing to the fact that the switching surface
describes a stable homogeneous behavior and it can be configured independently of
the parameters and the inputs of the system [14]. However, driving the system
toward and keeping it on the sliding surface may not be so easy. Although the
stability of the system is guaranteed as long as it remains on the sliding surface,
SMC has the drawback of chattering because of the signum functions it involves.
The most common method for solving the chattering problem is to allow a larger
error zone around the switching surface by replacing the signum functions with
their continuous approximations. This method, however, does not ensure the
convergence of the state trajectories of the system to the sliding surface and thus

may cause some steady-state error [53].

In the guidance field, SMC is proposed in the form of Sliding Mode
Guidance (SMG) law. Considering the missile-target engagement kinematics and
choosing the relative position components as the state variables, the SMG laws are
derived on the sliding surface of the zero LOS angular rate based on the Lyapunov
method [37], [54]. According to Moon, although this method is quite useful against
non-maneuvering targets, the guidance gains become much larger when the target is
maneuvering and this may cause a rapid chattering within the boundary layer. Thus,
the resulting guidance commands may not be realizable by the missile. This in turn
causes the terminal miss distance to be unacceptably different from zero. On the
other hand, this method could not be employed on realistic guidance applications

[37].
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1.3.3.4.2 H, Guidance Methods based on H,, Norm Criterion

R T .
For an nxlcolumn matrix X =[x, X, X; .. X,|, the H, norm is

defined as

, 1<k <n| (1.1)

%], = max{]x,
o0

In H_ control, as x, corresponds to the magnitude of the transfer function

between the considered input and output variables at the k’th frequency when it is

dealt with in the frequency domain, it is aimed at obtaining a controller such that

||§||OO is minimized [52]. If the transfer function is evaluated in the time domain,

then x, denotes its magnitude at the k’th instant.

This method can be applied to the missile guidance considering the missile-
target engagement kinematics. In this scheme, the target acceleration components
are chosen as the disturbances and the relative position variables are designated as
the outputs. Then, regarding the linearized engagement geometry, the transfer
functions between the disturbance terms and the output variables are obtained. For
each of the transfer functions, the guidance gains are determined to minimize the

corresponding H_ norm [54], [55], [56]. In order to apply this method, the upper

bounds of the target acceleration components should be known or at least estimated.
If the acceleration level of the intended target is greater than the estimation, then the
terminal miss distance may not be nullified. Also, when the guidance problem is
dealt with in the three-dimensional space especially in the case of maneuvering
targets, the linearization of the missile-target engagement kinematics, and hence the

determination of the guidance gains become quite difficult. Hence, the H,, norm

criterion based methods have not been employed on the real applications.
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1.3.3.5 Homing Guidance Methods with Applications of Artificial Intelligence

Techniques

Intelligent control can be defined as a control approach involving
environment discovery, future prediction, method learning, skill development and
independent decision making. Neural networks, fuzzy logic, expert learning
schemes, genetic algorithms, genetic programming and any combination of these

constitute the tools of the intelligent control [57].

In the missile guidance area, the most widely used tools of intelligent control

are the neural networks and the fuzzy logic control methods.

1.3.3.5.1 Homing Guidance using Neural Networks

Artificial neural networks are circuits, computer algorithms or mathematical
representations loosely inspired by the massively connected set of neurons that form
the biological neural networks [58]. Because of their parallel structures with
distributed storage and processing of massive amounts of information and their
learning ability made possible by adjusting the network interconnection weights and
biases based on certain learning algorithms, the neural networks have been used in

the solutions of control problems [17], [38], [59].

In a neural network guidance scheme, the appropriate ones of the line-of-
sight (LOS) angle, the LOS angular rate, the time derivative of the LOS angular
rate, the missile velocity and the target acceleration components are used to
construct the input sets of the dedicated neural network. The output variable is the
lateral acceleration command in most cases. The training data are obtained by the
computer simulations performed using different guidance schemes that produce
minimum terminal miss distance and smallest command accelerations. In general,
the network is trained before the implementation and the weights are determined in

an off-line manner. Also, generating the training data using the guidance schemes
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employing the PNG law with different effective navigation ratios (ENR), the output
of the neural network can be selected as the ENR value as well [38]. The neural
network guidance methods are quite effective provided that the values of the input
variables remain within the bounds considered in the training data. On the other
hand, as the ranges of the inputs are enlarged, it will take too much time both to
generate the data and to train the network using these data. Hence, the homing
guidance methods based on the neural networks have not been utilized in the

missile industry.

1.3.3.5.2 Homing Guidance using Fuzzy Logic Control Methods

Fuzzy logic control is a methodology to make decisions according to the
constructed rule tables and to generate control commands. Basically, a fuzzy logic

control system consists of three successive stages [58]:

- Fuzzification

- Inference Mechanism

- Defuzzification

Fuzzification is the process of transforming the numerical inputs into a form
that can be used by the inference mechanism. The inference mechanism uses
information about the current inputs formed by fuzzification, decides which rules
apply in the current situation and forms conclusions about what the plant input
should be. Finally, defuzzification converts the conclusions reached by the
inference mechanism into a numeric input for the plant [58]. The schematic

representation of a fuzzy logic control architecture is shown in Figure 1. 6.
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Figure 1. 6. Fuzzy Logic Controller Architecture [11]

Like the neural network guidance algorithms, the reference inputs of the
fuzzy guidance schemes are selected from the combinations of the LOS angle,
the LOS angular rate, the time derivative of the LOS angular rate, the missile
velocity and the target acceleration components. In general, the input sets are
formed using the LOS angle and the LOS angular rate. Usually, the output of the
fuzzy guidance scheme is the lateral acceleration commands to the missile [11],
[38]. Mishra claims that smaller miss distance and less acceleration commands than
the Proportional Navigation Guidance (PNG) can be attained using a fuzzy
guidance scheme [38]. Also, according to Vural, a fuzzy logic based guidance law
can perform as well as the PNG [11]. On the other hand, the success of a fuzzy
guidance scheme is directly dependent on the statement of the rules. If the rules are
not properly set, then the fuzzy guidance algorithm can not lead the missile to hit

the intended target.

1.3.3.6 Integrated Homing Guidance and Control Methods

Constructing a missile guidance and control algorithm, the guidance, control
and target motion estimation systems are usually designed separately and then
integrated to the missile. Since these systems in general have different bandwidths,
there exists a time lag in the response of the overall guidance and control system

[60]. In order to decrease this lag, the integrated guidance and control algorithms
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are proposed [22]. However, since the dimension of the nonlinear guidance and
control problem is increased, it becomes difficult to construct such a scheme such
that the stability of the missile is maintained [22]. For such reasons, these kinds of
structures can not be easily implemented on realistic guidance and control

problems.

1.4. Studies on the Control of Missiles in the Literature

The mission of a missile control system, or a missile autopilot, is to ensure
the stability, high performance and that the missile flies in accordance to the
demands of the guidance law [5], [38], [61], [62]. Figuratively speaking,
the guidance unit is the commander and the control unit is the executive officer who

forces the missile to obey the orders of the commander [1].

In order for the minimum terminal miss distance, the dynamics of the
control system should be as fast as possible. That is, the autopilot time constant

should be as small as possible [22].

In most of the missile control systems, the controlled variables are selected
to be the lateral acceleration components of the missile. Depending on the type of
the guidance command, the controlled variables may also be the body rates (yaw,
pitch and roll rates), body angles (yaw, pitch and roll angles), wind frame angles

(angle of attack and side-slip angles), or their rates.

In the guided missiles, the necessary steering actions are achieved by various

motion control elements such as the ones listed below [1], [63]:
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- Aerodynamic Control Surfaces

- Thrust Vector Deflectors

- Side Jets or Reaction Jets

Aerodynamic control surfaces can be in the form of canards, wings, and tails

depending on their locations on the missile [1], [63].

In the canard-controlled missiles, the control fins, or canards, are mounted
on the nose part of the missile as shown in Figure 1.7. They are light in weight and
can be simply packaged. The drag acting on their bodies is smaller because of their
smaller sizes. Also, small canards create less downwash effect. On the other hand,
they contribute very little to the necessary lift which is mainly derived from the

body angle of attack (AOA) in this type of missiles [63].

]
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Figure 1.7. Canard-Controlled Missile

In the wing-controlled missiles, the control fins are mounted near the mass
center of the missile (CG) as shown in Figure 1.8. This type of control provides fast

response of body lateral acceleration [63].
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Figure 1.8. Wing-Controlled Missile
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The third type of aerodynamic control surfaces are tail fins. As the name
implies, these control surfaces are placed at the tail section of the missile as shown
in Figure 1.9. Their main advantage over the canard and wing types is more linear
aerodynamic characteristics due to the absence of the downwash effect. However,
the space available to put the control section is limited due to the rocket motor and
the nozzle. Beyond this disadvantage, the most important drawback of the tail-
controlled missiles is that their first reaction is opposite to the desired motion
command [63]. Actually, this results from the non-minimum phase characteristics

of the tail-controlled missiles [64].

1
]
Figure 1.9. Tail-Controlled Missile

The fin arrangement in an aerodynamically controlled missile can be one of
the cruciform, triform and monowing configurations. As shown in Figure 1.10, they
are formed by four, three and two fins that are equally spaced. As the cruciform
configuration is the most common one among all, the monowing configuration is in
general chosen for cruise type missiles, e.g. NACE missile. However, although they
provide a high lift, the monowing-type missiles have a large maneuver delay.

Considering the triform arrangement, it is a rarely used fin arrangement, e.g. in

Q

CRUCIFORM TRIFORM MONOWING

Pershing missile [63].

Figure 1.10. Fin Arrangements in Aerodynamically Controlled Missiles
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In the case where the control of the missile is achieved by means of
aerodynamic control surfaces, the desired deflections for them are supplied by a
control actuation system (CAS) [2]. Depending on the type of the energy
transmission mechanism, a CAS can be hydraulic, pneumatic or electromechanical.
The hydraulic type actuators are used in the applications that require high torques.
Despite their limited torque capability, pneumatic actuators may be preferred
because of their simplicity and low-cost. On the other hand, the electromechanical

type actuators give the best results in the low-torque rotary applications [2], [65].

In the cases where the thrust vector deflectors are used in motion control
elements, the flight of the missile is controlled by controlling the direction of the
thrust. In the literature, this type of control is known as the Thrust Vector Control

(TVC). In general, TVC can be implemented in three different ways [63]:
- Gimbal Control
- Direct Thrust Control

- Jet Vane Control

In the gimbal control, the missile is controlled by means of the rotation of
a gimbaled nozzle. On the other hand, the control is done by means of the orifices
on the fixed nozzle in the direct thrust control. In the jet-vane control method, the
thrust is directed by means of the vanes hinged at the aft end section of the nozzle.
In all of these methods, the roll motion of the missile can not be controlled [63].
Their schematic representations are given in Figure 1.11, Figure 1.12 and

Figure 1.13.

re

Figure 1.11. Gimbal-Controlled Missile
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Figure 1.12. Direct Thrust -Controlled Missile
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Figure 1.13. Jet Vane-Controlled Missile

In the control of missile with side jets, the small rockets put around the
missile body are fired in order to make the missile behave in accordance with the
commands generated by the guidance algorithm. As the control strategy, usually
on-off or bang-bang control is applied for the control of missiles with side jets.
If the jet nozzles are located in a canted configuration, the side jet control can
provide the missile with a roll motion, too [63]. Also, since the conventional
aerodynamic surfaces may no longer be effective at extreme AOA values,
additional control with side jets is a good choice [62], [66]. A side jet-controlled

missile is depicted as shown in Figure 1.14.

— ] Side Jets

Figure 1.14. Side Jets-Controlled Missile

The strategies utilized in missile control may be discussed under the

following headings:
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1. Classical Control Methods

1. Modern Control Methods

ii1. Robust Control Methods

iv. Intelligent Control Methods

1.4.1 Classical Control Methods

If the roll motion of the missile is stabilized, then its motion in its yaw and
pitch planes will become decoupled. In such a structure, where the motion equations
are almost linear for not so large wind angles and control surface deflections, the
autopilots can be designed easily using the classical control techniques. In this
sense, usually PI (proportional plus integral) or PID (proportional plus integral plus
derivative) control with synthetic pitch and yaw damping is used in the design of
the yaw and pitch autopilots. In the resulting control system, the desired poles are in
general set according to the pole placement technique. In order to keep these poles
at the desired locations against the changing operating conditions, the mostly used
way is the gain scheduling method [62], [67]. In this approach, the controller gains
are continuously adjusted with respect to the current flight conditions so as to

maintain the desired locations of the poles of the closed loop control system.

1.4.2 Modern Control Methods

Most of the modern control strategies fall into one of the following two
categories: They are either state feedback or output feedback strategies [68]. Many
of the linear and nonlinear design methods assume that the full state information is
available [69]. However, it is not always possible to implement a state feedback
based control law as all the states may not be available for measurement. In such a

case, the output feedback is a viable alternative usually coupled with a Kalman filter
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to estimate the full state. On the other hand, the use of the state and output feedback
strategies is limited in the control of the missiles. As an example, in a specific
problem where the missile is fired from the ground in vertical position, the state
feedback control can be used in order to maintain the vertical position of the missile

throughout its flight.

1.4.3 Robust Control Methods

Regarding the uncertainties in the missile parameters and the disturbances
influencing the missile dynamics, the robust control methods appear as a viable
solution [70]. In the design of a missile autopilot, the most widely used robust

control methods can be divided into two main groups:

- Control Methods based on the Lyapunov’s Theorem

- Control Methods based on H,, Norm

1.4.3.1 Control Methods based on the Lyapunov’s Theorem

In the control methods under this title, the control law is generated with
respect to a properly selected Lyapunov function. Basically, two kinds of such

methods appear in the literature:

- Backstepping Control

- Sliding Mode Control

1.4.3.1.1 Backstepping Control

The backstepping control is a recursive control technique. In order to design

a controller using the backstepping method, the dynamic equations of the system to
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be controlled should be expressed in the “strict feedback form”. For example, if x,,
X, and x; denote the state variables of a system and u represents its control input,

the dynamic equations of the system can be expressed in the strict feedback form as

[71], [72], [73]

X, =x, +f (x,) (1.2)
X, =X3+f2(X1,X2) (1.3)
X5 :u+f3(xl,xz,x3) (1.4)

In this technique, each of the differential equations given above is stabilized
with the following state variable as the control variable. Namely, at the first stage,

X, 1s used as the control variable for the x; dynamics in equation (1.2). Then, x,
serves as the control variable of the x, dynamics given in equation (1.3). After
stabilizing the x, and x, dynamics, the actual control input u is determined from
equation (1.4) as a function of x,, X, and x;. In each stage, the corresponding

stabilizing control law is obtained using an appropriate method such as using a
proper Lyapunov function. Since a stabilizing feedback control law is derived at
each stage and then the process goes one step back until the actual control input is

determined, this method is called “backstepping” [71], [74].

The backstepping method is used in the missile autopilot design as well.
According to the design procedure proposed by Sharma and Ward, selecting the
pitch rate, the pitch angle and the flight path angle as the state variables and
the elevator deflection as the control input, the differential equations describing
the pitch motion of the missile can be expressed in terms of these state variables and
the input variable. Then, these equations are expressed in the strict feedback form as

explained above and the actual control input is determined by following the
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backstepping design procedure [75]. Sharma and Ward claim that the autopilot
designed using the backstepping method is robust to the uncertainties in both the
missile parameters and the aerodynamic terms. Also, the stability of the resulting
control system can be guaranteed according to Liu [71]. On the other hand, since
the control input is needed to be updated according to the changing flight
parameters, the implementation of this procedure may take a long time. In the

practical guidance applications, the backstepping method is rarely used.

1.4.3.1.2 Sliding Mode Control

Specifying properly the sliding surface parameters and the thickness of the
boundary layer introduced around the sliding surface in order to restrict the amount
of the chattering, a robust autopilot can be designed using the sliding mode control
(SMC) method. In the study conducted by Menon and Ohlmeyer, the design of a
pitch autopilot using the SMC method is explained. In the mentioned design, the
pitch rate and the angle of attack are chosen as the state variables and the elevator
deflection is selected as the control input [74], [76]. Although they claim that this
method produces quite successful results, the SMC approach is not chosen most of
the time. This is because the SMC system will be slower than any classical control

system since the sliding surface is needed to be adapted to varying flight conditions.

1.4.3.2 Control Methods based on H,, Norm

The H_, autopilot design is based on the linearized missile dynamics and it

can be carried out in either frequency domain or time domain in the form of state
space formulation [70]. In this approach, first the state variables and the inputs are
defined. Then, the linearized dynamic equations are expressed in terms of the
selected state and input variables. After deriving the transfer functions between the

input and the state variables, the H,, norm of each transfer function can be defined

as
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, I<k<n| (1.5)

K], = max{|x,
e8]

Thus, the final task is to obtain a controller such that ||§||OO 1s minimized [52].

In the autopilot design, the state variables are selected to be the body rates (yaw,
pitch and roll rates), the body angles (yaw, pitch and roll angle) and the wind frame
angles (angle of attack and side-slip angle). As usual, the input variables are the
rudder, elevator, and aileron deflections. Regarding the pitch autopilot design, X is
constructed using the transfer functions from the elevator deflection to the pitch

rate, the pitch angle and the angle of attack. Then, the controller is tried to be

determined so as to minimize ||§||0O . Since the algorithm involves the uncertainties in

the missile parameters and the disturbances acting on the control system within
certain bounds, the designed control system is robust to the parameter uncertainties
and the disturbances. However, the determination of an appropriate controller is an
iterative and hence a time consuming process. Thus, this method is not chosen in

practical guidance implementations [52].

1.4.4 Intelligent Control Methods
The intelligent methods in missile control can be grouped as follows:
- Neural Network Based Control Methods
- Fuzzy Logic Based Control Methods

1.4.4.1 Neural Network Based Control Methods

In general, the neural network controller in a control system is utilized as an
inverse plant model. In this structure, first the neural network is constructed by
deciding the numbers of the input and the output nodes as well as the number of the

neurons in the hidden layer. Then, performing a suitably planned simulation set, the
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selected output variables of the plant are measured for several types of the plant
inputs. Using the measured values, the data set is formed for the training of the
neural network controller such that the values of the plant outputs constitute the
input data set while the values of the plant inputs are its output data set. Next, the
neural network is trained using this data set to determine the values of the weighting

factors [38].

In the missile autopilot design, the lateral acceleration components of the
missile, the body rates, the body angles, the wind frame angles and the missile
velocity are usually selected as the output variables. Carrying out successive
computer simulations using the considered missile model, the values of these output
values are measured for the different values of the input variables (the rudder,
elevator and aileron deflections) at different Mach numbers. Then, the collected
data are fed into the neural network in order to train it. Thus, the trained neural
network can be used as a controller in the missile control system. In order to
increase the performance of the neural network controller, the training data space
should be enlarged. The neural network controllers give satisfactory results
provided that the flight parameters of the missile remain within the bounds
considered in the training data set. However, the data generation process is very
long as well as the training duration. Also, there is no acceptable criterion to check
the stability of a neural network control system [59]. In order to guarantee the
stability of the neural control systems, Lin and Chen proposed a hybrid control
scheme in which a fixed-gain controller operates in parallel with the neural network
controller. However, this method seems not to be practical because it dictates an
online tuning of the weighting factors over the operating range [38]. Also, for non-
minimum systems, the neural network controller used as an inverse plant model
becomes unstable [38], [77], [78], [79]. Therefore, the use of this method is not a

good choice in the control of missiles.
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1.4.4.2 Fuzzy Logic Based Control Methods

In a missile control system, a fuzzy logic controller can be utilized to
generate the control commands for the fin deflections. In general, the error term
between the reference input and the actual output of the control system, and the first
derivative of the error term are designated as the inputs of the fuzzy logic controller.
Then, depending on the established inference rules, the fin deflection commands are
produced as the outputs. Actually, the success of a fuzzy controller is directly
dependent on the statement of the inference rules. In the derivation of these rules,
the input and output data of some properly working controllers can be used as the
reference. Also, like the neural network controller, the lack of satisfactory formal
techniques for studying the stability of the fuzzy logic based control systems is a
major drawback. In order to increase the performance of the fuzzy controllers, Dash
and Panda propose a fuzzy logic structure in which the input and output
membership functions are adaptable to the parameter variations. However, they can
not guarantee the stability of the overall control system [38], [80], [81], [82]. For
this reason, the fuzzy logic control is not practical for the implementation on the

real missile guidance applications.

1.5. Studies on the Estimation of Target Motion in the Literature

The third leg of the guidance and control system design for a missile is the
development of an algorithm to estimate the states of the target required for the
implementation of the guidance law under consideration. In a homing guidance
problem, a target state estimator deals with two major problems: highly

maneuvering targets and low-observability from the LOS measurements [83].

The dynamic nature of the estimation process has an important effect on the
homing performance [45]. According to the results of the relevant computer
simulations made by Shinar and Shima, the largest error source on a missile

guidance system appears as the inherent delay in estimating the target acceleration.
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Therefore, the entire estimation process is roughly approximated by a pure time

delay in the measurement of the target acceleration [42].

In the guidance and control field, there are basically two sorts of target state

estimators in practical use [84]:
- Simple Digital Fading Memory Filters
- Kalman Filters

1.5.1 Simple Digital Fading Memory Filters

The missile seeker provides a noisy measurement of the LOS angle.
Therefore, the use of a simple digital fading memory filter, or a constant gain filter,
as a part of the missile guidance system is one of the simplest and the most effective
ways to get an estimate of the LOS angle and the LOS angular rate from the noisy
measurement. In this filter structure, the value of the column X at the k’th instant

can be estimated as

Ko (k) = X (k= 1)+ KK e (k) - X (k =1)] (1.6)

where K =1tK; 0<t<1 and X, is the measured value of X. Also, 7 is called

s
the memory length. If t is zero, then the current estimate is just equal to the current
measurement. Conversely, if it is one, it yields an estimate the same as the previous
one. In general, the first order simple digital fading memory filters are used, as
described above [3]. However, it is possible to use higher order filters too, if

desired.
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1.5.2 Kalman Filters

A Kalman Filter (KF) is one of the best choices in estimating the
maneuvering level of the intended target [23]. More generally, it is a well-known
recursive state estimator for linear systems [85]. In a KF type state estimator, the
data available from the seeker and the inertial navigation system (INS) together
with a model of the target behavior are used to generate the target state vector,
which typically includes the target position, velocity and acceleration vectors [86].
However, for a KF to be truly optimal, the statistics of the measurement and process
noise must be known [3], [87]. Unlike the constant-gain simple digital fading
memory filter, a KF has a time-varying gain matrix. Yet, in most of the

applications, a simple digital fading memory filter gives very satisfactory results.

1.6. Scope of the Thesis

In almost all of the guidance and control studies in the literature, the missile
is modeled as a single-body structure. Therefore, the same dynamic model is used
in the similar studies by changing the numerical values of the missile parameters.
In this study, a two-body missile is dealt with. Namely, the missile is considered as
an air-to-surface missile (ASM) consisting of two separate bodies that are
connected to each other by means of a roller bearing. In this configuration, the
guidance and control sections are located in the front body and the rear body
carrying the rocket motor is left uncontrolled. Since the free roll motion of the rear
body affects the aerodynamics of the entire missile, the missile aerodynamics is
modeled considering the motion of the rear body. In this model, the necessary
stability derivatives are obtained as functions of the Mach number and the spin
angle that is defined as the difference between the roll angles of the front and rear
bodies. Then, the complete dynamic model of the missile is derived along with the

necessary transfer functions.
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In this study, the three-dimensional formulation of the Proportional
Navigation Guidance (PNG) law is done. Another contribution of this study is the
derivation of the Linear Homing Guidance (LHG) and the Parabolic Homing
Guidance (PHG) laws. Then, all these three methods are implemented on both the
considered missile model for the uncanted and canted tail wing configurations, and
a generic single-body missile model. Also, the acceleration, rate and angular
autopilots are designed in order to realize the guidance commands generated by

these guidance laws on the considered missile models.

Finally, the overall guidance and control models are constructed by
integrating the obtained models and then numerous computer simulations are

carried out to test the performance of the system in different scenarios.

The thesis comprises seven chapters. In Chapter 1, the results of an
extensive literature survey about the guidance and control of homing missiles is

presented. Also, the scope of the thesis is given.

In Chapter 2, first, the missile model considered in this study is described as
a missile combined of two bodies connected to each other by means of a roller
bearing. Afterwards, the kinematic relationships are obtained for each of the bodies
and then they are written in terms of the kinematic parameters of the entire missile
which are defined with respect to the mass center of the entire missile. Next, the
equations of motions of the bodies are derived separately. Using the reaction force
and moment components between the bodies through the roller bearing, these
equations are combined and hence the seven equations of motion of the entire
missile are obtained. In modeling, the bearing friction is assumed wholly in the
viscous region. Next, the aerodynamics of the entire missile is modeled for different
Mach numbers and the relative spin angle values. Based on the resulting dynamic
model, the transfer functions required for the design of the governing control

systems are obtained. Furthermore, choosing electro-mechanical type actuators, the
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control actuation system model is constructed. Eventually, the models for the

measuring instruments and the wind are supplied.

In Chapter 3, the guidance methods implemented in the computer
simulations of this study are explained. First, the spatial derivation of the widely-
used Proportional Navigation Guidance (PNG) law is completed. After PNG, two
additional candidate guidance laws are proposed: Linear Homing Guidance (LHQG)
and Parabolic Homing Guidance (PHG) laws. In LHG, the guidance commands are
generated in the form of the flight path angle components to drive the missile to the
predicted intercept point with the target by following a linear path. In PHG, the
guidance commands are produced for the lateral acceleration components of the
missile and the desired trajectory toward the predicted intercept point is shaped to
be a parabola rather than a straight line. In the final section of the chapter, the

kinematic relationships for the the missile-target engagement geometry are derived.

In Chapter 4, first, the roll and the two transversal autopilots of the missile
are designed based on the transfer functions obtained in Chapter 2. Here, the
transversal autopilots include the acceleration, angular rate and angle autopilots.
When PNG or PHG is employed as the guidance law, the acceleration or the rate
autopilot is used whereas the angle autopilot is needed for the execution of the
guidance commands of the LHG law. After the design of the autopilots, the concept
of anti-windup scheme used along with the controller is explained. Lastly, the roll
resolving scheme is presented, which is employed to decouple the yaw and pitch

channels in case of a nonzero roll motion.

In Chapter 5, the target is modeled as a surface target so as to use in the
forthcoming computer simulations and the necessary kinematic equations are
determined. Afterwards, the properties of the seeker suitable for the engagement
purpose are explained in addition to the external contributors affecting the
performance of the seeker. Then, the basic seeker types are introduced and a control

system is designed for the control of the gimballed type seeker. Having compared
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the mentioned seeker types, the chapter is concluded by the design of an estimator

that is to be used in the estimation of the target states.

In Chapter 6, the numerical parameters used in the models are first given and
the models created in the Matlab-Simulink environment are introduced. After the
formation of the test configurations as well as the sets of the initial conditions, the
results of the performed computer simulations are presented in the form of tables
and figures. The interpretation of the obtained results is also made for all of the

simulated configurations.

In Chapter 7, the performance of the designed guidance and control schemes
are discussed. Also, the results of the relevant computer simulations are evaluated in
accordance with the considered guidance and control schemes. Finally, some future

work recommendations are made.
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CHAPTER 2

MISSILE MODEL

In this chapter, first, the missile model considered in this study is described.
Next, completing the kinematic analysis of the considered missile model, its
governing differential equations of motion are derived. Afterwards, the necessary
transfer functions to be used in the control system design stage have been
determined based on the derived equations of motion. Then, the control actuation
system model is constructed. Eventually, the models for the measuring instruments

and the wind are given.

2.1. Missile Dynamic Model

In this study, a missile is considered such that its body is combined of two
parts which are connected to each other by means of a free-rotating bearing. In this
structure, the front body carries the guidance and control sections of the entire
missile while the rear body involves the fixed tail wings and the rocket motor that

supplies the missile with thrust required in the boost phase.

2.1.1. Missile Kinematics

As shown in Figure 2.1, C, and C, are used to represent the mass centers of

the front and rear bodies which are called body 1 and body 2, respectively, while
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C, represents the mass center of the entire missile. Denoting the reference frame
of body 1 as F} which is attached to the missile at point C,, the relevant rotating
frame based Euler angle sequence can be written for body 1 in the following
manner:

iy ™

Here, F) denotes the Earth-fixed reference frame whose origin is point O,
while F,, and F, show the intermediate reference frames between Fy and F}. Also,
v,, 0, and ¢, stand for the Euler angles in the yaw, pitch and roll directions of
body 1, respectively. As a general note for the reference frames, they are all taken to

be orthogonal and right-handed.

Body 2

Body 1
¥ Xy

Figure 2.1. Considered Missile Model
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Considering the rotation sequence given above, the overall rotation matrix

can be written for body 1 using the basic rotation matrices as follows:

A A

C(00) = ¢Om)Emn)(nb) R, (v, )R, (6,)R,(¢) (2.1)

In equation (2.1), the basic rotation matrices for the rotations about the yaw,

pitch and roll axes are defined as follows:

R cos(y,) —sin(y,) 0
cOm) — sin(y,) cos(y,) 0 (2.2)
0 0 1

= 0 10 2.3)

(2.4)

The angular velocity vector of body 1 with respect to F) can be determined

in terms of the rates of the Euler angles as follows:
®p/0 =V ﬁs(o) +6, ﬁz(m) +0, ﬁl(n) (2.5)
. . - . —(b) _ T
Defining the expression of ®y,, in F} as ,,, = [p, q, n]", the roll,

pitch and yaw rates of body 1 can be writen in terms of the Euler angles and their

rates as
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Py = —, sin(6;) (2.6)
q; =0, cos(9; )+, cos(6; )sin(,) 2.7)
r, =0, sin(¢, )+ s, cos(8, )cos(4, ) (2.8)

Reversely, once p,,q, and r; are given, the rates of the Euler angles can be

obtained from equations (2.6) through (2.8) in the following fashion, provided that
cos(0,)#0:

Wy =[ay sin(o; )+ 1, cos(¢, )}/ cos(®; ) 2.9)
é1 =q, Cos(q)l )_ I Sin(¢1) (2.10)
d)l =D +[CI1 sin(¢1)+r1 COS(¢1)]tan(91) (2.11)

Also, the angular acceleration vector of body 1 with respect to F can be

determined by taking the time derivative of ®,,, in Fy as follows:

G0 =D (@) (2.12)

where D, denotes the time derivative operator with respect to Fy.

Expressing o, in F} and noting that

Do(@b/o): Db(@b/o)+ 6Ob/o x a)b/O = Db(éb/o)a

the components of the resulting column aé% can be obtained simply as
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P,
agy =4, (2.13)

where
¢1 \Vlsm( ) W e1 COS(el)

d, =6, cos(, )+ [‘V1 sin(@y )+, ¢, cos(o, ) ]COS -0, [¢1 +, sin(@l)]sin(q)l)

= -0, sin(¢ [\I’l cos(d) -, ¢, sin(9, )]COS -6, [4)1 +r, sin(6, )]COS(¢1)

Since body 1 is the controlled body, the body-fixed frame of the entire
missile can be taken to be coincident with Fj,. Therefore, from now on, the

following simpler notation will be used:

pP=p, (2.14)
q=4q; (2.15)
r=r (2.16)

Assuming that C,; lies on ﬁgb) axis like C, and C,, the distance between

C, and C,; (x)) can be determined as follows:

Xy = —2d,, (2.17)
m
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where m and m, stand for the masses of the entire missile and body 2, and d,,

denotes the distance between points C, and C, .
Here, it should be noted that d,, varies in accordance with the mass decay

of body 2 due to the propulsion during the boost phase. On the other hand, since the

guidance and control of the missile is performed after the boost phase, this distance

is taken to be constant.

The velocity vectors of C, and C,; with respect to O, can be related as

Ve, /0, =Vey 0, T XM [a)b/o Xﬁgb)] (2.18)

Equation (2.18) can be expressed in F} in the following manner:

V(Cbl)/oe =V81)4/0e XM I:ON)g)b/)o ﬁl] (2.19)
0 -r ¢
where V(Cbl)/oe :[ul v, WI]T and ag)b/)o “lr 0 -p|.
-q p 0

Then, with 78’34 0, =[u \ W]T, equation (2.19) yields the following

expressions:

u, =u (2.20)
Vi =V+Xyr (2.21)
W, =W—-Xyq (2.22)
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Taking the time derivatives of equations (2.20) through (2.22), the following

relationships are obtained in the acceleration level:

@, =1V, +qw, =ti-rv+qw—xy(q +r?) (2.23)
V,+1U, —pwW, =V+ru—pw+xy (f+pq) (2.24)
v'vl—qu1+pvl:v'v—qu+pv—xM(q—pr) (2.25)

Since the roll bearing between body 1 and body 2 restricts their relative
lateral motions, both bodies show the same behaviour in the yaw and pitch

directions. Conversely, they have independent relative rotations about the roll axis
i{®. Due to the relative motion of the bodies about " axis, the following

rotation sequence occurs between body 1 and body 2:
~(b)
Uy

Fb - Fv
b

In the sequence above, F; represents the reference frame of body 2 whose

origin is put at point C, as shown in Figure 2.1. Also, ¢s stands for the spin angle

of body 2 about ii{” axis and it is defined as

¢s = ¢2 - ¢1 (2.26)

From here, the rotation matrix from F to F can be written as

1 0 0
cts) =0 cos(¢p,) —sin(d,) (2.27)
0 sin(g,) cos(o,)
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Hence, the angular velocity vector of body 2 with respect to F, can be

expressed as
@y, = b, 11" (2.28)

Having determined the relative angular velocity vector between body 1 and

body 2, the angular velocity vector of body 2 with respect to £ can be written as
g9 = By + By (2.29)

Defining the expressions of the angular velocity and the angular acceleration
vectors of body 2 in Fyas ) =[p, q, 1,]' and a8 =[p, q, f,] . they
can be written in F}, that correspods to the non-spinning reference frame of body 2

as well in the following manner:
oy =C*Vaf, (2.:30)
ajo =C"Vwf (231)

The components of 65(% and as(% can be defined as

P2

@) =|dh (2.32)

p5
al) =|ds + b, 15 (2.33)
r2’ - q)s ql2
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where  ph =p,. q) =4, cos(, ) -1 sin(§, ). 13 =1, cos(d )+ a5 sin(9, ). P> =P,

q’2 = q2 COS((I)S )_ I“2 Sin(¢s) and I.2' = I"2 (COS d)s )+ q2 Sin(¢s)'
Equations (2.28) and (2.29) can be written in F as follows:
ol =01, (2.34)

Byjp =@ + Byp (2.35)
Putting equations (2.32) and (2.34) into equation (2.35), the following
kinematic constraint equations arise among the angular velocity components of the

body 2 and the entire missile:

p, =p+9, (2.36)
9, =4q (2.37)
r,=r (2.38)

From equation (2.31), the constraint equations among the angular

acceleration components of the bodies can be obtained as

Py =P+, (2.39)
qh=4q (2.40)
iy =1 (2.41)
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Considering point C,, the velocity vector of C,, with respect to O_can be

written as

ch/oc = VCM /0, ~ (dlz - XM) [(TJb/o X ﬁgb)] (2.42)

Defining V(CSZ) 0 = [u2 vV, W 2]T , the expression of equation (2.42) in F}

yields the following scalar expressions:

u, =u (2.43)
2 =V—(d12 —XM)r (2.44)
wh=w+(d;, —xXy)q (2.45)

where u, =u,, v, =v, cos(d. )— w, sin and w), =w, cosld. )+ v, cos )
) = Uy, vy = v, cos(9, )~ w,sin(g, ) and w) = w, cos(9, )+ v, cos(, )

The time derivative of equations (2.43) through (2.45) gives the following

expressions:

1'1'2—rv’2+qw'2:u—rv+qw+(d12—xM)(q2+r2) (2.46)
Vh+ruy —pwh =v+ru—pw—(d;, —xy )F+pq) (2.47)
Wh—quy +pvh =w—qu+pv+(d, —xy)(G-pr) (2.48)
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2.1.2. Equations of Motion of the Missile

Having completed the kinematic analysis, the equations of motion of the
missile can be derived using the Newton-Euler equations, which express the force

and moment balance on each body. The Newton-Euler equations for body 1 are

Fp +Fy +m g=m, ac o, (2.49)

My + My + 1,0, XFy =J¢, -0y 0 + @0 X T, Oy (2.50)
Similarly, the Newton-Euler equations for body 2 are

Fyy +Fpy +F, +m, g = m, ac, o, (2.51)

My, + My, + My, + 15, XFy =J¢, -0 +Og 0 X T, -0, (2.52)

In equations (2.49) through (2.52), the following definitions are made for
i, j=1 and 2:

M Ai - Aerodynamic force and moment vectors acting on body 1

M. : Reaction force and moment vectors applied by body 1 on

body j

F.,, M, : Thrust force and thrust misalignment moment vectors acting on

body 2

m; : Mass of body i
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: Inertia dyadic of body i1 about its own mass center
g : Acceleration of gravity

Tyc, : Position vector between the mass center of body 1 and the

midpoint of the bearing (point B)

Looking at equations (2.49) through (2.52), it is seen that the thrust force
and moment terms occur in the equations of body 2. That is because the rocket
motor that supplies the required thrust throughout the boost phase is mounted on

body 2. Also, the vectors Iy, and Ty, can be expressed as

Ty, =—d; U (2.53)

Iyc, =d, il (2.54)

where d;, shows the distance between the points C, and B (i=1 and 2) and

dp, =d, +d,.

Expressing equations (2.49) through (2.52) in F} results in the following

matrix equations:

)+ EY +m, g% = m, &), (255)
M)+ MY - 8 B =08 @y + 6y 18 o (2:56)
Y+ FY +F +m, g® =m,al) 2.57)

M+ ME M+, W R =TE el eI el @59
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In equations (2.55) through (2.58), the force and moment columns for the

aerodynamic and thrust effects are defined as follows:

X4

E@ =Y,

Z,

L,

Mg)l) = Ml
N,

X,

(b [

Fzgz) =Y,

z,

L,

MAbz = Mrz
N;

X12

FT(tz)) = Yfz
Zy,

L1,

Msz) = M:I“Z
N7,

(2.59)

(2.60)

(2.61)

(2.62)

(2.63)

(2.64)

In equations (2.61) through (2.64), the terms in the columns are obtained by

making the transformations of the relevant columns from Fj to F}, in the following

manner:

58



E@Z[Xz Y, Zz]Ta MS)2=[L2 M, Nz]T,FT(Sz)=

X, =X,
Y2' = Y2 COS(d)S ) - ZZ Sin(d)s )
Z'2 = ZZ COS(¢S)+ Y2 Sin(d)s)

L, =L,
M) =M, cos(¢, )~ N, sin(¢, )
NIZ = N2 COS(d)S )+ M2 Sin(¢s)

X'Tz =X1,
Y12 =Y, COS(¢S )_ Zr, sin((l)s)
Zhy =7y, COS((I)S )+ Y1, sin((l)s)

L'Tz =L,
M7, =My, COS(¢S)_ N, sin(d)s)

N7, =Ny, COS(¢S)+ My, sin(d)s)
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(2.65)
(2.66)
(2.67)

(2.68)

[XTZ Y1, ZTz]T and

Hence, equations (2.65) through (2.68) lead to the following expressions:

(2.69)
(2.70)
(2.71)

(2.72)
(2.73)
(2.74)

(2.75)
(2.76)
(2.77)

(2.78)
(2.79)
(2.80)



Next, E(Zb) can be picked up from equation (2.57) as follows:

EY =m,al) ~[F®) +E®) 4 m, g®)] (2.81)

Notice that E(}’) = —Egb). Hence, putting equation (2.81) into equation (2.55)

yields the following equation:
FO 4B +mg® =mal), +m,al) (2.82)

where F® =F) +E% and m=m, +m,.

Also, since the acceleration of gravity is expressed in F as gzgﬁ(;))

(g=9.81m/s?), its representation in F, becomes
0)5(0) (2.83)

Because of the orthonormality property of the overall rotation matrix C(O’b),

Ce0) [@ (O’b)]_l = [C(O’b)]T . Using this property, equation (2.83) can also be written

as

~gleen] g, (2.84)

=g, (2385)
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where g, =-gsin(6,), gy =gcos(8, )sin(¢, ) and g, = gcos(8, )cos(d, ).

Proceeding further, the acceleration columns for the mass centers of body 1

and body 2 can be expressed in terms of their angular and linear velocity

components as

—(b (b ~(b) =(b
3l =V o + B Vo, (2.86)
—(b =(b ~(b) =(b
a(cz)/oe = V(cz)/oe + (’Jg/?) V(cz)/oe (2.87)

Defining E(th)/o = [aix a;y aiz]r for i=1 and 2, equations (2.86) and (2.87)

yield the following equations:

alx=u—rv+qw—xM(q2+r2) (2.88)
a1y=\'/+ru—pw+XM(f+pq) (2.89)
a,=WwW—qu+pv-—Xy (q—pr) (2.90)
ay =t-rvrqw+(d, —xy)lq® +1r7) (2.91)
azy:\'/+ru—pw—(d12—xM)(f+pq) (2.92)
a,, =W-qu+pv+(d, —xy)(@-pr) (2.93)

Hence, putting equations (2.59), (2.61), (2.63), (2.83), (2.86) and (2.87) into
equation (2.82) and then making the necessary operations, the translational

equations for the entire missile motion can be obtained as given below:

u—rv+qw:l(X+XT)+gx (2.94)
m

. 1

V+ru—pw=—(Y+YT)+gy (2.95)
m
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! (z+2;)+g, (2.96)

wW-—qu+pv=—
m

where X=X, +X,, Y=Y, +Y}, Z=Z,+2Z}, X; =X, Yr =Y}, and
ZT=Z’T2‘

The moment equations can be handled in the same manner. Since the bodies

are connected to each other through the roller bearing, there exists no reaction
moment about their body axis [ﬁgb)] except bearing friction. Thus, for the columns

of the reaction moments between the bodies can be expressed as follows:

ka
M®) = M (2.97)
k ky .
Mkz

where k=12 and 21.

Modeling the bearing friction as viscous friction with the coefficient b, the

moment component M ,,, in equation (2.97) can be introduced as

M, =b, b, (2.98)

Also, as 1, and I, stand for the axial and transverse moment of inertia

components of body i1 (i=1 and 2), and regarding the rotational symmetries of the
bodies, the inertia dyadics of the bodies can be expressed in their own reference

frames as follows:
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I, 0 O
=0 1, 0 (2.99)
0 0 I,
I, 0 O
=0 1, (2.100)
0o 0 I,
The inertia matrix of body 2 can be expressed in F}, as follows
7(b ~(b,s) F(s) ~(s,b
J&) =gl ji) gl (2.101)
From equation (2.101), J 8’2) appears in the following form:
I, 0 O
=0 1, 0 (2.102)
0 0 I,

Here, it should be noted that J 8’2) =] gz) due to the symmetry of body 2 about

Eventually, substituting equations (2.14), (2.15), (2.16), (2.30), (2.31),
(2.60), (2.62), (2.64), (2.81), (2.97), (2.98), (2.99) and (2.102) into equations (2.56)
and (2.58), and making the necessary arrangements, the moment equations of the
entire missile can be obtained. Hence, regarding equations (2.94) through (2.96), the

governing equations of motion of the missile can be written as
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u—rv+qw=i(X+XT)+gx (2.103)
m

V+ru—pw:i(Y+YT)+gy (2.104)
W—qu+pV:;(Z+ZT)+gZ (2.105)
p:%(L1+bt b,) (2.106)

P, =é(L2 +L;—b,d,) (2.107)
q—pr(l—u1)+p2rv2=%(M+MT—MZT) (2.108)
f+pq(1—u1)—pzqv2=li,(N+NT+Kz Yr) (2.109)

t

.. m, m I
where p, =p+ 0, H1:_mlv I;:It_( 1 2]d122’ Y, = a'2, Ly =dj; —xy
m m 1 ’

t

2.2. Missile Aerodynamic Model
There are no difficulties in terms of the mathematical modeling of the

inertial and gravitational forces as indicated by the above equations of motion. One

of the fundamental problems in flight mechanics is the mathematical modeling of

the relationships between aerodynamic forces and moments (FA M A) and motion
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of the missile (Vci /0, > Op, /0) for 1 =1 and 2. In general, aerodynamic forces and

moments that instantaneously act on a missile depend not only on the instantaneous
kinematic state of the missile, but also on its previous motion. In other words, the
missile and the air surrounding it constitute a dynamic system with memory. Hence,
a generalized aerodynamic force component F is a functional of the translational

and rotational velocity components. That is,
F = Flu(t),v(z)w(z)p(t)q(t)r(t):0 < 1 < t] (2.110)

The memory effect is significant in subsonic flight speeds; in case of sudden
changes in translational or rotational velocities; in case of oscillatory motion with
high frequency; in cases where viscous effects are important such as boundary layer
separation; or in cases where aerodynamic heating effects are significant. On the
other hand, in most ordinary cases, the aerodynamic memory effect is negligible
and hence the generalized aerodynamic force component F can be safely assumed to

be a function of instantaneous translational and rotational velocity components [6]:
F = F(u,v,w.,p,q,r) (2.111)

With this assumption, the aerodynamic force components in equations

(2.103) through (2.109) can be formulated as given below:

X=C,q, Sy (2.112)
Y =C,q,Sy (2.113)
Z=C,q, Sy (2.114)
L; =C; qui Sy dy (2.115)
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M=C,, q, Sy dy (2.116)

N=C, q., Sy dy (2.117)

where the relevant symbols are as explained below:

X,Y,Z : Components of the aerodynamic force acting on the missile in

qooi

de

ﬁgb), ﬁ(zb) and ﬁgb) directions

: Component of the aerodynamic roll moment acting on body i in

ﬁgb) direction

: Components of the aerodynamic pitch and yaw moments acting

on the missile in ﬁ(zb) and ﬁgb) directions

: Cross-sectional area of the missile

: Missile diameter

: Dynamic pressure acting on body 1

: Dynamic pressure acting on the entire missile body

J4i>9, and S,, can be obtained as

1
Qo :EPVéi/oe (2.118)
1,
9. =PV (2.119)
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Sy =—dy, (2.120)

T
4

In equations (2.118) and (2.119), p and v, /0, stand for the air density and

resulting velocity of the mass center of body 1. Also, v,, represents the resulting

velocity of the mass center of the entire missile.

The air density changes with the altitude as given below [10]:

_ 4256 . <
:{po(l 0.00002256h) if h<10000m 2.121)

0.412 0000151 (h=10000)  4e < 10000m

where h (in meters) and p, denote the altitude and air density at the sea level and

po=1.223 kg/m’.

Ve o, and vy are determined using their components as

Ve, /o, =1/u12 +Vi2 —i—wi2 (2.122)

vy =vu? + v+ w? (2.123)
The aerodynamic force and moment coefficients are basically functions of

Mach number (M ) which is a dimensionless number defined as the ratio of the

missile velocity to the speed of sound at the altitude at which the vehicle is at flight.

Thus, M, can be formulated as

M =M (2.124)
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In equation (2.124), v, is the speed of sound and can be calculated using the

following formula:

v,=kRT (2.125)

S

In equation (2.125), k is the specific heat ratio of the air which is taken to be
equal to 1.4 and R is the universal gas constant which is taken to be equal to

287) / kg K. T is the ambient temperature which also changes with altitude, and can

be expressed in the following manner:

T, (1-0.00002256h) if h<10000m
T= (2.126)

0.7744 T, if h>10000m

In equation (2.126), T, is the is the temperature at the sea level and it is

taken as 293 K, in this work.

Throughout the flight, two angles are defined to describe the aerodynamic

effects acting on the missile: the angle of attack (a ) and the side-slip angle (). In
some sources, oo and 3 are also called wind angles. The lift and drag components
of the aerodynamic forces are oriented by o and . From Figure 2.2, o and B can

be obtained as follows:

o= arctan(X) (2.127)
u

B= arcsin(ij (2.128)
Vm
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"y

Figure 2.2. Demonstration of Angle of Attack and Side-Slip Angle [10]

Since the values of the velocity components v and w are much smaller when
compared with the u value, u can be taken to be equal to v,,. Hence, equations

(2.127) and (2.128) can be approximated as follows in accordance with the

assumption that o and 3 are small angles:

azX (2.129)
u

p=Y (2.130)
u

Considering the missile model in this study, the aerodynamic coefficients

C; =X, ¥, z, |;, m and n) in equations (2.112) through (2.117) are also functions of
the flight parameters such as o, 3, the control surface deflections (95,,d, and 0,),
the body angular rates (p, q and r), the time rates of o and 3, the spin angle (¢, )

and the rate of the spin angle (d)s) in addition to M . The subscripts e, r and a of

the 6 terms denote the elevator, rudder, and aileron deflections, respectively. These
deflections are provided by the control surfaces and are defined in terms of the fin

deflections in the following manner:

5, = 3 (2.131)




5, =—2 4 (2.132)

5, = (2.133)

In equations (2.131) through (2.133), 8, shows the deflection of control fin i

for i=1, 2, 3 and 4. The fin arrangement of the considered cruciform missile is given

in Figure 2.3 with the positive rotation senses of the fins.

5,

Figure 2.3. Considered Fin Arrangement from the Rear View of the Missile

Then, for each j, C; can be expressed as a function of the mentioned flight

parameters in the following manner [10]:
C,=C;(M,a,B.5,,3,,8,.p,q, 1,1, B, 05, b, ) (2.134)

In fact, C; is a nonlinear function of the parameters mentioned above. For

instance, using the Maple-Synge method, a wider expansion of the coefficient C_,

can be made as follows for a rocket with fixed fins [6]:
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Cp =C, a+C, 82a+C, B+C, 6B-CV ofa?-3p?)
¢ 0‘2 p Bz m52v

+C® B2 -307)-CV  afot ~202p? -3p*)
. o (2.135)

) BB —2a.2p> —3(14)—CEII114 alot ~1002p2 +5p*)

P BB —100.2p? +100c4)—C$l4 5'a+Cl) 8B

On the other hand, for the autopilot design issue, the aerodynamic

coefficients can be linearized as [11]

C, =C,, (2.136)
dM
C, :CyB p+C,, 6, +C, v, r (2.137)
d
C,=C, a+C, §,+C, —Mq (2.138)
o 3 q VM
o "2V
d
C,=C, a+C,_ & +C, —Yq (2.140)
a 3 q VM
d
c,=C, p+C, 8 +C, —Mr (2.141)
p 8 "2Vy

In equations (2.136) through (2.141), CYB’ C,,,C,,C,,C

o

s CZ B Clﬁ’

z q

Yr Zs

C,.,C

ng > ng

¢ ,C,.,C C
pi o

mg > mg?

and C, are called stability derivatives, and they

are functions of M, and ¢, . Here, for instance, the static stability C,, is defined
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as the slope of the pitching moment coefficient (C ) versus angle of attack (o).

For a statically stable missile, C,,, ~ is negative.

As a property of the symmetric cruciform missiles, the following
relationships exist between the aerodynamic stability derivatives of the missile.
Here, it should be noticed that these equalities come from the distances between the

hinges of the control fins and the mass center of the entire missile.

C (2.142)

(2.143)

In the above equations, b, stands for the pressure center offset and by is

the parameter related to the position of the hinge locations of the control fins with

respect to the missile mass center.

In this study, the aerodynamic coefficients are generated for the selected
ranges of the Mach number (M ), the angle of attack (o), the elevator deflection
(9,.) and the spin angle (¢, ). In the data generation, the Missile Datcom software
that is available in TUBITAK-SAGE is used. Since this software can be used for
only single-body missile structures, the considered two-part missile is modeled as a

single body whose control fins have a fixed relative rotation at an angle ¢, with
respect to its tail fins. Then, the simulation model is run for the discrete values of
¢, from zero to 90 degrees and the aerodynamic coefficients C,, C,, C, and
C,are determined for the considered ¢, values. After the generation of the

aerodynamic coefficients, the stability derivatives are found by fitting the linear
polynomials given in equations (2.136), (2.138), (2.139) and (2.140) to the data.
Hence, sets of the aerodynamic stability derivatives are constructed such that each

set contains the data for a specific Mach number and a spin angle. The stability

72



derivatives found for the pitch motion of the missile are then used as the yaw
motion stability derivatives by regarding the rotational symmetry of the missile.
In the computer simulations, the current value of the stability derivatives are taken

from the look-up tables depending on the current values of M, and ¢, .

2.3. Missile Transfer Functions

In order to design the roll, pitch and yaw autopilots, the transfer functions
between the selected inputs and are needed. These transfer functions are naturally
based on a linearized model of the missile. Since the flight of the missile after the
boost is accounted, the thrust force and thrust misalignment moment effects on the
missile will vanish. That is, X =Y; =Z; =L; =M, = N; =0. Also, the gravity
can be taken as an external disturbance on the missile, i.e., g,, g, and g, can be

left without compensation. Hence, the equations of motion of the missile given in

equations (2.103) through (2.109) turn into the following forms:

u—rv+qW=§ (2.144)
m

Vru—pw=— (2.145)
m

. 7

w—-qu+pv=— (2.146)
m

1 -

p=—(L,+b,d,) (2.147)

al
1 .
b =—(L.~b,4,) (2.148)
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) M
q-pr(l-p )+pyry, =— (2.149)

L

. N
r+pq(1—u1)—pzqu=1—, (2.150)

t
2.3.1 Roll Dynamics

The roll dynamics of the missile is described by equations (2.147) and
(2.148). Substituting equations (2.115) and (2.139) into equations (2.147) and
(2.148), the roll dynamics of the missile can be expressed in a handy form as

follows:

) 1
p =I—[Cm 8, +(Cp1 —bt)p+btpz] (2.151)
al
. 1
P2 :I_[C512 6212 +(Cp2 _bt)p2 +bt P] (2152)
a2
qoo SM dlz\/I
where Cy =9, Sy dy Cz,  Cy :Tclp’ Cysy =q, Sy dy Cps, and
M
p2 2vy p2+

For the missile model considered, the fins on body 2, which constitute the
tail fins of the entire missile, are uncontrolled, i.e., they remain at a fixed
orientation. If the tail fins of the missile are in a canted configuration, i.e., if they
are fixed at an orientation different from zero, then body 2 will have a rotation at a
rate that depends on the amount of the cant angle, i.e., the fixed orientation angle, of
the tail fins during the flight of the missile after the boost. On the contrary, in the

zero cant angle configuration, the rotation of body 2 will be damped in a short while
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after the boost. Since the rotation of the tail fins can not be manipulated, body 2
becomes uncontrolled during the flight. However, due to the aerodynamic
interaction and the bearing coupling between the bodies, the rotation of body 2 will
influence the roll motion of body 1. That is, the roll motion of body 2 will act as an
external disturbance on body 1. Thus, in the roll autopilot design, the roll rate of
body 2 can be accounted as a disturbance upon the roll dynamics of body 1. In this
case, regarding the roll attitude of the missile as well, the roll dynamics that is to be

controlled can be expressed by the following equations:
¢;=p (2.153)

p=L;d, +L, p+L,p, (2.154)

C b
where Ly =—>, L, =———and L, =—.

al al al

Taking the Laplace transforms of equations (2.153) and (2.154), and making

the necessary arrangements, the transfer function from 6, to ¢, is obtained in the

following manner:

g)l () Ls (2.155)

2.3.2 Pitch Dynamics

Assuming that the roll motion of body 1 is compansated by the roll autopilot

which is at least three times faster than the yaw and pitch autopilots, i.e., ¢; =p =0,
and regarding the roll rate of body 2 (p,) as an external disturbance, equations

(2.146) and (2.149) that describe the motion of the missile on its pitch plane can be

simplified into the following equations:
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w-qu=2 (2.156)
m
q=—r (2.157)

Also, since the pitch plane motion of the missile is of concern, equation

(2.10) reduces to

6,=q (2.158)

From equation (2.129), the following relationship can be written between w

and o:

=ua (2.159)

£
I

Since the velocity components v and w are much smaller than u, u can be
taken to be nearly equal to v,,. Regarding the flight of the missile after the boost,
the changes in v,; can be neglected. Hence, u can be assumed to be constant in

time. With this assumption, taking the time derivative of equation (2.159) yields the

following expression in the acceleration level:

Wud (2.160)

Then, plugging equations (2.138), (2.140) and (2.160) into equations (2.156)
and (2.157) and making the necessary arrangements, the following equations are

obtained to identify the pitch dynamics of the missile:

Z Z Z
d=—“a+(—q+1jq+—686 (2.161)

u u u
qg=M,a+M q+M;3, (2.162)
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S\ d S\ d
Za_qooSM CZ , ZS_qooSM CZ , Zq _qOO M M CZ , Ma _qOO M M Cm ,
m * m : 2mvy a I ¢
S, d S, d?
MS—qOO M MCm and Mq_qoo M Mcm
I ® 21 vy ‘

Taking the Laplace transform of equations (2.161) and (2.162) and making
the necessary arrangements, the transfer functions from 8, to a and from J, to q

are found as

a n,s+n,
G“E’(S):S(s)):suii H; (2.163)
[ pl p0
qls) Mg S+ N
Gools)=~"5=3 (2.164)
e(S) s”+d, s+dy
where
z Z z Z
_"a q _ o _ q )
o=y Mq‘(leMa’dm—‘(TMq} “ao—(T“]MST |
Zs 1
n, :T’ ng :E(ZS M,-Z, Mé) and ng =M;.

As a general convention, a is defined as the difference of the pitch attitude

(0,) from the pitch plane component of the missile flight path angle (v, ) as

o=0,-v, (2.165)
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Applying the Laplace transform to equation (2.165) and dividing the

resulting expression by d., the transfer function from &, to vy, can be obtained as

) 2
Ym(s) —Ny; 8™+ Ny s+n
yé( ) 8, () s? +d,s+dy, ( )

where n, =n

q ql —Ngo-

Furthermore, the transfer function from 6, to v, can also be obtained by

(Il

dividing the transfer function in equation (2.166) by the Laplace operator “s” as

Ym(s) —nods2 + Ny S+0g
G = = 2.167
) 8.(s) s(s2 +d, s+dp0) ( )

In the case that the pitch motion of the missile is to be controlled via an

acceleration autopilot, the relationship between the elevator deflection (6, ) and the

lateral acceleration component in the pitch plane (a,) should be known. In fact, a,

can be written in terms of the angular and linear velocity components of the missile

as follows:

a,=w-—qu+pv (2.168)

With the assumption that p is kept small by the roll autopilot, equation
(2.168) shrinks into the following form:

a,=w-qu (2.169)
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Then, inserting equation (2.160) into equation (2.169), taking the Laplace

transform of the resulting equation and dividing it by o, the transfer function from

d. to a, happens to be

G (S)=az(s)=n22 s 4+n,s+n, @.170)
@ 8.(5) s +d,s+dy

where n,, =72, ,M;-2Z;M

o

2.3.3 Yaw Dynamics

Since the considered missile has rotational symmetry, the equations for the
yaw dynamics can be derived in a manner similar to the pitch dynamics. Thus,
using the same assumptions held for the pitch dynamics, the differential equations
describing the yaw motion of the missile can be written from equations (2.104) and

(2.109) in the following manner.

v+ru=— (2.171)

, (2.172)

Regarding the yaw plane motion of the missile, equation (2.9) simplifies as

_ T
V= 0] (2.173)

From equation (2.130), the following relationship can be written between v

and f:

v=up (2.174)
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Neglecting the change of u in time and taking the time derivative of

equation (2.174), the following expression is obtained in acceleration level:
v=up (2.175)

Then, plugging equations (2.137), (2.141) and (2.175) into equations (2.171)
and (2.172) and making the necessary arrangements, the following equations are

obtained to identify the yaw dynamics of the missile:

Y % Y
B=—BB+(—f—1jr+—55r (2.176)
u u u
i =NgB+N,r+N;8, (2.177)

where

T

S S Sy d Sy d
YB :qoo M Cy , Y8 :qoo M Cy , Y :qoo M YM C NB :qOO N’[ M C
m b m ° 2mvy I,

Sy d?
:qoo M MCn-

T

_qooSMd

N McCc and N
1) I( ng
t

T2T vy
Taking the Laplace transform of equations (2.176) and (2.177) and making
the necessary arrangements, the transfer functions from &, to f and from 6, tor

are found as

Gps(s)= Bls) __ mp S+ (2.178)

§,.(s) s2 +d, s+dy,

r(s) n,s+n,
G;ls)= = 2.179
r6( ) S) s? +dy s+dy ( )

O
—
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where

Y Y, Y v, y
u u u

Y 1

The lateral acceleration component in the yaw plane can be written in terms

of the angular and linear velocity components of the missile as follows:
a, =vV+ru—pw (2.180)

With the assumption that p is kept small by the roll autopilot, equation
(2.180) takes the following form:

a, =v+ru (2.181)

Substituting equation (2.175) into equation (2.181), taking the Laplace
transform of the resulting equation and dividing it by o, the transfer function from

d, to a, happens to be

G (5)= ay(s) _Dy s’ +n,8+1n,,

(2.182)
5.(s) s +dys+dy

where ny() :YS NB _YB NS’ Ily1 =Yvr N5 +Y5 Nr and Ily2 =Y5

The transfer functions from 6, to the yaw plane components of the missile

flight path angle and its rate can be derived in the same manner as done for the pitch

dynamics.
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2.4. Control Actuation System Modeling

In a missile control system, a control actuation system (CAS) is used to
convert the command signals for the desired fin deflections into realizable
mechanical responses in order to deflect the fins so as to steer the missile towards

the target.

In this study, electro-mechanical type actuators are selected to drive the
control fins. In this structure, the output shaft of a servomotor type actuator is
connected to the fin to be controlled through a coupling. During the motion of the
missile under control, the actuator operates against the inertia and friction loads
arising from the rotation of the rotor portion of the servomotor and the inertia loads
of the gearbox and the fin. Also, due to aerodynamic force components acting on
the center of pressure of the fin, each fin is subjected to a hinge moment effect.

Thus, the equation of motion of the servomotor can be written as follows:
1,8, +B, 8, + Ty =T, (2.183)

where, for the servomotor, the following definitions are made:

d,, :Angular deflection of the output shaft
J. : Equivalent moment of inertia
B,, : Viscous damping coefficient of the rotor

!

Ty : Hinge moment reduced on the output shaft
T : Generated torque

m

In equation (2.183), J, is defined as follows:
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Je:Jm—’_F (2.184)
where
J., :Moment of inertia of the rotor of the servomotor
J; : Moment of inertia of the fin
N  : Gearbox reduction ratio (N >1)

Since Ty, 1s defined on the shaft between the gearbox and fin, it can be

moved onto the servomotor output shaft that lies between the servomotor and

gearbox in the following manner:

T
T =" (2.185)

The hinge moment ( T, ) is a moment proportional to the angular deflection
of the fin. As &; and Ky, stand for the angular deflection of the fin and hinge

moment ratio, Ty, can be formulated as

The command signals to the CAS are sent in the form of electrical voltages
by the autopilot. As the letters A and B denote the input and output ports of the
CAS, the following equation holds between the voltages at points A and B

(V, and Vg):

where R, and i represent the effective resistance of the circuit between points A

and B, and the electrical flow from point A to point B.
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Also, the following relationships can be written between & and Vj, and

between T, and1i:

5 =—L (2.188)

T, =K,i (2.189)

In the above equations, K and K are called as the DC motor constant and

the DC motor torque constant and actually they are equal to each other in values,

Substituting equations (2.188) and (2.189) into equation (2.187) and making

the necessary arrangements, the expression giving T, is found as follows:

T, = (ﬁJVA - [%jsm (2.190)

Inserting equation (2.190) into equation (2.183), the following equation

comes into the picture:

J.8, +B.5, =[—T]VA —Tim (2.191)
RA

K; K
where B, =B, +———°
A
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Equation (2.191) can be expressed in Laplace domain as

1, s2 +Be)8m(s):(E—TJVA(s)—TI;M 5) (2.192)

A

Having determined the relationship among V, , T}y, and & as in equation

(2.192), the CAS can be constructed in order to obey the commanded fin deflection
signals sent by the autopilot. Regarding an integrator part to nullify the steady-state
error in the fin deflection, a PID (proportional plus integral plus derivative) type

controller with the proportional gain K, the integral time constant T, and the
derivative time constant T, can be utilized. Thus, the resulting type 1 control

system can be built as in Figure 2.4.

Sm[ 7| Om[ 1] &
— = — />
S N

THM

V,
B 6d+ & 1 Valg, | +
K| I+—+Tys —_T
T;s R,

Vs

Kiim

A

Kp

Figure 2.4. Control Actuation System Block Diagram

Using the block diagram algebra, as 6 denotes the desired fin deflection,

the closed loop transfer function of the CAS can be obtained from Figure 2.4 as

follows:

8¢(s)  mnys?+m s+l
8fd(s) d3S3+d2S2+dIS+1

(2.193)
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Ky R NR, B
T P

The controller parameters K, T, and T, can be determined by appyling the

pole placement technique to the control system. Before the placement of poles as
desired, the characteristic polynomial of the control system can be picked from

equation (2.193) as follows:
D(s)=d,s’ +d,s? +d;s+1 (2.194)

Since the order of D(s) in equation (2.194) is three which is just equal to the

number of controller parameters to be obtained, a third-order polynomial can be
used to place the poles to the desired locations. Among several available

polynomials, the third-order Butterworth polynomial [B3(s)] can be selected as

B3(s):(§Js3 +[%]sz +(wi]s+1 (2.195)

where o, stands for the desired bandwidth the control systems is expected to

[Appendix]:

satisfy.

Equating equations (2.194) and (2.195) term by term, the controller gains

can be obtained as

K
K =K (ZNJemg —%j (2.196)
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2.5.

T, :l(z—K&] (2.197)

2],0, - B

T, =% o (2.198)
2 HM
2Je(oC—N2

Measuring Instruments Models

Both guidance and control units require information about the motion of the

missile. The guidance unit requires this information for generating the commanded

motion and the control unit requires this information for its feedback control law.

The mentioned information is provided by the navigational measurement

instruments such as gyroscopes and accelerometers [7]. In this scheme, gyroscopes

and accelerometers measure the angular rates and the linear acceleration

components of the missile. In this study, they are modeled as second order systems

with the following transfer function:

2
®

Gls)= - (2.199)
( ) s*+2cm, s+

where o, and ¢ stand for the undamped natural frequency and the damping ratio.

In the gyroscope model, the non-g sensitive drift, the g-sensitive drift and

the noise (as random noise) are modeled as the typical error sources. Also, the bias

and the noise are imparted to the accelerometer model as the error sources.

2.6.

Wind Model

The atmospheric winds acting on the missile create an aerodynamic

disturbance on the missile causing it to deviate from its nominal trajectory.
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Therefore, it is necessary to model this effect for the computer simulations.

Denoting the components of the wind in the Earth-fixed frame coordinates x, y and

z represented by the unit vectors ﬁ§°), ﬁ(20) and ﬁ(30) as v Vo and v,

WX wy

respectively, they can be transformed into £, as follows [7]:

W VWX
vy [=CO v (2.200)
WW Wz

where, regarding C*) = [C(O,b)]r

2

&00) _

¢;y =cos(y; )cos(0, )
¢io =cos(y, )sin(0, )sin(¢, ) - sin(y, )cos(¢, )
¢13 = cos(y, )sin(6, )cos(p, )+ sin(y, )sin(¢, )
¢ =sin(y, )cos(0, )
¢5, =sin(y, )sin(0, )sin(¢, ) + cos(y Jcos(, )
¢y =sin(y, )sin(0; )cos(9; ) - cos(y, )sin(¢, )
¢y =—sin(0,)
c3, =cos(0, )sin(¢, )

C33 = 003(91 )COS(¢1)
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Taking into account the effect of the wind, the resultant velocity components

of the missile appear as follows:

up =u-—u, (2.201)
VR =V—=V, (2.202)
Wp =W—W, (2.203)
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CHAPTER 3

MISSILE GUIDANCE

In this chapter, the guidance methods implemented in the computer
simulations of this study are explained. Also, the kinematic parameters that should

be computed for the missile-target engagement scenario are derived.

3.1. Considered Guidance Methods

In this study, the Proportional Navigation Guidance (PNG) law is utilized as
well as the Linear Homing Guidance (LHG) and the Parabolic Homing Guidance
(PHG) laws. Although the PNG law is the most commonly used algorithm in the
guidance field, the LHG and PHG concepts are developed as alternatives.

3.1.1. Proportional Navigation Guidance Law

The PNG law is the most popular guidance law that has been applied for
over fifty years. Actually, its popularity comes from its effectiveness and ease of
implementation. Originally, the PNG law issues angular rate commands or
acceleration commands perpendicular to the instantaneous missile-target line-of-
sight (LOS). However, considering the acceleration commands, when these
commands are transformed into the missile reference frame (F}), they yield an axial

component as well as transversal components. Due to the lack of a controllable
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thrust, the axial acceleration requirement can not be met. For this reason, it becomes
quite useful to generate the command accelerations perpendicular to the missile
velocity vector instead of the LOS. In the literature, the former type of the PNG is
termed as the True Proportional Navigation Guidance while the latter one is defined

as the Pure Proportional Navigation Guidance.

3.1.1.1. Spatial Derivation of the Proportional Navigation Guidance Law

In the guidance studies, the missile-target engagement problem is in general
dealt with in the pitch plane. Thus, the guidance laws are formulated for the planar
intercept geometry. On the other hand, the spatial formulations of the guidance laws
are also done. One of them is the three dimensional PNG law. However, in almost
all of these derivations, the guidance commands are generated in the line-of-sight
(LOS) frame. Hence, when they are transformed into the wind frame, the resulting

expressions become quite complex [9], [18], [35], [36], [37].

Figure 3.1. Missile-Target Engagement Geometry

As shown in Figure 3.1, the missile velocity vector (Vy,q_) is arranged to

be along the first axis of the wind frame (F),) whose direction is shown by the unit
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vector ﬁgw). Moreover, the LOS vector ( Ty, ) is aligned with the unit vector of the
LOS frame (F,) whose direction is shown by the unit vector ﬁgr). That is, V)0,

and r;,,, can be written as

Vw0, = Vy fY) (3.1)

Ir/m =Tr/m ﬁgr) (3.2)
where O, denotes the origin of the Earth-fixed frame (£)).

Here, F,, and F, that are both right-handed and orthogonal can be formed by

the following rotation sequences:

1-4'3(0) ﬁéa) ﬁl(C)
Fy—>F, > F —>F,

M Ym Pm

ﬁS(O) ﬁéd)
> F, > F,
A A

y p

In the first sequence given above, n,, and 7y, denote the flight path angles
of the missile that describe the orientation of vy, Wwith respect to the F). Here,
P stands for the roll angle of F),. In the second sequence, A, and A stand for the

yaw and pitch angles of the LOS. F,, F, and F; show the intermediate reference

frames.
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Regarding these sequences, the overall rotation matrix from Fy to F,, can be

written as
C(O’W) = é(O,a) é(a,c) C(C’W) = 1’\{3(nm )ﬁZ(Ym)RI(pln) (33)

Writing the third, second and first basic rotation matrices in equation (3.3)

explicitly and multiplying them in the indicated order, CO%) s obtained as

¢l - Cw2i Cw22 Cu2s (3.4)

where

¢yt =c08(My )cos(y )

Cyiz = cos(Ny, )sin(y,, )sin(p,, ) = sin(n,, )eos(p,, )
Cy13 = cos(n,, )sin(y,, Jeos(p,y ) +sin(n,, )sin(p., )
Cwai =Sin(nm)005( m)

Cya =sin(ny, )sin(y,, Jsin(p,, )+ cos(n,y )eos(p., )
Cyas =sin(n,, )sin(y,, )eos(p,, ) - cos(n,, )sin(p,, )
Cy3l = —sin(ym)

Cwi2 = COS(Ym)Sin(pm)

Cwiz = COS(Ym )COS(pm)
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Similarly, the overall rotation matrix from Fto F, can be expressed as
¢ = e —R (1, )R, (0, ) (3.5)

Again writing the third and second basic rotation matrices in equation (3.5)

explicitly and working out their product, €1 is obtained as

cos(ky )cos(kp ) —sin Xy ) cos( )sin(kp )
cor) - sin(ky)cos(kp) cos(ky) sm( )sin(kp) (3.6)

- sin(?»p ) 0 cos(kp )

After these preparations, the PNG law can be formulated so as to supply the

commanded acceleration vector (a ) in the following manner:

i, =N-0,,%7, 3.7)

C

In equation (3.7), N, ®,,,,and v, represent the effective navigation ratio
dyadic, the LOS angular velocity vector and the missile-target closing velocity

vector, respectively. Among them, N can be expressed as
N=N, it al + Ny il al (3.8)

where N, is the effective navigation ratio associated with the ﬁgw) direction

(i=2 and 3). In order to ensure good dynamic performance, values such as N;=3, 4

or 5 happen to be quite satisfactory [5].

The angular velocity vector of the LOS frame (®,,,) can be written with

respect to the rotation sequence from F to F, as follows:
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By =hy 00+ G (3.9)
Noting that ﬁgd) = ﬁ(zr), equation (3.9) can be expressed in F; as

o) =4, 7"+ 1, (3.10)

i, (3.11)
where U, =[0 1 0]' and @, =[0 0 1]'.
Noting also that Cr0) = [(A?(O"’)T1 = [C(O’r)]T , equation (3.11) becomes

o) =4, [C:(‘“)]T 0+, T, (3.12)

Substituting equation (3.6) into equation (3.12) and making the necessary

arrangements, equation (3.12) turns into the following form:
ar(% =0 U) + O Uy + O3 Us (3.13)
where o}, = —Xy sin(?»p ), Oy, = Xp and oy = Xy cos(kp )
From equation (3.13), ®,,, can be expressed with the unit vectors of F, as

i+ ol ol (3.14)
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Alternatively, the representation of ®,,, in F, can be obtained by pre-

multiplying the column 6(% in equation (3.13) by C™1) That is,

T

o) = gl (3.15)

r/0
In equation (3.15), ¢ can be composed as

vl — glw0) ¢l0r) (3.16)

A

Using the property that COv0) = [C(O’W)]_l = [C(O’W)]T, equation (3.16) can

also be written as

et - [elom] gl (3.17)

Substituting equations (3.4) and (3.6) into equation (3.17), and carrying out

the necessary matrix operations, C™1) can be expressed as follows:

Cott  Coiz  Col3
A(war) _
C =1Cw21 Co22 Cu23 (3.18)

Coszl Caw32 Cu33

where

o =cos(y,, )cos(kp )cos(%y N )+ sin(y,, )sin(kp )
Colz = _COS(Ym )Sil’l(?\,y - nm)
Cyp3 = cos(y,, )sin(?»p )cos(?»y M )— sin(y,, )cos(?»p )

Coa = cos(pm )cos(?»p )sin(ky N )+ sin(ym )sin(pm )cos(?»p )cos(ky N )
—cos(y,, )sin(p,, )sin(kp )
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Coua zcos(pm)cos(ky —nm)—sin(ym)sin(pm)sin(ky —nm)

€23 =cos(p,, )sin(?»p )sin(?»y ~ M )+ sin(y,, )sin(p,, )Sinp‘p )cos(ky M)
cos(r )sin(p, )eos(, )

Co3| =— sin(pm )cos(?»p )sin(?»y N )+ sin( m )cos(pm )cos(?»p )cos(ky N )
—cos(y,, )cos(p,, )sin(kp )

C o2 :—sin(pm)cos(ky —nm)—Sin(Ym)COS(Pm)Sin(ky _nm)

c,3 =—sin(p,, )sin(kp )sin(ky —Mm )"‘ sin(y , )cos(p )sin(kp )cos(?»y - nm)
+ cos(q(m )cos(pm )cos(?»p )

Inserting equation (3.18) into equation (3.15), the expression of ®,,, in F),

becomes
w)

—(w) _ w—= W o— wo—
W0 =0 U + O, Uy +03 U5 (3.19)

where

O] =Cypp O +Coypp Oy €3 O
@y = Cop O F Cop Oy + €3 W3
©3 =C31 O +Cyy3p Oy +C 33 O
From equation (3.19), ®,,, can be expressed with the unit vectors of F,, as

+o% i+ ul" (3.20)
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The closing velocity vector (v.) between the missile and the target is

defined as the difference between the missile and target velocity vectors

(Vm/o, and Vg ). That is,

Ve =Vt =Vmro, — V1/0 (3.21)

Since a surface target is concerned with in this study, the magnitude of

Vumyo, 1s much larger than the magnitude of vy, . Therefore, vy, can be used

instead of v_ in the PNG implementation. With this approximation, the PNG law

given in equation (3.7) takes the following form:

a, =N-@, /0 X Vy/o, (3.22)

Hence, inserting equations (3.1), (3.8) and (3.20) into equation (3.22), and
carrying out the necessary manipulations, the command acceleration vector

becomes

+as, it +al, il (3.23)

where

at,= Nyvy i, cos(y,n Jeos(pm )~ 2, sinpy, )eos(r, ~n,,)
X, sin(ym)COS(Pm)Sin(xy _nm)]

a5 = Na v [y costy Jsin(py, )+, cos(p, Jeos(e, )

~ .y sin(y,, )sin(p,, )sinfo, —n,,)
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As seen from equation (3.23), a_, has no components in the direction of

- C (W) g
Vwmyo, » 1., In Uy direction.

. . ¢ ¢ - .
Assuming p,, =0, the command accelerations ay, and a|,; in equation

(3.23) turn into the following forms:
ay, =N, vy [Xy cos(ym)— Xp sin(ym)sin(ky M )] (3.24)
ay; =—N3 vy Xp cos(ky —nm) (3.25)

The schematic representations of a,, and a},; in the horizontal and vertical

planes of F,, are as shown in Figure 3.2 and Figure 3.3.

Figure 3.2. Horizontal Plane of the Wind Frame
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Figure 3.3. Vertical Plane of the Wind Frame

In order to implement the commanded guidance accelerations to the missile
control systems as reference signals, it is more suitable to express the measured

acceleration components of the missile in F),. Thus, defining the expression of the

.. . . _ T . .
missile acceleration vector in F} as ag/)[)/o = [ax a, az] , the following equation
€

can be written:

200 _ @) 5 (0)

M/O, M/O

(3.26)

€

where C™*) is the transformation matrix from F ' 10 Fl.

As consistent with the preceding sequences, the rotation sequence from F),

to F, can be expressed as follows:
_ ﬁ}(w) ﬁéh) ﬁl(k)

rF, > F, > F > F

B (x' ¢S
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In the sequence above, o and B represent the angle of attack and the side-
slip angle of the missile, and ¢, denotes the spin angle. Also, F, and F} stand for

the intermediate reference frame between F,, and F}.

(w.b)

From the sequence given above, C can be obtained as

Coit Cpi2 Cpiz
~ (W,b) _
C =1Cp21 Cp2 Cp23 (3.27)

Cvat Cb32  Cp33

where

¢y = cos(B)cos(a)
cpiy = cos(B)sin(a)sin(¢ ) + sin(B)cos(, )
cors =cos(B)sin(a)cos(, ) —sin(B)sin(¢; )
Cpar = —sin(B)cos(a)

Chpp = —sin(B)sin(ct)sin(g, ) + cos(B)cos(9, )
¢o3 = —sin(B)sin(ct)cos(9, ) - cos(B)sin(¢, )
Cost = —sin(a)

Cozs =cos(a)sin(p, )

Cpas = cos(t)cos( )

Hence, substituting equation (3.27) into equation (3.26), the expression of

ay 0, In Fy appears as
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ami
ayo, =|am (3.28)
ay;

where

ay, =a, cos(B)cos(a)+a y [cos(B)sin(c)sin(¢, )+sin(B)cos(d, )]
+a, [cos([3)sin(oc)cos((|)s )—sin(B)sin(¢, )]

ayy =—a, sin(B)cos(oc) +a, [— sin(B)sin(OL)sin((i)S ) + cos(B)cos(d)S )]
+a, [— sin(B)sin(oa)cos(d)S ) — cos(B)sin(d)S )]

an, =—a, sin(o)+ a, cos(at)sin(¢, )+ a, cos(a)cos(9, )

Since p,, is assumed to be zero and the roll attitude of the missile is

compensated by the roll autopilot, ¢, can also be treated as zero. Hence, the

expressions for ayy,, ay, and ay;; simplify to the following ones:

aw, =a, cos(B)cos(a)+ ay sin(B)+a,, cos(B)sin(at) (3.29)
ay, =-a, sin(B)cos(a)+ a, cos(B)—a, sin(B)sin(at) (3.30)
aw, =—a, sin(a)+a, cos(a) (3.31)

The guidance commands generated in terms of the acceleration components
can also be derived in terms of the rates of the flight path angles. To do this, the

acceleration vector of the missile (a,;,, ) can be expressed as follows:
€

ay 0, =Dy (‘71\4/0e ) (3.32)

€
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where D, denotes the time derivative operator with respect to Fj.

Substituting equation (3.1) into equation (3.32) and then using the transport

theorem, equation (3.32) can be expanded as

dyio, = Dy (v 0 )+ vy @, 0 x T (3.33)

In equation (3.33), the angular velocity vector ®,,,, can be written as
Guso =T 05+ 7 05+, 1} (3.34)

Carrying out the same vector and matrix calculations as done above, ®,,, is

expressed as
M e i e Gl (3.35)
where
O =T Sy )+ Pr
Oy = i €O8(Y 1 )SiN(P 1 ) + 71 cOS(P )
@ws =T €O8(Y 1y )COS(P 1 )~ V. S0P )

Hence, substituting equation (3.35) into equation (3.33), EM/OC can be

obtained as

Ayj0, =y 1Y) +a alv (3.36)
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where

ay =V
dyo =V [nm COS( m)COS(pm)— Ym Sin(pm)]

dy3 =~VMm [nm COS(Ym)Sin(pm)—'— ’.Ym COS(pm)]

Matching equations (3.23) and (3.36) term by term, the command values of

Vums Ny, and v, appear as

Vi =0 (3.37)

7S, =[N, cos? (p,, )+ Ny sin?(p,, )]k, cos(y,, )4, sin(y, )sin(h, —n, )
+(N3 —NZ)Xp cos(pm)sin(pm)cos(ky —nm)

(3.38)
Vo = [N2 sinz(pm)+ N, cosz(pm)] Xp cos(%y —nm)

+(Ny _Nz)[j”y cos(y, )4, Sin(ym)sin(ky —nm)]coS(pm)sin(pm)(3'39)

Looking at equation (3.37), it imposes the condition that VE,[ is constant in
time. Since the guidance law is applied after the burnout, the change in the actual
speed v,, is caused by the aerodynamic drag acting on the missile. Actually, the

amount of this change during the flight is not very significant. Therefore, it is

reasonable to command V¢, to be zero.

If the effective navigation ratios are taken to be equal, i.e., N, =N; =N,

then equations (3.34) and (3.35) simplify to a large extent as
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N =N[7Ly —Xp tan(ym)sin(Xy —nm)] (3.40)
Vo =N7Lp cos(ky —nm) (3.41)

Note as a significant feature that these simplified expressions are

independent of the roll angle p, .

3.1.1.2. Planar Interpretation of the Proportional Navigation Guidance Law

Regarding the planar engagement scenarios, the commanded guidance
expressions shrink into more concise forms. Namely, for the guidance problem
handled in the yaw plane only, the guidance command (a,) will be determined
from the aj, component of a_ in equation (3.23) by setting y,, =p,, =0 as

follows:

ag, =N, vy i, (3.42)

Similarly, the acceleration command in the pitch plane can be obtained from

the ay,; component for A, =n,, =p, =0 in the following manner:

a, =—N; vy A (3.43)

cp p

As explained above, a., and a,, are generated to be perpendicular to
Vumro, - In the literature, this kind of PNG is called Pure Proportional Navigation

Guidance (PPNG). The schematic representation of the PPNG geometry for the

pitch plane motion is shown in Figure 3.4.
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Figure 3.4. Planar Pure Proportional Navigation Geometry

In the original derivation of the PNG law, the guidance commands are
formed to be perpendicular to the LOS. To make a distinction between the PPNG,
this approach is termed as True Proportional Navigation Guidance (TPNG) later.
However, since the axial component of the command acceleration in F} imposed by
the TPNG can not be met by the missile because of the lack of a controllable thrust,
this method is not implementable. The schematic representation of the TPNG

geometry in the pitch plane is given in Figure 3.5.

Both in Figure 3.4 and Figure 3.5, ay, and a}; denote the tangential and

normal acceleration components of the missile in the pitch plane while a; and a}

represent the tangential and normal acceleration components of the target.
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Figure 3.5. Planar True Proportional Navigation Geometry

In equations (3.42) and (3.43), when N, =1 (i=2 and 3), the PNG turns into

the Velocity Pursuit Guidance (VPG). Thus, the yaw and pitch plane components of
the acceleration commands can be generated with respect to the VPG law in the
following manner:

8ey =V )

(3.44)

y

Adp =~ VM ?‘ (345)

p

It turns out that the PNG law is very effective against stationary or non-
maneuvering targets. However, its performance degrades somewhat when

maneuvering targets are involved. Thus, it is modified by adding half of the normal
acceleration component of the target (ay ) to the present guidance law [3]. Then, the

resulting law is termed as Augmented Proportional Navigation Guidance (APNG)

law. The APNG law can be formulated for the pitch plane motion as follows:
. ar
acp :—N3 7\'p VM +7 (346)

107



3.1.2. Linear Homing Guidance Law

In this approach, it is intended to keep the missile always on the collision
triangle that is formed by the missile, the target, and the predicted intercept point.
For this purpose, the most appropriate way is to orient the missile velocity vector
toward the predicted intercept point at which the missile-target collision will occur
after a while. Then, the resulting guidance commands will be in the form of the

flight path angles of the missile.

3.1.2.1. Spatial Derivation of the Linear Homing Guidance Law

The missile-target engagement geometry for the LHG law is depicted in
Figure 3.6.

. / .

Mactual

Figure 3.6. Linear Homing Guidance Law Geometry

In Figure 3.6, M, T and P stand for the missile, the target, and the predicted

intercept point, respectively. Also, Vyj...a ShOWs the velocity vector of the missile

at the beginning of the guidance. The velocity vector of the missile in order to be on
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the collision triangle is then indicated by Vyjjes- ONCE Vypuea 1S turned into
VMideal » 1t means that the missile is on the collision triangle so as to collide the

intended target at point P. In applying this method, unless the target has a velocity

vector constant in both magnitude and direction, V44, should be updated

continuously in order to guarantee the intercept.

As At denotes the duration from the initial time (t,) to the end of the

intercept (tg), the desired position vectors of the missile and target at point P can be

written as
5 (tp)=1,(tg )+ V0, At (3.47)

where j=M and T.

In order for the missile to hit the target, they must be at the same point at
time ty. That is, T (ty)=Ty(ty ). Hence, from equation (3.47), this condition can

be expressed more explicitly as

Tp + Vp At=T,, + v, At (3.48)

where T =Tr(to), V= T/0,> M = fu(te), and vy =Vwmro, -

In equation (3.48), it is obvious that v, should be equal to V4., for a

successful intercept.

The vectors in equation (3.48) can be written in terms of their components in

Fy as follows:

—

T :Xjﬁ£0)+yjﬁ(20)+z-ﬁgo) (3.49)
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i 4y, g (3.50)

where j=M and T.

Hence, equation (3.48) can be expressed in F) as
v At=Ar 4 €O T At (3.51)

where Ar(®) :fls,?) —féo) =Axu, +Ayu, + Azuy; AX=Xy =X, Ay=yy — ¥t

and Az=z,, —z;.

Noting that VI(\)I" ) = VM Uy, equation (3.51) yields the following expressions:

vy At cos( m )cos(ym ) =V, At —AX (3.52)
vy Atsin(n,, Jeos(y,, )= vy, At — Ay (3.53)
vy Atsin(y, )=-vy, At + Az (3.54)

Taking the squares of the both sides of equations (3.48) through (3.50) and

then adding them up, the following quadratic equation comes out for solving At :
(vZ, = v3)At® +20At—Ar2 =0 (3.55)
where

2 2 2 2 2 2 2 2
Ar® =Ax" +Ay" +Az°, 6=V AX+Vy Ay + vy, Az and vi =V +VE, +VE,.

110



Equation (3.55) has only one positive solution for At, which is

At \/62 +(V§,[ —V%)Ar2 -0

2 2
VM — V1

(3.56)

Having determined At, the division of equation (3.53) by equation (3.52)

gives the guidance command for 1}, as follows, if cos(ym ) #0:

Vo, At—A
N, = arctan, O R (3.57)
Then, y;, can be obtained from equations (3.52) through (3.54) as
Az — At
v, = arctan, 27Vt , (3.58)
(VTx At — Ax)cos(nm)+ (VTy At — Ay)sm(nm)

3.1.2.2. Planar Interpretation of the Linear Homing Guidance Law

Considering the missile-target engagement scenario in the pitch plane,
equations (3.52) and (3.54) turn into the following expressions by puttingn,, =0

while equation (3.53) vanishes:
vy At cos(ym):vTX At — Ax (3.59)
vy At sin(ym)z —V, At+Az (3.60)

From Figure 3.4, v, and vy, can be written in terms of v and the target

flight path angle (y, ) as follows:
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Vi =V cos(y, ) (3.61)
v, = vy sin(y, ) (3.62)

Then, substituting equations (3.61) and (3.62) into equations (3.59) and

(3.60), the following fractional expression arises

s _ vy coslr) vy cofr)
Az vy Sin(Yt )+ Vm Sin(Ym)

(3.63)

From Figure 3.4, Axand Az can be expressed in terms of ry,\; and 2, as
AX =11,y cos(?»p ) (3.64)
AVASS W sin(kp) (3.65)

Inserting equations (3.64) and (3.65) into equation (3.63) and arranging the

resulting expression, the guidance command y;, can be found as

Yo =%, +asin[V—Tsin(yt —xp)} (3.66)

VM

Actually, the expression in equation (3.66) can also be obtained by applying
the sine law to the planar engagement geometry considered within the pitch plane as

shown in Figure 3.7. In Figure 3.7, 6, shows the lead angle that is defined as

0, =y, —A (3.67)

p
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From Figure 3.7, the sine law leads to

Vm Vr
= 3.68
sin(yt —Xp) sin(ym —kp) ( )

As seen, the solution of equation (3.68) for y;, yields equation (3.66).

o X
Figure 3.7. Planar Linear Homing Guidance Law Geometry

Equation (3.68) can also be written as
VM sin(ym —XP)ZVT sin(\(t —Kp) (3.69)

Assuming that the angular differences y, —A, and y, -4, are small,

equation (3.69) can be approximated as

Vg V=2 )2 v (v -2, (3.70)
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Taking the time derivative of both sides of equation (3.70) and making the

necessary arrangements, the following equality is obtained:

aly (rm =2, )+al — vy hy =ab [y, =2, )+al —vph,  (3.71)

where ay, =V, ay =Vy Vs @7 =Vp and ak =vy 7, .

Since the guidance problem is dealt with in the flight phase after the
burnout, v,, remains almost constant. Hence, the term afv[ can be ignored.
Moreover, concerning the target motion with a constant velocity, a; can be

neglected, too. Thus, setting ay, =a; =0 in equation (3.71), it becomes

ay — vy h, =a} —vi i, (3.72)
Noting that v, =v,, — v, equation (3.72) can be rearranged as
a,=ay =v A, +af (3.73)

As seen in equation (3.73), in order to be on the collision triangle, the
normal acceleration of the target (a7 ) should be added to the product of the closing

velocity (v,) and line-of-sight angular rate (Xp) to generate the normal

acceleration command of the missile. Actually, without the addition of a7y, the

resulting guidance law in equation (3.73) converts into the VPG law. Thus, it can be

inferred that the VPG law can not make the missile drive into the collision triangle

unless at is taken into account.

n

Then, defining the acceleration advantage factor as p = 3_1:1/1 , equation (3.73)
ar

can be expressed as
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a,=Nv i, (3.74)

where N:L.
p—1

As seen in equation (3.74), the LHG is turned into the PNG law as N stands
for the effective navigation ratio. From the definition of N in the PNG law, if N=3,
then n=1.5 and if N=4, then p=1.3. On the other hand, N goes to infinity when

L becomes unity and takes negative values for values of |l smaller than 1.

Actually, this condition says that in order for the missile to catch the target, its

acceleration advantage must be strictly greater than unity.

Moreover, equation (3.73) may also be rendered into that of the Augmented

Proportional Navigation Guidance (APNG). Namely, as k is constant parameter,
adding the ka} multiplication to the both sides of equation (3.73) and making the

necessary arrangements, the following equation is obtained:

a,=N,v A, +k,a} (3.75)
where N, =— M and k, :M—k.
n+k—-1 n+k-1

Since k, is heuristically taken to be 0.5 in the APNG formulation, k can be

obtained in terms of p as

D (3.76)
2pu-1

Hence, using equation (3.76), N, can be found as
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N, = (3.77)

For example, for N=3, n=1.25 is obtained from equation (3.77).

3.1.3. Parabolic Homing Guidance Law

In this method, the missile is driven to the predicted intercept point with the
target by means of a parabolic trajectory. In order to keep the missile on the planned
trajectory, the necessary guidance commands are generated in the form of lateral
acceleration components. Actually, this method differs from the LHG law with the
shape of the planned trajectory. In other words, while the LHG poses a linear path
toward the predicted intercept point, the Parabolic Homing Guidance (PHG) law

upgrages the trajectory to a parabola.
3.1.3.1. Spatial Derivation of the Parabolic Homing Guidance Law

In this approach, for both the missile and the target, the assumed future

trajectories for predicting the intercept are parabolic as depicted in Figure 3.8.

The derivation of the PHG law can be done similarly to the derivation of the

LHG law. Thus, with At being the duration from t, to tj, the desired position
vectors of the missile and the target at point P can be written as

- - - 1.
I(tp)=T(tp)+ V0, At+5aj,oe At? (3.78)

where j=M and T.
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Figure 3.8. Parabolic Homing Guidance Law Geometry

As noticed, the only difference of equation (3.78) from equation (3.47) is the

contribution of the acceleration vector.

Hence, in order for the missile to hit the target, the condition that
t;(tp )=Ty (tp) must be satisfied. This condition can be obtained from equation

(3.78) as

T+ Vg At+%ﬁT At? =Ty + 7V, At+%5M At? (3.79)

where T :rT(tO), Vi =V10,,

[
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Expressing equation (3.79) in Fy and then substituting equations (3.4), (3.49)
and (3.50) into the resulting equations along with VI(QI” )= vum U, the following

equations are obtained:

Vg At +%aTx At? = AX + vy Atcos( m)cos(ym)

+ %[— ay, sin(nm)+ ay; cos( m)sin(ym)]At2 (3.80)

vy, At + %aTy At? = Ay + vy, At sin(nm)cos(ym)

+%[aw2 Cos(nm)+ Ay Sin(nm)Sin(Ym)]Atz (381)
v, At +%aTZ At? = Az — vy, At sin(ym)Jr%aW3 At? cos(ym) (3.82)

70—, g a a aW . g T a
where a7’ =aq, U +ar, U, +ag, Uy and ay’ =a, U +a,,u, +a;u;.

Making the necessary manipulations among equations (3.80) through (3.82),

the following quadratic equation arises for the solution of At:
Al L2
B At” +BAt+C=0 (3.83)

where

A=—Jar, os(y )+ ar sinn,, Joos(y,, ) +ar, sinfy.,)
B =—[VTx cos( m)+ Viy sin( m)]cos( m)+ \£ sin(ym)+ VM

C= [AX cos(nm ) + Ay sin(nm )]cos(ym ) - Az sin(ym )
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Then, the positive solution for At can be determined from equation (3.83)

as follows, if A#0:

~B+04B*-2AC
At = ° (3.84)

B A

1 , for A>0and C<0,or A<Oand C<0

where ¢ =
{—1 , for A<0O and C>0

Here, it should be noted that no positive solution occurs for At if A>0 and
C>0. Also, to get a real solution, the condition that B2 =2 AC >0 must be satisfied

in equation (3.84).

If A =0, equation (3.83) reduces into a linear equation in terms of At and

the solution is obtained simply as
At=—— (3.85)

Note that A and B can not be zero simultaneously. Otherwise, no equation

remains for At.

Having determined At, the guidance commands for a , anda,; can be

determined from equations (3.80) through (3.81) in the following manner:

a¢, =—d, sin(n,, )+d, cos(n,, ) (3.86)

a(\:v?a = (dl + dZ)Sin(Ym)+ d3 COS(Ym) (387)
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where

Vix — Vv COs\N,, Jcosly, AX |
d, :2{ T M AE Jeos(y )_A; tag,
d. =2 Y1y = VM Sin(nm)cos( m) Ay |
2~ At - At2 +aTy

d, =2 Vi, + Vy sin(ym)_ Az rar,
At At?

3.1.3.2. Planar Interpretation of the Parabolic Homing Guidance Law

Considering the missile-target engagement in the pitch plane, setting

Mm =Ay=a,, =ar, =0, equations (3.80) and (3.82) reduce to the following ones

while equation (3.74) vanishes:

a,; At sin(y, )= 2[(VTX -V cos(ym ))At - Ax]+ ar, At? (3.88)
a3 At? cos(y,, )=2[(vy, + vy sin(y,, )At —Az]+ap, At (3.89)
Thus, the quadratic equation (3.83) is reduced into the following form:
Ao A 4B At C, =0 3.90
7 t° + p t+ p = ( . )
where
Ap =—a1y COS(Ym)+ ar, Sin(Ym)
Bp =—V1x COS(Ym ) + V12 Sin(Ym)+ M
C, =Ax cos(y,, )~ Azsin(y,, )
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Hence, At is given by one of the following equations depending on whether

Ap 1S zero or not;:

At=—2 (3.91)

"B +05.4B2-2A C
At: p p p p p

A

p

(3.92)

1, forAp>Oande<0,0r Ap<0ande<0

h =
WHETE @ {—1 , for A, <0 and C, >0

Similar to its spatial derivation, no positive solution occurs for At if A >0

and C,>0. Also, the condition Bli -2A,C, 20 must be satisfied for a real At.

Regarding a;, =asin(y,) and a, =a; cos(y,) in the pitch plane, the

guidance command for a ; is obtained as

2|vy Atsinly,, =7, )= v sinly,, —A
(o= 2l dusinlen )il 2 ) Gy

a
At?

3.2. Missile-Target Engagement Kinematics

Considering the engagement kinematics illustrated in Figure 3.1, the
following relationship can be written between the position vectors of the missile and

target with respect to point O, the origin of F:

r/0, =Im/oe T Tr/m (3.94)
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The relative distance vector Ar can be defined as
AT =Tr 0, = Ty/o, (3.95)
where AT = Ax ﬁgo) + Ayﬁ(zo) + Azﬁgo) .

Expressing equation (3.95) in Fj and then substituting equations (3.2) and

(3.6) into the resulting equation, the following expressions can be obtained:

I'r/m cos(?»y )cos(kp ): Ax (3.96)
I'r/Mm sin(k y )cos(Kp ): Ay (3.97)
— 1ty sin(k, )= Az (3.98)

Dividing equation (3.97) by equation (3.96), A, is found as follows, if

cos(kp );t 0:

Ay
A, = arctan| — 3.99
y [Aj (3.99)

Then, A, can be found from equations (3.96) and (3.98) as

3.100
b A (3.100)

—Azcos(h, )J

A= arctan(

Taking the squares of equations (3.96) through (3.98) and then adding them

up, the magnitude of the relative distance between the missile and target (1, ) can

be determined as follows:
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trw = [ | = VAKX + Ay? +AZ? (3.101)

Since the missile is thought to be fired against a surface target, Az=0
condition will be satisfied at the end of the engagement. Thus, at this final point,

i.e., at t=tg, the values of AxandAy will give the two components of the final

miss distance of the missile (X, and y,;i, ) as

miss

= Ax(ty) (3.102)

Ymiss = Ay(ty) (3.103)

Hence, the resultant miss distance (d, ;) can be obtained from equations

miss

(3.102) and (3.103) as

d i =\/AX2(tF)+Ay2(tF) (3.104)
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CHAPTER 4

MISSILE CONTROL

In this chapter, first the roll and the transversal autopilots of the missile
are designed based on the transfer functions obtained in Chapter 2. Here, the
transversal autopilots include the acceleration, the angular rate and the angle
autopilots. Then, the concept of the anti-windup scheme used along with the
controller is explained. Lastly, the roll resolving scheme employed to decouple

the yaw and the pitch channels in the case of nonzero roll motion is presented.
4.1. Missile Autopilot

In order to control the motion of the missile in its pitch and yaw planes
as well as in the roll direction, three different autopilots are needed: roll, pitch
and yaw autopilots. Regarding the transfer functions of the missile obtained
according to its equations of motion, the mentioned autopilots can be properly

designed.
4.1.1. Roll Autopilot

Due to the thrust forces and the thrust misalignment moments, the
missile gains a roll motion around the ﬁgb) axis. After the boost phase, this roll

motion is damped within a period of time. The length of the period changes
depending on the orientations of the fixed tail fins of the missile. Namely, if the

tail fins are mounted in a canted configuration, i.e., if they are fixed at an
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orientation with nonzero angles, then the roll motion will last much longer than
the period of the uncanted configuration. In the autopilot design, it will be quite
useful to compensate the roll motion of the missile prior to the control of its
pitch and yaw motions. In other words, either the roll attitude or roll rate should
be nullified at the beginning of the control. In this study, the roll control
system is designed to regulate the roll attitude, or roll angle, of the missile. In
fact, the mentioned roll attitude belongs to body 1. Designing the roll autopilot,
the uncontrolled roll motion of body 2 is taken as an external disturbance on the

roll motion of body 1 as explained in Chapter 2.

Considering equations (2.197) and (2.198), the following state feedback

control law can be written for the roll attitude of body 1:
up =k (01g = ¢1) =k, p (4.1)
where k, and k are the controller gains.

Then, substituting equation (4.1) into equations (2.197) and (2.198), the

closed-loop transfer function of the roll motion of the missile is determined as

g(s) Coo s? +Cys+1

Lyk, —L
=25 0 ey = 1

where ¢ =

The resulting control system is a type 1 control system. Its characteristic

polynomial appears as

Dr(s)= Cy2 s + cus+l (4.3)
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The controller gains (k, and k) can be obtained by placing the two

poles of the closed-loop control system to the desired locations on the left-
hand-side of the complex plane. For this purpose, a second-order Butterwoth

polynomial given above can be used [Appendix]:

Bz(s)=[$js2 +[§]s+1 (4.4)

where o, stands for the desired bandwidth the control system.

Hence, equating the polynomials D, (s) and B,(s) in equations (4.3)
and (4.4) term by term and making the intermediate operations, k, and k  can

be found as

2
(Dc
\/E(nc + Lpl
k, = —T (4.6)

During the flight of the missile, the aerodynamic stability derivatives

vary in accordance with the Mach number (M, ), angle of attack (o), side-slip
angle (f3), aileron deflection (3, ) and the spin angle (¢, ). In order to keep the

roll stability of the missile, the roll control system must adapt to the changes of

these parameters. Thus, k, and k values given in equations (4.5) and (4.6)

should be updated depending on the current values of these parameters

throughout the controlled flight of the missile.
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4.1.2. Transversal Autopilots

After the boost, the missile velocity can not be changed due to the lack
of the required thrust. Thus, the control of the missile can be achieved by
manipulating either the orientation of the velocity vector or the lateral
acceleration components. Assuming that the bandwidth of the roll autopilot is
at least three times the bandwidth of the pitch and yaw autopilots, and hence the
roll motion of the missile is regulated prior to the control in the pitch and yaw
planes, the equations describing the pitch and yaw motions become decoupled.

Therefore, the pitch and yaw autopilots can be designed separately.
4.1.2.1. Acceleration Autopilots

In order to execute the lateral acceleration commands coming from the
guidance unit in the pitch plane, the control system can be designed considering
the classical PI (proportional plus integral) control action with the contribution
of the pitch damping. Denoting the proportional, integral and pitch damping

gains as K, T, and K, the mentioned control system can be constructed as

given in Figure 4.1.

A

an[Sj

Figure 4.1. Pitch Acceleration Control System
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Applying the block diagram algebra to the block diagram in Figure 4.1
with the inclusion of G (s)and G5(s) given in equations (2.164) and (2.170),

the closed loop transfer function between the actual and the desired lateral

accelerations is obtained as

aZ(S) _ (Tp S+ 1)(np2 s? + n, s+ 1)

(4.7)
a,y S) a3 s? +a,, s? + a, s+l

where

T, (dy +Kyng +K, n, )+K, n,

Kp n,,

. :Tp(1+Kpnzz).

p3
Kp n,,

For the control system whose type number is one, the characteristic

polynomial of the transfer function in equation (4.7) is

Dp(s): a3 s? + a,, s + a, s+l (4.8)
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In order to determine K, T, and K., the third-order Butterworth

polynomial given below can be used [Appendix]:

B3(s):[§Js3 +(§js2 +[wijs+l (4.9)

GP
_Ni-'h
n, |[=M;'b, (4.10)
TP
1 0 n, T
~ n 2n,, 2n,,
_ z0 z Z
d (’Oc (Dc ('OC
po Dgo Dy

In order for 6,, n ,and T, to take finite values, 1\7[;1 must exist. In

other words, the determinant of the matrix Mp must be nonzero. From here,

the following singularity condition for the proposed control system can be

obtained by equating the determinant of the matrix Mp to zero:

MS Za _Ma Z6

u

M2Z, (u+2,)+2Z, ZS( -M, Mq)=o (4.11)

It seems that the above condition can not be encountered in practice.

Therefore, the control parameters can be determined without any problem.
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Having determined o, n , and T, from equation (4.10), the controller

gains K and K can be calculated as shown below:

TP

K, =—" 4.12)
GP
K

K, = ”PT P (4.13)

For adaptation of the control system to the changing flight conditions,

the values of K, T, and K should be updated continuously according to the

current values of M, a, 6, and ¢,.

As shown in equation (4.7), the numerator dynamics of the transfer
function of the missile acceleration control system is represented by the

following polynomial:
N, (s)=(T, s +1){n, 8% +n s +1) (4.14)

The roots of N (s) in equation (4.14) will give the zeros of the control

system. If all of the zeros have negative real parts, then the control system will
be of minimum phase, otherwise nonminimum phase. Looking at the zeros of

Np(s), the system will be of nonminimum phase if either of the following

conditions is satisfied:
T <0 (4.15)
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Having designed the pitch control system, the yaw control system can

be designed in the same manner because of the rotational symmetry of the

missile. In the design, considering the transfer functions G 5(s) and G ;(s)

given in equations (2.179) and (2.182), the same control system as the previous

one can be built up.

Because of the rotational symmetry of the entire missile body, the

following equalities can be established among the stability derivatives of the

pitch and yaw dynamics of the missile:

Y[j Zg,
C)’zs :_CZS
C, :_Czq
C, =-C,

B o
C,. =C,

3 3
C, =C

4.1.2.2. Rate Autopilots

Tm

\ 4

\/

Tmd + i + S
m—>/>—> K, [HTlJ —»@ c Gis (s)
S
KCW
A

A

an (S)

Figure 4.2. Flight Path Angle Rate Control System
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The pitch (yaw) rate autopilot can be designed similarly to the
acceleration autopilot so as to control the rate of the flight path angle of the
missile in the pitch (yaw) plane. Thus, the mentioned control system can be
constructed with the pitch damping added PI control law as shown in

Figure 4.2.

The transfer functions G (s)and Gy (s) in Figure 4.2 are already given
in equations (2.164) and (2.166). Thus, applying the block diagram algebra, the

closed-loop transfer function of the resulting type 1 control system from the
desired flight path angle rate (7,4 ) to the actual flight path angle rate () is
obtained as

7 (s) (Ty s+ 1)(1172 s? + n, s+ 1)

Tm'8) _ (4.23)
Tma(8)  diyys® +dy,s? +dy s+l

where
n
(o4
n ‘1 = q
y
n
al
n.
2
Y n

_ Ty dpo +Ty qu ng +Ky Ty N, +Ky N,

d.
vl
Kv )
4. Tv dpl +TY qu ng +Ky TY N, —Ky n,
2
Kv Ngo
d-3 _ Ty —Ky Ty n,
7 .
KY Mgo
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The characteristic polynomial of the closed-loop transfer function in

equation (4.23) is seen to be
D(s)=d;;s’ +d,,s* +dys+1 (4.24)

In the determination of the controller gains K,, T, and K , the pole

v
placement technique can be applied. Hence, equating the polynomial given in

equation (4.9) to D(s) in equation (4.24) term by term, the following matrix

expression is obtained:

Oy
n, [=M;'b, (4.25)
T,
1 0 -
. Rat | n, 2ng 2n, !
where M, =/d,, ng, n, [, by=l— Sty —Nyg | s
wc wc (’OC
dpo N, Ny
T, K
c,=—-and n, =——
K, K,
The singularity condition of equation (4.25) arises as
4 M, (Z,+Z Z,+u M, \Z,+u)]-M Z,
R q( 8)+ q — ( d ) d =0 (426)
M, u M;Z, Z, M,Zs-M; Z,

This condition does not seem to be encountered in practice. Therefore, it
can be said that finite values can be determined for the parameters

c,,m,and T, from equation (4.25). After obtaining these parameters, the

controller gains K, andK  can be calculated as
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K, =—" (4.27)
GV
K
Ky =T”T : (4.28)

In order to keep the stability of the control system, K., T, and K,

should be updated continuously depending on the current values of M, a, J,

0 9

and ¢,.

Also, the numerator dynamics of the closed-loop transfer function

appears as
N(s)=(T, s+1)(n,, s> +n, s +1) (4.29)

Solving for the zeros of N (s) , the system will be of nonminimum phase

if either of the following conditions is satistied:

T, <0 (4.30)

Y

(2, +Zy +u)Mz - (M, +M, )< 0 (4.31)

4.1.2.3. Angle Autopilots

Another way of controlling the motion of a missile after the boost phase
is to control the orientation of its velocity vector, i.e., its flight path angles. In
order to design a control system that tracks the flight path angle commands
generated by the guidance unit, the equations of motion of the missile should be
rearranged in a compatible form. Assuming that the roll motion of the missile is

already compensated, the pitch and the yaw motions can be handled separately.
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Thus, they can be treated as planar motions. Because of the rotational
symmetry of the missile, it will be sufficient to design the angle control system
for either of the pitch and the yaw planes, and then adapt the results to the

other one.

Hence, considering the roll-free motion of the missile in the pitch plane

and taking the gravity effect as an external disturbance, the component of the
missile acceleration in ﬁgb) direction and the time derivative of the pitch rate

can be obtained as

a =2 (4.32)
m

g=1 (4.33)
It

Also, in the pitch plane motion, a, is equal to the multiplication of the

missile velocity (v, ) and flight path angle rate (y,, ) as
a,=VyVm (4.34)
Then, substituting equations (2.114), (2.116), (2.138), (2.140), (2.165)

and (4.34) into equations (4.32) and (4.33), the following expressions are

found:

Ym =2y ¥Ym +Zm6+qu+Z8 d. (4.35)

q=-M, v, +M, 6+M, q+M;3, (4.36)
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Sy d
where 0=0,, Z, =mcZ . Z, :qw#cz . Zs =qooSM C, ,
mvy ° mvy, ‘ mvy O
2
d
I, ¢ 21 vy a I, °

Thus, equations (4.35) and (4.36) can be expressed in matrix form along

with the equality 6 = q as follows:

}"m _Za ZO. Zq Ym ZS
o |=| 0 0 1| 6|+ 0|8, (4.37)
q _Ma M(x Mq q MS

In this scheme, the integration of the error between the desired and the

actual (measured) values of the control variable (y,,) is also used to generate

the control input to the plant. Thus, the error integration term can be designated

an additional state variable called x;. In other words, the error of the control

system (e, ) is just the time derivative of the new state variable x; as

Xi = ey =VYmd = Vm (438)

For this control system, the following state feedback control law can be

designed to control vy, :

uzse:ky(Ymd_Ym)_kee_qu+kiXi (439)
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Figure 4.3. Flight Path Angle Control System

Hence, the flight path angle control system can be constructed as shown

by the block diagram in Figure 4.3.

Inserting equation (4.39) into equation (4.37) and gathering the resulting

equation with equation (4.38), the state-space representation of the augmented

control system appears as

where

z, zy zq Zsk;
10 0 1 0
- m, my, m; M;Kk;
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my =M, —M; kg

be=[Zsk, 0 Myk, 1]
Also, since the state variable to be controlled is the pitch plane
component of the missile flight path angle (y,,), the output equation can be

formed as

©'5
ol

(4.41)

<
I
ol

where ¢, =[I 0 0 0] .

Eventually, taking the Laplace transforms of equations (4.40) and
(4.41), the closed-loop transfer function of the control system between the

desired and the actual values of the flight path angle (y,, and y,,) can be
determined from the resulting expressions in the following manner:
3 2
v (s) n;s +n,s" +n,s+l

= 4.42
Yoa(s) d,, s4+dy3 s’ +d,, sz+dYl s+1 (3:42)

138



where

a4 k;
Ckotk, ag
T e
i Aus

d, =
& g5 ki
o Mk +Zik, -(M, +2,)
" g5 ki
1
d, =
" a,5K;

In the abbreviations in equation (4.42), the following definitions are

made:

Aos :M8 Z(x _M(x ZS

8,=M,Z, -M, Z,
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(4.44)

(4.45)



Here, the type number of the designed control system is equal to one.

Also, the characteristic polynomial of the transfer function in equation

(4.42) is as follows:
D(s)=d,s*+d, 8" +d 87 +d, s +1 (4.46)

In order to determine the controller gains ky, ko, kq and k;, the

fourth-order Butterworth polynomial given below can be used in the pole

placement:

B4(S>=%]S4 {2-533}3 +[_3-;;4}2 281w

Matching equations (4.46) and (4.47) term by term, the matrix equation

to solve k., kg, k, and k; appears as

kv
k N
l=M'b, (4.48)
kq
k;
where
0 0 0 ays |
(OC
M, = 3.414a,
k asy M5 a5 Zg-— 2 :
2.61
Ao Ags 0 aq 6(033'(16
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Bkz[of‘ M, +Z, a,-M, o]T

C

In order to keep the stability of the control system, ky, kg, k q and k;

should be updated continuously depending on the current values of M, a, d,

and ¢,.

Equating the determinant of Mk to zero, the following equality arises:
a,s Mg =0 (4.49)

Thus, equation (4.49) yields the following two singularity conditions:

C, =0 (4.50)

mg
Cp, C,, —Cp, C, =0 (4.51)

In order to control a missile aerodynamically, i.e., to control it by means
of control fins in a certain arrangement, the aerodynamic stability derivative

contributing to the fin deflection (C,, ) must be nonzero. Therefore, unless the

missile under consideration is controlled by a way other than aerodynamic

control, the first condition in equation (4.50) can not be held.

C

, where
a

Putting the relationships C, =b and C, =b;C, ,

o
b, and by are the pressure center offset and the static offset term relating to

the hinge locations of the elevators and rudders, into equation (4.51), the

second singularity condition reduces to the following equality:
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Considering the missile geometry, b, can not be equal to bj.

o

Therefore, this condition is not encountered in practice.

Regarding the yaw plane motion of the missile, the side-slip angle and
the component of the missile acceleration in ﬁ(zb)direction are defined in the

yaw plane as
B= (N —w)cos(6)) (4.53)
2y = Vit N €08(1 1) (4.54)

Then, considering equations (2.113), (2.117), (2.137), (2.141), (4.53)

and (4.54) along with the equality , = , the transfer function of the

_r
cos(6,)
closed-loop transfer function of the flight path angle control system in the yaw

plane can be obtained as follows using the same state feedback structure with

an integtator as the flight path angle control system in the pitch plane:

nm(s) 3 n,; s® + n., s? + n,s+1 (4.55)
Numa (5) - d4 st d,; s” + d, s? +d,,;s+1 '

where
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Y5k, cos(0,)

Iln3

_ k\v +kn A5 C05(91)
| =
" k; aps

1

~ N +N;k,, Jr(aBr +tags k, +ag k, +Y; ki)cos(el)

n2
ags k;

B [N6 k, +Ysk, —(Nr +Y, )]cos(el)
- ags k;

d

n3

B cos(@l)
- ags k;

d

n4

As kn’ k\v’ k. and k; stand for the controller gains, the following

definitions are used in equation (4.55):

ap = N, Y[; - Nh Y, (4.58)
where
. YB cos(el) , Ys . Y
Y13 =, Ys = s Y = L Y, and
Vi €08(v,, ) Vi €08(v,, ) Vi €08(v,, )

Nj =N, cos(9,).
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Then, the controller gains of the pitch angle and the yaw plane flight
path angle control systems can be determined in the same manner as for the

pitch plane flight path angle control system.

4.2. Anti-Windup Scheme

Many dynamic systems behave “almost” linearly under certain
operating conditions and therefore linear control theory is widely applicable.
However quite often, e.g. when operating a system on its limits, different kinds
of nonlinearities may degrade the stability and performance properties to such
an extent that they are no longer acceptable. These nonlinearities must then be
taken into account when designing and implementing the controller. Actuator
nonlinearities, such as amplitude and rate limiters, appearing at the plant input,
are examples of such nonlinearities [88]. In fact, in the presence of saturation,
the phenomenon known as the integrator windup arises [89]. In the case of a
windup, the input signals to the actuator exceeds the acceptable level of the
actuator [90]. Thus, the real plant input may differ from the controller output.
This discrepancy not only leads to the deterioration of the system behavior [91],
but it also causes the error integral to attain large magnitudes, which leads to an
abrupt and jerky behavior of the control input after the release of the saturation.
Probably the most widely used remedy to this problem is the so-called “anti-

windup compensation”.

Anti-windup compensators are widely used in practice for the control of
systems with saturating actuators. An anti-windup compensator consists of a
nominal (most often linear) controller appended with an anti-windup
compensation. An important property of the anti-windup compensation is that
it leaves the loop unaffected as long as saturation does not occur. Consequently,
the control action provided by the anti-windup compensator is identical to that
of the nominal controller as long as the control signals operate within the

saturation limits [88].
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Anti-windup was originally used for preventing the integrator state in
PID (proportional plus integral plus derivative) controllers from growing large,
which may cause overshoots and limit cycles [88]. The typical method to deal
with the integrator windup problem is to tune the controller ignoring the
actuator saturation and subsequently to add an anti-windup compensator to
prevent the degradation of performance. Basically, the compensator design

techniques belong to two different approaches [89]:

- Conditional Integration

- Back-Calculation

In the former approach, the value of the integrator is frozen when the
actuator output is equal to the actuator input [89]. In the latter method, the
difference between the controller output and the actual process input is fed back
to the integral term [89], [91]. This way, the contribution of the integral state to

the manipulated variable is removed until the difference becomes zero.

In this study, the back-calculation method is applied to the designed
control system. As an example, the implementation of the mentioned method

on the acceleration control system is shown in Figure 4.4.

Gy ls) =
+
a; + — © 8 + 5 5 @
——d———Q—e'—E P . ‘e G,(s) > Gsls) >
Ay -
8 1+ 1 5
T \ s
1.
[ Ta|

Figure 4.4. Anti-Windup Scheme
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From Figure 4.4, the cumulative command signal produced by the

autopilot (8,) is combined of the proportional (5,) and the integral (3;)

portions as indicated below:

5, =5, +9, (4.59)

Looking at the block diagram in Figure 4.4, 6, and 6, are equal to the

following quantities:

5, =Ke (4.60)

1 11
Si = l:Kea (T—lj —C5 [fj:|g (461)

In equations (4.60) and (4.61), K, T, and T, represent the proportional

gain, the integral time constant and the anti-windup time constant of the control

system. Also, e, and e5 denote the errors of the entire control system and the

control actuation system (CAS) shown by the transfer function G _(s).

With the anti-windup scheme, it is intended to nullify §; either when

8, <0,,, or when &, >9d, ., where &, and J . stand for the lower and

c min X n X

upper limits on the fin deflection that can be realized by the CAS. When this

nullification occurs, equation (4.61) results in

€5 _ Ke,

T T,

a 1

(4.62)
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Once the condition in equation (4.62) holds, the integrator will not
contribute to the command signal anymore. In application, this condition can be

satisfied in two different ways:

i. T, is setin order to be equal to T;.

Cs

ii. T, is scheduled continuously such that T, =

T,. This way,

Ke,

without  waiting for the occurrence of the condition e; =Ke,, the

integrator output can be made zero whenever either of the conditions

S, <0,,;, and & >9 .. holds.

n

As an alternative approach, the integrator output can be nullified as soon

as the actuation system error (e5) becomes nonzero. This scheme can be
formulated as follows [89]:
_Ke

. T : [1 - sgnQe5|)] (4.63)

)

In equation (4.63), the signum function is defined as

-1 , if x<0
sgn(x)=40 , if x=0 (4.64)
if x>0

2

According to equation (4.63), as soon as ez takes a nonzero value, J;
will vanish immediately. Conversely, as long as e5 keeps being zero, §; will

remain nonzero and keep contributing to the command signal to the CAS.
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4.3. Roll Resolving Scheme

During its flight, the missile might roll due to disturbances such as
asymmetrical winds and manufacturing errors that cause misalignments. Even
if the missile is roll position stabilized, a certain amount of offset in the roll
attitude (¢,) might be unavoidable. In this case, the fin deflection commands
received from the autopilots need to be compensated to allow for this effect. If
it is not done, the pitch and yaw control channels get mixed up and it becomes
impossible to control the missile in either direction. Supposing that the missile

rolls with an angle ¢, at a certain time instant, the commands sent to the fins

for the three actuators 1, 3, and, 2 and 4 together have to be modified as follows

[7]:

8lc = _6€C Sin((l)l ) + 8rc COS((I)l ) + 8ac (465)
830 = 6ec Sin((l)l ) - 6rc COS((I)I ) + 6ac (466)
824c = 8ec COS(¢1 ) + 8rc Sin(¢1 ) (467)
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CHAPTER 5

TARGET MOTION ESTIMATION

This chapter begins with the modeling of the target considered in this
study. Then, the properties of the seeker suitable for the engagement purpose
are explained in addition to the external contributors affecting its performance.
After introducing the basic seeker types, they are compared according to certain
criteria. The chapter is concluded by the design of an estimator that is to be

used in the estimation of the target states.

5.1. Target Model

In this study, the considered missile is taken to be an air-to-surface
missile. In other words, it is fired from an air platform against a surface target.

Moreover, the mission of the missile is defined in short range.

Regarding a surface target, the kinematic parameters describing its

motion on the horizontal plane are the normal and tangential acceleration
components, (at and a7 ), the target velocity (v ) and the heading angle (1, ).

They are depicted in Figure 5.1. In this figure, the capital letters M and T

denote the missile and the target.
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Figure 5.1. Horizontal Engagement Geometry

Specifying a} and a} as well as the initial values of the target velocity
and the heading angle (v, and 1,,), v; and m, can be obtained as functions
of time by means of the following integrals:

t

v (t)= v + [af(s)ds (5.1)
(0= + [ 21 o (5.2)
to VT (S)

Afterwards, regarding its initial position components (Xp, and yr,),
the position of the target can be described by the following equations as

functions of time:

xp ()= g0 + [ vy (s) cos(n, (s))ds (53)

to
t

yr(t)=yro + JVT(S) sin(n, (s))ds (5.4)

to
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Actually, the motion surface of the target is not planar. However, in
order to simplify the engagement problem, the altitude of the target is taken to

be constant in the computer simulations as given below:
21 (t) = 219 (5-5)
5.2. Seeker Model

In order to guide a missile for a successful intercept with an enemy
target, it is vital to get the correct information about the motion of the target
during the flight. In homing guidance schemes, that information is provided by

seekers [23].

In all the homing guidance laws, the line of sight (LOS) angles (azimuth
and elevation) should be correctly measured. Considering the pitch plane
motion of the missile, the schematic representation of the LOS angle is given in
Figure 5.2 along with the other basic seeker angles. In this figure,

6, 0., Xp, ¢ and Q denote the pitch angle of the missile, the seeker angle in

the pitch plane, the pitch plane LOS angle, the boresight angle, and the error
angle between the apparent and true LOS angles, respectively. Here, the
apparent LOS is resulted from the refraction of the true LOS by the radome of
the missile. The similar angle definitions can be made for the yaw plane motion

as well.

The measurement capability of seekers is restricted due to some
physical, optical and electronic limitations such as limited field-of-view (FOV),
atmospheric transmittance and noise effects. Actually, a seeker is a
combination of optical, electronic and mechanical components. Therefore, the
seeker modeling process includes the integration of the models of all the

optical, electronic and mechanical subsystems.
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0
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Figure 5.2. Basic Seeker Angle Definitions for the Pitch Plane Motion
5.2.1. Atmospheric Transmittance

Atmospheric transmittance is basically described by means of two main
criteria: extinction and visibility. The extinction is the total reduction of
radiation along the LOS. This includes both absorption and scattering [65],
[92]. The absorption of radiation is caused by the molecular constituents of the
atmosphere, i.e., water vapor, carbon dioxide and ozone. The concentration of
these molecules depends on the temperature, the pressure, the geographical
location, the altitude and the weather conditions [65]. On the other hand, the
scattering simply alters the radiation propagation direction and any radiation
scattered out of the LOS contributes extinction [92]. As the functions of the

incident radiation (R;) and the volume of the scattering particles (V,), the

scattering (6 ) can be obtained as
c=K,R; V] (5.6)
where K _ denotes the scattering coefficient.

The other criterion in evaluating the atmospheric transmittance is

visibility. The visibility depends on the aerosol distribution and it is very
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sensitive to the local meteorological conditions such as snow and rain. It is also
dependent upon the view angle with respect to the sun. As the sun angle
approaches the view angle, the forward scattering into the LOS increases and

the visibility decreases [92].

5.2.2. Seeker Performance

Essentially, the seeker performance depends on both resolution and
sensitivity. Here, the resolution is the measure of obtaining the finest signal and
the sensitvity deals with the smallest signal that can be detected. Using the

resolution information of a seeker (p ), the range from the target to the missile

(1, ) can be estimated from the size of the target spot on the seeker detector

(s,) as

wn

1

I't/m

25 (5.7)
P

The sensitivity of the seeker is generally identified using the signal-to-
noise ratio (Rg,\ ). Rg,y can be expressed in terms of the average atmospheric

R

attenuation coefficient (T, ...

), the intensity difference between the target
and its background ( Al'), and the standard deviation of the system noise (n, ) as
given below:

RS/N _ _atm-ave (58)

In the infrared imaging systems, Al is specified by a differential

temperature (AT ) and the system noise is taken as the noise equivalent
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differential temperature (AT, ). That is, Rg, can be redefined for infrared

systems as [92]

R
AT
Rg/n = Sam-ave 2 atm;;e (5.9)

n

Another factor influencing the performance of a seeker is the radome
refraction. The radome refraction is the function of the geometry of a radome.
Namely, although the ogive shape is preferrable in the radome design to reduce
the aecrodynamic drag effect on the missile, it is the worst choice in the sense of
the radome refraction. Conversely, the minimum refraction on the signals
coming from the target to the seeker aperture occurs when the radome is in the

semi-spherical shape [23]. As K denotes the radome refraction factor, the
standard deviation of the radome refraction noise (ny ) can be estimated in the

pitch plane as

(5.10)

5.2.3. Seeker Dome Materials

The seeker dome materials are grouped based on their best applicability
to multimode [radio-frequency (RF)/infrared (IR)], RF-only and mid-wave IR-
only seekers. Measures of merit are the dielectric constant, combined mid-
wave/long wave infrared bandpass, transverse strength, thermal expansion,
erosion resistance and maximum short-duration temperature. Dome materials
that are especially suited for combined radar and infrared seekers are zinc
sulfide and zinc selenide. The zinc sulfide has advantages in the dielectric

constant, transverse strength and rain erosion [93].
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5.2.4. Seeker Types
Basically, two types of seekers are used in guidance applications:
- Gimballed Seekers
- Strapdown or Body-Fixed Seekers

5.2.4.1. Gimballed Seekers

Because of the field-of-view (FOV) Ilimitations of seekers, the
gimballed seekers are preferred if it is desired to increase the FOV range. In
this scheme, the seeker is mounted on a platform supported by two orthogonal
gimbals and stabilized by means of rate gyro feedbacks. This way, the FOV
range of the seeker is increased considerably. Also, the LOS angle and the LOS

angular rate can be measured directly independently of the missile motion.

A simplified model of a planarly working gimballed seeker structure is
shown in Figure 5.3. In this figure, N, G,(s), Ky, Ty, G(s)and K
represent the total noise, the detector transfer function, the detector amplifying
gain, the tracker delay, the transfer function of the gimbal control system and

the radome refraction factor, respectively. Also, regarding the pitch plane,

ep and O, stand for the detector output signal and the desired seeker angular
rate. In this model, the aim is to measure the pitch plane LOS rate (Xp ). The

same gimballed seeker model can be adapted to the yaw plane in order to

measure the yaw plane LOS rate as well.
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Figure 5.3. Gimballed Seeker Model

As given in Figure 5.3, the noise effects (N) acting on the seeker can be
classified as the range independent noises and the range dependent noises.
While the major source of the range independent noises is the noises resulting
from the components of the gimbal servosystem, the glint and the receiver

noises constitute the most significant range dependent noises [94]. As n, and

n, stand for the standard deviations of the glint and the receiver noises, they
can be expressed in terms of the relative distance between the missile and the

target (ry,,,) as

K

n, =—= (5.11)
Ir/m

n, :Kr It/m (512)

where K, and K, are the glint and the receiver coefficients.

In the model shown in Figure 5.3, G (s) can be taken to be unity. Also,

since the bandwidth of the gimbal control system is higher than the bandwidth
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of the entire control system, G(s) can also be considered to be unity. Hence, the

transfer function from A, to 6, can be simply written as

A (s
i ): ! (5.13)

0.(s) T,s+K,

Tp
where T, :—D and K, =1-Ky.
For the yaw plane LOS rate, equation (5.13) can be adapted as

Ayls

) ! (5.14)

\VS(S): T,s+K,

where v and A, denote the seeker angle in the yaw plane and the yaw plane

LOS angle.
5.2.4.2. Strapdown Seekers

The strapdown seekers are directly mounted on the missile body.
Therefore, their measurements become relative to the body fixed reference

frame of the missile.

In the literature, two different kinds of strapdown seekers are

mentioned:
- Beam-Steered Strapdown Seeker Model

- Staring Strapdown Seeker Model
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In the former type, the FOV of the detector is enlarged by means of a
movable lens called “vario lens”. In this structure, the vario lens slides along a
short rail-like guide so as to enlarge the FOV. On the other hand, the lens of the
detector is fixed in the latter model that has a narrower FOV than the former

one.

The simplified block diagram of a strapdown seeker working in the

pitch plane is given in Figure 5.4.

8+i+ €a

1 es To Guidance

Gp(s) Ky

TD Computer

Figure 5.4. Strapdown Seeker Model

5.2.4.3. Comparison of Gimballed and Strapdown Seeker Models

The comparison of gimballed and strapdown seeker models according

to some significant criteria is given in Table 1.

Table 1. Comparison of Gimballed and Strapdown Seeker Models [95]

Gimballed Seeker Strapdown Seeker
Mounting Mounted on a two-gimbal Rigidly mounted on the
platform. missile’s body, doing away
with a gimballed platform
FOV Up to £90° About +3°
Angle and Rate | LOS angle and LOS angular | LOS angle and LOS angular
Measurements rate error angles with respect | rate error angles between the

to the ground

the missile centerline and the

LOS.
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Table 1 (Continued)

Guidance Law

Proportional Navigation can

Conventional Proportional

Utilization be easily implemented Navigation Law can not be
because of the provision of easily applied.
LOS rate.
Measurement Virtually independent of the | Contains the missile body
Results missile body motion. motion.
Major Sources Gyro drift, gimbal friction, Seeker measurements

of Measurement | gimbal cross-couplings, themselves, glint noise and

Errors radome refraction and inherent angle alignment
acceleration sensitivity. errors.

Cost Higher than strapdown seeker | Low.

because of the gimbals.

5.2.5. Seeker Detector Model

Detector is the heart of every electro-optical system because it converts

scene radiation into a measurable electrical signal.

The capability of a detector is defined by the parameter detectivity

(D"). As R, A4, Af, and 1, denote the responsivity, the detector area, the

differential noise frequency and the standard deviation of the noise on the

detector current, D can be formulated as

" R.[A, Af,

1y
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* ., . . * .
In fact, D is a measure of detector noise. That is, as D increases, the

noise equivalent differential temperature decreases. Also, real detectors have a

D" that is a function of the operating temperature.

As ¢ and €, denote the error angle between the true LOS angle and the

seeker angle, and the detector output signal, there is a nonlinear relationship

between them as shown below:

ep =Kepy sin(LJﬂ —K)SUP tan[ij (5.16)
€pN Eyp
where

6(31/2)FOV

EDN T4 xn

6 ABgoy

A 821/2)FOV
o\ 3A00y

0; : Sensor half-instantaneous field of view (IFOV) angle

(1/2)FOV -

AOoy : Sensor half-IFOV deviation

K : Detector gain

Using the Taylor series expansions of the sine and tangent functions,

equation (5.12) can be approximated as
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A
D 214 (1-2K) 3(9& g2 (5.17)
& 0{1/2)Fov

Actually, the value of K varies between zero and unity. In most cases, it

is taken to be 0.5. In this case, €, appears to be equal to €. In the Laplace
domain, this equality leads the detector transfer function [GD(S)] to become

unity.

In some of the applications, ¢ is calculated from the location of target
spot on a four-quadrant detector. As shown in Figure 5.5, € can be obtained in

the following manner:

8=1/8§,+812) (5.18)

where ¢, and ¢, stand for the components of ¢ in the yaw and pitch planes.

Target Spot

Figure 5.5. Target Spot on a Four-Quadrant Detector

5.3. Target State Estimator

In a missile-target engagement scenario, the seeker of the missile is

subjected to several noises and disturbances. Due to those effects, the  missile
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seeker provides a noisy measurement of the LOS angle. Therefore, the use of a
simple digital fading memory filter as a part of the missile guidance system is
one of the simplest and most effective ways to get an estimate of the LOS angle
and its rate from the noisy measurements. Also, the mentioned state estimator
will be used in the prediction of the motion of the target when the target
becomes invisible during the guidance phase due to some external effects such

as a cloud.

In the state estimator model considered in this study, first, the detection
limits of the seeker are defined. Regarding the seeker with a detectable range

(r,) and seeker angle limits in the yaw and pitch planes ( v, and 0,), the

receiver of the considered seeker generates nonzero signals provided that all the

following conditions are satisfied:

Y-y <A Sy+yg, 0-0 <A <6+0; and 17, <1, (5.19)

where y and 0 stand for the yaw and pitch angles of the missile. Also,
Ay, A, and rp,y denote the yaw and pitch plane components of the LOS angle

and the relative distance of the target with respect to the missile. Once all the
conditions above are satisfied, the seeker transmits the information of

Ay, A, and rp )y quantities to the guidance block. In the determination of the

value of r, the international visibility code supplied in Table 2 are considered.
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Table 2. International Visibility Code [92]

Designation Visibility (m)
Dense fog 0-50
Thick fog 50-200
Moderate fog 200-500
Light fog 500-1,000
Thin fog 1,000-2,000
Haze 2,000-4,000
Light haze 4,000-10,000
Clear 10,000-20,000
Very clear 20,000-50,000
Exceptionally clear > 50,000

On the other hand, while the missile is passing through a cloud or when
the target is out of the FOV of the seeker, the seeker can not sense the target,
1.e., the receiver of the seeker generates zero signals for the location of the
target. In such cases, in order to increase the probability of hitting to target, the
missile can be made estimate the future behavior of the target. For this reason, a
target state estimator is added to the the seeker system. In this study, a first
order simple constant gain filter, i.e., a fading memory filter, is designed for the
estimation of the target states. Using this filter, the yaw and pitch plane

components of the LOS angle (A, and A ,) are estimated as well as the

corresponding LOS rates as described below:

M =iy + 2 jun) Ty + G [X*jk - (ij(k—l) M) Ty H (5.20)

2 5 H. % ~ 2
M =i + T—J[x = (x i) + A0 T ﬂ (5.21)

Sj
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where

j=y and p, i.e., yaw and pitch planes

k?k : LOS measurement of the seeker at instant k

) i - LOS estimate at instant k

T :Sampling time

B; : Memory length
Here, the memory length lies between zero and unity, i.e., 0<f; <1.
If B; is taken to be one, it means the filter does not take the seeker

measurement of the LOS angle into account and works on the previous

estimates only. Thus, as B; is taken closer to zero, the filter accounts more

about the LOS measurement. Therefore, for instance, the filter output becomes

oscillating for B;=0.3, while a sluggish and lagged signal behaviour is

observed for f3; =0.8 .

In this study, considering the pitch plane estimator, when either of

L,=0-0; and A, =0+86; conditions satisfied, the pitch plane memory
length (B3,) is taken to be B, where 0.5<B, <l. On the other hand, B is
made zero at A, =6. This is because the radome refraction effect will be

minimum at A, =6 and thus only the measurement of the seeker can be
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evaluated. Then, the 3, values for the 6 -6, <A, <0+ 6 range are computed

as follows:

Psfo-n) . foro—o,<n, <0
0 p s p

Bp=1p; (5.22)
e—(xp—e) , forB<h, <0+0,

S

Similar to the pitch plane, the above procedure is applied to the yaw
plane motion of the missile.

Moreover, when the seeker does nor supply any signal, k*jk is taken to

be equal to the last estimate of the estimator.
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CHAPTER 6

CASE STUDIES

In this chapter, the numerical parameters used in the models are first
given and the models created in the Matlab-Simulink environment are
introduced. After the formation of the test configurations as well as the sets of
the initial conditions, the results of the performed computer simulations are

presented in the form of tables and figures.

6.1. Considered Models

In order see the performance of the considered guidance laws on
different types of missiles, three different missile configurations are regarded in

the computer simulations as follows:

- Two-part missile with uncanted tail fins

- Two-part missile with canted tail fins

- Single-part missile with uncanted tail fins

Actually, the first two missiles are the two variants of a two-part

missile. Their only difference is the orientations angles of the fixed tail fins.
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The numerical values of parameters these missile models are given in

Table 3 and Table 4.

Table 3. Parameters of the Two-Part Missiles

Parameter Symbol Value
Missile Diameter dy 70 mm
Missile Cross-Sectional Area Sm 3848.5 mm?
Total Missile Length Ly 2000 mm
Mass of the Front Body m, 10 kg
Mass of the Rear Body m, 7.55 kg
Total Missile Mass m 17.55 kg
Axial Moment of Inertia of L, 0.01225 kg -m?
the Front Body

Axial Moment of Inertia of I, 0.01225 kg-m?
the Rear Body

Transverse Moment of Inertia I, 5.855 kg-m’
of the Missile

Viscous Damping Coefficient b, 4 N-m-s
of the Bearing

Acceleration Limit A0k 30-g
Cant Angle (for the Canted - 1 deg
Configuration)
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Table 4. Parameters of the Single-Part Missile

Parameter Symbol Value
Missile Diameter dy 70 mm
Missile Cross-Sectional Area Sm 3848.5 mm?
Missile Length Ly 2000 mm
Total Missile Mass m 17.55 kg
Axial Moment of Inertia L, 0.0215 kg-m*
Transverse Moment of Inertia I, 5.855 kg-m*
of the Missile

Acceleration Limit 8,k 30-¢g

6.2. Aerodynamic Data

For the computer simulations, the aerodynamic stability derivatives are
generated by the Missile Datcom software available at TUBITAK-SAGE.
However, since the mentioned software can give solutions for only single-part
missiles, the considered two-part missile is instantaneously handled as a single-
part missile whose control fins and fixed tail fins are oriented at a fixed spin
angle with respect to each other. Then, solving the missile aerodynamics for the
different values of the spin angle, an aerodynamic data set is obtained for the

two-part missile.

For this purpose, first, the aerodynamic coefficients Cy, C,, C; and Cy,
are obtained for the following values of the spin angle (¢s), the elevator

deflection (9, ), the Mach number (M..) and the angle of attack (a):
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¢s =0, 10, 20, 30, 40, 45, 50, 70 and 80 deg
o, =-20,-15,-10,-5,0, 5, 10, 15 and 20 deg

M, =0.5,1.0and 1.5
a=-9,-8,-7,-6,-5-4,-3,-2,-1,0,1,2,3,4,5,6,7,8 and 9 deg

Afterwards, fitting the polynomials given in equations (2.136), (2.138),
(2.139) and (2.140) to the obtained Cy, C,, C; and C,, values, the stability
derivatives C, ,C,, Cr»Cmy» Cy» €

my* ~mg°

m, and C;  are computed for

M, = 0.5, 1.0 and 1.5 by changing ¢s from 0 to 80 degrees at an amount of 10

degrees.

Then, considering the rotational symmetry property of the missile, the

stability derivatives CyB ,CyS ,Cyr , CnB ,Cnés and Cnr are found using

equations (4.17) through (4.22).
6.3. Guidance and Control System Models

Using the designed transversal and roll autopilots, the yaw, pitch and
roll control systems are constructed for the three missile types. As the
transversal control systems, the acceleration and angle autopilots are employed.
In the models, the roll autopilot is designed at the bandwidth of 20 Hz while the
bandwidths of the yaw and pitch autopilots are chosen as 5 Hz. The unit step
responses of the designed acceleration and fight path angle control systems for
the pitch plane motion of the missile appear as shown in Figure 6. 1 and
Figure 6. 2. As seen from the figures, the angle control system has a smaller
maximum overshoot than the acceleration control system. However, the settling

time of the acceleration control system is shorter than the other.
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LInit Step Response of the Acceleration Control System
5 T T T T T T T T T

--------- Reference Input (Desired Output)
Actual Output

Acceleration (m#(s2))

_8 | 1 1 1 1 1 1 1 1
a 0.1 0.z 03 04 05 o8 07 og o049 1

Tirne ()

Figure 6. 1. Unit Step Response of the Acceleration Control System

Unit Step Response of the Angle Control System
14 T T T T T T T T T

--------- Reference Input (Desired Output)
Actual Qutput

Angle (rad)

0.4 .

0.2f .

D 1 1 1 1 1 1 Il 1 1
a 01 02 03 04 05 06 0F 08 09 1

Time (=)

Figure 6. 2. Unit Step Response of the Angle Control System
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After designing the control systems on the linearized missile dynamics,
the resulting autopilots are applied to the nonlinear missile dynamics. Hence,
the unit step responses of the acceleration and the angle control systems in the
pitch plane come into the picture as shown in Figure 6. 3 and Figure 6. 4. As
seen from the figures, since the initial conditions of the control systems appiled
to the nonlinear missile dynamics are different from zero, the initial values of
the responses are different from those in the linearized control systems.
Moreover, although the roll attitude of the missile is assumed to be regulated in
the control system design upon the linearized model, the initial roll rates of the
front and the rear bodies are different from zero in the computer simulations.
For these reasons, the response characteristics of the control systems

considering the linearized and the nonlinear missile dynamics are not the same.

LInit Step Response of the Acceleration Control System

3 T T T T T T ! 4 .
--------- Reference Input (Desired Output)
Actual Qutput
25} |
5 i

Acceleration (rm/(s2))

0.1 0.2 03 04 os 0k 07 og oo 1
Tirne ()

Figure 6. 3. Unit Step Response of the Acceleration Control System with

Nonlinear Missile Dynamics
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LInit Step Response of the Angle Control System
18 T T T T T T T T T

--------- Reference Input (Desired Output)
Actual Output 1

Angle (rad)

0.4f .

_Dz | 1 1 1 1 1 1 1 1
a 0.1 0.z 03 04 05 o8 07 og o049 1

Tirne ()
Figure 6. 4. Unit Step Response of the Angle Control System with Nonlinear

Missile Dynamics

Then, the models for the target kinematics, the missile-target
engagement geometry and the seeker are integrated to the control system
models and the entire guidance and control system model is constructed for

each missile type separately.

6.4. Simulation Results

In the computer simulations, the Proportional Navigation Guidance
(PNG), the Linear Homing Guidance (LHG), and the Parabolic Homing
Guidance (PHG) laws are used. Then, regarding these laws for the three missile

types, the test configurations are formed as shown in Table 5.

Considering 0 and -20 degrees for the initial heading error of the missile
and taking the lateral acceleration of the target as 0 and 0.5g, the test scenarios

are constructed as in Table 6.
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Table 5. Test Configurations

GUIDANCE LAW
MISSILE TYPE PNG LHG | PHG
(N=3)
Two-part, uncanted Cl1 C2 C3
Two-part, canted C4 Cs5 Co6
Single-part, uncanted C7 C8 C9

Table 6. Test Scenarios

HEADING LT :&%TL
SCENARIO | ERROR | \ ~~p1 eRATION
(deg)
(€3]
S1 0 0
3 0 0.5
33 20 0
4 220 0.5

Also, the initial conditions in Table 10 are accounted in the computer

simulations.

After constructing the guidance and control system model and setting
the initial conditions, the computer simulations are carried out in the Matlab-
Simulink environment for all the configurations and scenarios defined above.
Hence, the total number of the different situations comes out to be 36.
Performing the relevant computer simulations for each of these situations
separately, the corresponding terminal miss distance, engagement time,
maximum acceleration, and energy consumption values are determined as

given in Table 8. In the computer simulations, the ODE 45 solver is used.
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Table 7. Initial Conditions

Parameter Symbol Value
Position Component of the X0 2000 m
Target along x axis
Position Component of the Yo 650 m
Target along y axis
Position Component of the Z1o 0
Target along z axis
Velocity of the Target V1o 25 m/s
(=90 km/h)
Heading Angle of the Target Neo 0
Tangential Acceleration al 0
Component of the Target
Position Component of the X M0
Missile along x axis 1000 m
Position Component of the Yo
Missile along y axis 600 m
Position Component of the Zymo 200 m
Missile along z axis
Velocity of the Missile Vo 408 m/s
(= 1.2 Mach)

Heading Angle of the Missile Nmo
Flight Path Angle of the Tmo 0
Missile
Roll Rate of the Front Body Do
(for the Two-Part Missiles) 50 rpm
Roll Rate of the Rear Body Pao
(for the Two-Part Missiles) 200 rpm
Roll Rate (for the Single-Part Po
Missile) 150 rpm
Pitch Rate do
Yaw Rate i

0
Angle of Attack o,
Side-Slip Angle Bo
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In the simulations, when the relative distance component in ﬁgo)

direction, i.e., Az, is equal or smaller than 75 cm, it is assumed that the
missile-target engagement is terminated. In this case, the terminal miss distance
is calculated using the values of the other relative distance components

(Ax and Ay) at that instant as

d .. =yAx? +Ay? (6.1)

Thus, the time passing from the beginning of the engagement to the end

of the engagement is taken to be the engagement time.

The maximum acceleration is obtained as the resultant of the missile

acceleration components expressed in the wind frame (F),).

Also, the total energy consumption of each situation is calculated as

g
Eige = | Py (62)
ty

where P

ins

:|YV|+|ZW|+|L1 p|+|Mq|+|Nr| is defined as the instantaneous

power consumption.
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Table 8. Simulation Results

g |« Tern-nnal Engagement | Maximum Total Energy
S| = Miss Ti Accelerati C "
S| o . ime cceleration onsumption
@ | O Distance (s) (@) (kJ)
(m)
C1 4.840 3.047 2.951 12.257
C2 2.435 3.052 57.154 2.755
C3 7.645 3.040 12.928 33.514
C4 4.854 3.051 2.954 12.305
S1 | C5 2.852 3.057 57.317 2.736
Coé 7.960 3.044 12.795 33.415
C7 5.310 3.272 5.562 24331
C8 3.553 3.216 57.317 32.082
C9 10.536 3.231 14.748 46.748
C1 4.632 3.038 3.084 13.415
C2 3.430 3.039 57.154 2.699
C3 7.171 3.031 11.936 29.677
C4 4.704 3.042 3.086 13.462
S2 | C5 3.453 3.043 57.154 2.725
Ceé 7.376 3.035 11.855 29.569
C7 5.439 3.262 12.338 49.217
C8 3.472 3.201 57.317 44.293
C9 9.592 3.222 12.854 44.867
C1 5.578 3.288 16.528 217.395
C2 3.205 3.049 942.950 172.717
C3 3.473 3.299 12.109 228.143
C4 5.025 3.295 16.528 217.165
S3 | C5 3.546 3.053 942.950 172.716
Co 3.811 3.303 12.109 227.846
C7 6.857 3.613 16.528 224.044
C8 3.355 3.238 942.316 156.197
C9 5.192 3.723 12.109 278.941
C1 5.597 3.306 16.528 239.068
C2 3.325 3.039 942.950 172.852
C3 3.387 3.325 12.702 263.109
C4 5.096 3.312 16.528 238.855
S4 | C5 3.359 3.043 942.950 172.655
Co 3.554 3.330 12.702 262.900
C7 6.972 3.656 16.528 255.258
C8 3.229 3.218 943.129 215.950
Cc9 4.364 3.788 12.702 353.138

The missile-target engagements in the pitch and yaw planes are

submitted in the following figures for the configurations C1, C2 and C3 for all
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the considered scenarios as well as the change of the relevant command

accelerations in time.

Horizontal Missile-Target Engagement
670 T T T T T

Target

""""" Missile
GE0 e

i ()

€20 | J

610+ ]

aon L 1 I 1 1 I
1000 1200 1400 1600 1800 2000 2200
x ()

Figure 6. 5. Horizontal Missile-Target Engagement in the S1-C1 Situation

Yertical Missile-Target Engagement
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e Missile | ]
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20t 4
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Figure 6. 6. Vertical Missile-Target Engagement in the S1-C1 Situation
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Horizontal Missile-Target Engagement
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Figure 6. 7. Horizontal Missile-Target Engagement in the S1-C2 Situation

Yertical Missile-Target Engagement
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Figure 6. 8. Vertical Missile-Target Engagement in the S1-C2 Situation
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Horizontal Missile-Target Engagement
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Figure 6. 9. Horizontal Missile-Target Engagement in the S1-C3 Situation

Yertical Missile-Target Engagement
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Figure 6. 10. Vertical Missile-Target Engagement in the S1-C3 Situation
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Horizontal Missile-Target Engagement
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Figure 6. 11. Horizontal Missile-Target Engagement in the S2-C1 Situation

Yertical Missile-Target Engagement
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Figure 6. 12. Vertical Missile-Target Engagement in the S2-C1 Situation
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Horizontal Missile-Target Engagement
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Figure 6. 13. Horizontal Missile-Target Engagement in the S2-C2 Situation
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Figure 6. 14. Vertical Missile-Target Engagement in the S2-C2 Situation
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Horizontal Missile-Target Engagement
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Figure 6. 15. Horizontal Missile-Target Engagement in the S2-C3 Situation
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Figure 6. 16. Vertical Missile-Target Engagement in the S2-C3 Situation
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Horizontal Missile-Target Engagement
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Figure 6. 17. Horizontal Missile-Target Engagement in the S3-C1 Situation
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Figure 6. 18. Vertical Missile-Target Engagement in the S3-C1 Situation
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Horizontal Missile-Target Engagement
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Figure 6. 19. Horizontal Missile-Target Engagement in the S3-C2 Situation
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Figure 6. 20. Vertical Missile-Target Engagement in the S3-C2 Situation
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Horizontal Missile-Target Engagement
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Figure 6. 21. Horizontal Missile-Target Engagement in the S3-C3 Situation
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Figure 6. 22. Vertical Missile-Target Engagement in the S3-C3 Situation
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Horizontal Missile-Target Engagement
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Figure 6. 23. Horizontal Missile-Target Engagement in the S4-C1 Situation
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Figure 6. 24. Vertical Missile-Target Engagement in the S4-C1 Situation
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Horizontal Missile-Target Engagement
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Figure 6. 25. Horizontal Missile-Target Engagement in the S4-C2 Situation
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Figure 6. 26. Vertical Missile-Target Engagement in the S4-C2 Situation
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Horizontal Missile-Target Engagement
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Figure 6. 27. Horizontal Missile-Target Engagement in the S4-C3 Situation
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Figure 6. 28. Vertical Missile-Target Engagement in the S4-C3 Situation
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Change of the Resultant Gommand Accelemtion in Time
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Figure 6. 29. Change of the Resultant Command Acceleration for S1-C1
Situation
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Figure 6. 30. Change of the Resultant Command Acceleration for S1-C2
Situation
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Change of the Resultant Gommand Accelemtion in Time
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Figure 6. 31. Change of the Resultant Command Acceleration for S1-C3
Situation
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Figure 6. 32. Change of the Resultant Command Acceleration for S2-C1
Situation
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Change of the Resultant Gommand Accelemtion in Time
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Figure 6. 33. Change of the Resultant Command Acceleration for S2-C2
Situation
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Figure 6. 34. Change of the Resultant Command Acceleration for S2-C3
Situation
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Change of the Resultant Gommand Accelemtion in Time
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Figure 6. 35. Change of the Resultant Command Acceleration for S3-C1
Situation
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Figure 6. 36. Change of the Resultant Command Acceleration for S3-C2
Situation
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Change of the Resultant Gommand Accelemtion in Time
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Figure 6. 37. Change of the Resultant Command Acceleration for S3-C3
Situation
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Figure 6. 38. Change of the Resultant Command Acceleration for S4-C1
Situation
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Change of the Resultant Gommand Accelemtion in Time
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Figure 6. 39. Change of the Resultant Command Acceleration for S4-C2
Situation
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Figure 6. 40. Change of the Resultant Command Acceleration for S4-C3
Situation
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Looking at Table 8, the LHG law is better than the PHG law in the
sense of the minimum terminal miss distance, the minimum engagement time
and the smallest energy consumption. Thus, in order to compare with the PNG
law, the sensitivity of the LHG law to the information of the target position
components and the target velocity is examined. Here, the S1-C2 and S2-C2

situations are considered. The results of this examination is given in Table 9

and Table 10.

Table 9. Simulation Results for the Target Parameter Uncertainties for

S1-C2 Situation

Q Q "
eS| =3 g | E N
Sz8 SzE|3s | T ES | ¥S
-1 = S = S o
O o o oo O i T A~ - E — = )
S22 2855 |E2E| 822 |Es5m=ER
= : (- = : > St (= - E ~ » E ] — a =
ESS| ESS |28 S5 =g | &2
<28 <23 |73 = = s 3
> Sz = o = O
= = K=
0 0 2435 | 3.052 | 57.154 | 2.755
1 0 18.448 | 3.120 | 65207 | 2.978
-1 0 24522 | 2982 | 53.403 | 2.820
5 0 105.172 | 3399 | 110.962 | 5.074
5 0 111411 | 2710 | 89.367 | 4.399
0 1 3.126 | 3.050 | 57.649 | 2.950
0 -1 3.000 | 3.051 | 56990 | 2.930
0 -5 2.868 | 3.050 | 55.657 | 2.897
0 -10 3597 | 3.048 | 53.997 | 2.859
0 20 3.955 | 3.047 | 50.677 | 2.776
0 -50 4276 | 3.046 | 40.717 | 2.576
-100
0 5695 | 3.041 | 24.115 | 2.286
(vi=0)
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Table 10. Simulation Results for the Target Parameter Uncertainties

for S2-C2 Situation

N .
sl =2 g | E = |gs
TSl ne| =8 = g S o0 2
= .O " o S = - = - g
EEE 28|58~ EA ES"‘ gn"‘\
SEE| 282 |EAE| £T 238282
=) ﬁ £ 9 > |35 2 < 3 =2
< 23| < 2% |HE < = S S o
S SR = 2 < |FO
= = =
0 0 3.430 3.039 57.154 2.699
-1 0 25.024 2.970 53.403 2.813
0 -5 3.722 3.038 55.657 2.888
0 -10 3.238 3.040 53.997 2.856
-100
0 4.744 3.036 24.115 2.319
(v =0)

As seen from Table 9 and Table 10, the success of the LHG law is
strongly dependent on the measurement of the target position. On the other
hand, the measurement accuracy of the target velocity does not affect the
results much more. In fact, this is because the target speed is much smaller than
the missile speed. Conversely, regarding an air target whose speed is much
greater than an surface target, it is expected for the results to be more sensitive
to the measurement accuracy of the target velocity. For example, keeping the
initial positions of the missile and the target as the same, and taking the target
velocity and lateral acceleration as 100 m/s and g, the engagement results the

values in Table 11. In these simulations, the five cases are considered:
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1. No uncertainty in the target velocity information

ii.  20% uncertainty in the target velocity information

iii. 30% uncertainty in the target velocity information

iv. 50% uncertainty in the target velocity information

v. No target velocity information

Looking at Table 11, it is seen that as the amount of the uncertainty
increases, the terminal miss distance grows up too. On the other hand, the
engagement time, the maximum acceleration, and the total energy consumption

values become smaller as the uncertainty in the target velocity information

increases.
Table 11. Simulation Results against a Faster Target
SRS .

S =S| g £ c | &=
SzE|SzE %5 = £ES | 28
) o= | i) o] = = = o X
:.E.‘a =°ES g+ 5 g5~ :E"Q
SEZ| 253 EAE £ |£:@/HEZ
E o A g o L @ & s 8 8 &
< 23| <235 |HE ) = ° e o

S 2 s = o0 < |FO

o] « =
= =

0 0 3.329 4.074 156.930 7.369

0 -20 5.726 4.061 130.360 7.367

0 -30 7.252 4.057 117.077 5.550

0 -50 10.224 4.042 90.516 5.226

0 -100 20.505 4.002 24.115 3.327
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As seen above, the most important drawback of the LHG law is the
amount of the initial acceleration commands. If they can be lowered, the LHG
law will be very competitive to the PNG law. In order to decrease the amount
of the maximum lateral acceleration components, the bandwidths of the yaw

and the pitch autopilots can be adjusted as a function of time as

a-t+b , for t,<t<t;
f - .
L) {fc(tp) ,  fort>t; (6.3)
where a = C(to) fC(tF) and b= fc(tF)tO _fc(tO)tF .
ty —tp ty —tg

Choosing t, =0, f.(t,)=1Hz and f_(t;)=5 Hz, the results in

Table 12 and Table 13 are obtained for t; =0.5 s and t; =1s:

Table 12. Simulation Results with Varying-Bandwidth Autopilots of the C2

Configuration for t; =0.5 s

Terminal Engagement | Maximum Total Energy
Situation Miss Distance Time Acceleration | Consumption
(m) (s) ) (kJ)
S1-C2 4.640 3.043 9.351 2.363
S2-C2 4.224 3.035 9.063 2.348
S3-C2 3.034 3.054 80.660 20.981
S4-C2 4.874 3.038 81.317 20.868

Table 13. Simulation Results with Varying-Bandwidth Autopilots of the C2

Configuration for tp =1s

Terminal Engagement | Maximum Total Energy

Situation Miss Distance Time Acceleration | Consumption
(m) (s) (® (kJ)
S1-C2 2.997 3.049 6.193 2.349
S2-C2 2.473 3.041 6.251 2.323
S3-C2 3.224 3.057 65.611 25.689
S4-C2 2.648 3.049 66.132 25.183
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As seen from Table 12 and Table 13, the maximum command
acceleration and the total energy consumption values are very smaller than
those in the case of the constant-bandwidth autopilots while the terminal miss
distance becomes larger. Also, the engagement time values are slightly greater.

Comparing the results obtained for t; =0.5 s and t; =1 s, the terminal miss
distance and the maximum acceleration values happen to be smaller as t is

enlarged. However, the engagement time and the total energy consumption

increase.

As an example to the varying-bandwidth application, the graphs about
the bandwidth change, the command acceleration history, and the horizontal
engagement geometry are given in Figure 6. 41, Figure 6. 42, and Figure 6. 43

for the S2-C2 situation with t; =1s.

Change of the Pitch Autopilot Bandwidth in Time
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Figure 6. 41. Change of the Pitch Autopilot Bandwidth for S2-C2 Situation for
tp=1s
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Change of the Resultant Command Acceleration in Time
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Figure 6. 42. Change of the Resultant Command Acceleration for S2-C2
Situation for ty =1s

Harizontal Missile-Target Engagement
EBD T T T T T

Target
1 Missile |

B70 -

a7l
[ A ]
]
T
1

20t i

10} .

[ = 1 1 1 1 1
1000 1200 1400 1600 1800 2000 2200
% (m)

Figure 6. 43. Horizontal Missile-Target Engagement in the S2-C2 Situation for
tp=1s
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In order to see the effect of the wind on the success of the considered

guidance laws, two different wind profiles are applied to the missile-target

engagement geometry. Assuming the initial heading error of the missile is zero

and the target is not maneuvering, the results submitted in Table 14 and

Table 15 are determined. As seen, the wind with the components of -1 m/s does

not affect the success of the guidance laws much more. On the other hand, as

the velocity components of the wind become -7 m/s, the terminal miss distance,

the engagement time, the maximum acceleration, and the total energy

consumption attain larger values.

Table 14. Simulation Results for the S1 Scenario for u, =v, =—1 m/s and
w, =0
Terminal .
. Engagement Maximum Total Energy
. . Miss . . .
Situation . Time Acceleration | Consumption
Distance (s) () (kJ)
(m)
S1-C1 4.937 3.043 2.924 12.200
S1-C2 3.507 3.011 88.787 93.217
(constant f) ) ) ) :
S1-C2
(varying f, 3.193 3.047 6.561 2.556
tp=1s)
S1-C3 8.050 3.035 12.276 32.794

201




Table 15. Simulation Results for the S1 Scenario for u, =v

w

=-7 m/s and

w, =0
Tern.nnal Engagement Maximum Total Energy
. . Miss . . .
Situation . Time Acceleration | Consumption
Distance (s) (@) (kJ)
(m)
S1-C1 7.131 3.047 2.943 17.125
S1-C2
3.894 3.055 117.916 25.942
(constant f,)
S1-C2
(varying f, 4.711 3.052 11.174 6.315
tp=1s)
S1-C3 14.920 3.024 11.103 41.558
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CHAPTER 7

DISCUSSION AND CONCLUSION

In this study, the dynamic modeling, guidance, and control of a two-part
missile structure is dealt with. Here, the considered missile consists of two
separate bodies that are connected to each other by means of a roller bearing. In
this scheme, calling the bodies as the front and the rear bodies, the front one is

the controlled body while the rear one is left uncontrolled.

In Chapter 2, the governing differential equations of motion of the
mentioned missile are derived. For this purpose, first, the equations of motion
of the bodies are written separately. Then, using the kinematic and dynamic
constraints, these equations are collected so as to get the equations of motion of
the entire missile. This way, the seven differential equations describing the
motion of the missile are obtained. While the six of them describe the spatial
motion of the missile, the seventh one is for the free rotation of the rear body
about its body axis. In this model, the interaction between the bodies is

provided by the roller bearing.

After the dynamic modeling, the aerodynamic model of the missile is
constructed using the Missile Datcom software available in TUBITAK-SAGE.

However, since the mentioned software can model only single-part munitions,
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the considered missile is taken as a single-part missile whose tail fins have a
relative orientation with respect to the control fins at an amount of the spin
angle. Here, the spin angle is defined as the orientation of the rear body relative
to the front one. Then, running the software for the different values of the spin
angle from zero to 90° degrees within the selected ranges of the Mach number,

the angle of attack (o), and the elevator deflection (5.), the sets of

aerodynamic coefficients are obtained considering the pitch plane motion of the
missile. These sets are then augmented by adding the aerodynamic coefficients
related to the pitch rate (q). Thus, the augmented sets of the aerodynamic
coefficients are constructed, where each set contains the coefficients for a
specific pair of the Mach number and the spin angle. Then, fitting linear

polynomials in terms of a, 8, and q to each of the sets separately, the

aerodynamic stability derivatives are calculated for the pitch plane motion of
the missile. The results are then tabulated for the pairs of the Mach number and
the spin angle. Using the tabulated data, the yaw plane aerodynamic stability
derivatives are also found regarding the rotational symmetry property of the
missile. In the computer simulations, the stability derivatives are taken from the
look-up tables depending on the current values of the Mach number and the

spin angle.

In Chapter 2, the design of an electro-mechanical control actuation

system is explained as well.

As a following work, the guidance laws that are considered in this
study are formulated in Chapter 3. First, the three-dimensional formulation of
the Proportional Navigation Guidance (PNG) law is completed. Unlike the
spatial derivation of the PNG law which is done in the line-of-sight frame in
almost all the previous studies, the guidance commands are generated in the
wind frame in this study. This way, the expressions for the guidance commands

are made simpler and the guidance command in the velocity vector direction is
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automatically eliminated. Thus, the two guidance commands perpendicular to
the missile velocity vector are obtained. In this derivation, the effective
navigation ratios for the guidance commands are expressed in a dyadic form
that is called the effective navigation ratio dyadic. In order to apply the
generated guidance commands that are in the form of acceleration to the
missile, the measured acceleration components of the missile that are expressed
in the missile body frame are transformed into the wind frame. Conversely, if
the guidance commands were converted to the missile body frame instead, an
axial guidance command would exist in the missile body frame. In such a case,
the axial command could not be realized by the missile due to the lack of a
controllable thrust. For this reason, expressing the measured acceleration
components in the wind frame is a more logical way. In the second part of the

derivation, the planar interpretation of the PNG law is carried out.

After the derivation of the PNG law, the Linear Homing Guidance
(LHG) law is proposed as the first alternative to the PNG. In this approach, it is
intended to keep the missile always on the collision triangle that is formed by
the missile, the target, and the predicted intercept point. For this purpose, the
guidance commands are generated so as to orient the missile velocity vector
toward the predicted intercept point at which the missile-target collision will
occur after a while. Unlike the PNG law, the guidance commands of the present
law are in the form of the flight path angles of the missile. Moreover, this law
needs the position and the velocity information of the target. As explained
below, the success of the LHG is strongly dependent on the accuracy of the
target position information. On the other hand, as long as surface targets are
considered as in this study, the measurement errors in the target velocity do not
affect the resulting miss distance and the engagement time values so much.
After completing its general derivation, the planar inrepretation of the LHG law
is done. Considering the pitch plane motion of the missile, the guidance

command to the missile flight path angle is obtained. Then, simplifying the
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guidance command expression with the small angle assumption and taking the
time derivative of the resulting equation, the guidance law is turned into the
Velocity Pursuit Guidance (VPG) law with the addition of the target normal
acceleration. In fact, this implies that the VPG law can not put the missile to the
collision triangle unless the lateral acceleration information of the target is
used. Next, making the definition of the acceleration advantage factor (AAF)
as the proportion of the missile’s lateral acceleration component to the target’s
lateral acceleration component in the pitch plane, the simplified planar form of
the LHG law is rendered to the PNG law. In this form, the effective navigation
ratio (ENR) of the PNG law appears as a fractional function of the AAF. As the
value of the AAF is one, the ENR becomes infinity. Moreover, for the values of
the AAF smaller than one, the ENR takes negative values. Therefore, in order
to guide the missile toward the target, the AAF value must be greater than one.
Actually, this says that the lateral acceleration component of the missile must
strictly be greater than the normal acceleration component of the target in order
to achieve a successful intercept. Afterwards, the LHG law is converted into the
form of the Augmented Proportional Navigation Guidance (APNG) law by
rearranging the guidance law expression. Like the PNG variant, the APNG law
form also indicates that the normal acceleration of the missile must exceed the
normal acceleration of the target in order to conclude the engagement with a

collision.

The Parabolic Homing Guidance (PHG) is proposed as the second
alternative to the PNG law. In this method, the missile is driven to the predicted
intercept point with the target by means of a parabolic trajectory. In order to
keep the missile on the planned trajectory, the necessary guidance commands
are generated in the form of lateral acceleration components. Actually, this
method differs from the LHG law with the shape of the planned trajectory. In
other words, while the LHG poses a linear path toward the predicted intercept
point, the PHG law upgrades the trajectory to a parabola. Unless the initial
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position of the missile is just opposite to the target, this method guides the
missile toward the predicted intercept point. However, as mentioned below, the
PHG law causes larger miss distance and greater engagement time values than
the LHG law. Conversely, it is superior to the LHG law in terms of the
maximum acceleration level of the missile. Similar to the previous guidance

laws, the planar treatment of the PHG is also done.

At the end of Chapter 3, the kinematic relationships for the missile-

target engagement geometry are written.

In Chapter 4, the roll and transversal autopilots of the missile are
designed based on the transfer functions obtained in Chapter 2. As the roll
autopilot is constructed to regulate the roll attitude of the front body, the
transversal autopilots are designed to realize the guidance commands generated
by the considered guidance law in the yaw and the pitch planes. In this sense,
the transversal autopilots include the acceleration, the rate, and the angle
autopilots. In the computer simulations, the acceleration autopilot is preferred
to obey the acceleration commands produced by the PNG and the PHG laws.
For the cases in which the LHG law is used, the angle autopilot is utilized.
Moreover, an anti-windup scheme is used along with the autopilots in order to
compensate the windup effects of the integrators in the controllers. Since some
amount of rotation will occur in the roll direction due to the manufacturing
errors and the aerodynamic effects, a roll resolving scheme is added to the
overall control architecture as well. After designing the pitch, the yaw, and the
roll control systems, they are applied on the nonlinear missile dynamics using
the Matlab-Simulink software. Then, looking at the unit step responses of the
yaw and the pitch control systems, it is seen that their initial values and
oscillatory behaviors are different form the linearized forms. Actually, this is
because the initial conditions of the control systems considering the nonlinear
missile dynamics are nonzero. Also, the roll attitude of the missile is not yet

nullified at the beginning.
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In Chapter 5, the target kinematics is modeled for a typical surface
target. Although the Earth’s surface is not flat, the altitude of the target is taken
to be constant in the computer simulations to simplify the engagement
geometry. In fact, using the same equations of the target kinematics, the motion
of the target over a non-flat surface can also be modeled. Next, the basic seeker
types are introduced and they are compared according to certain criteria.
Finally, a simple digital fading memory filter is modeled as a target state
estimator. In this model, the memory length of the filter that varies between
zero and one is designed to be varying with respect to the length of the relative
distance between the missile and the target, and the atmospheric conditions.
Namely, as the missile is approaching the target, the memory length is
decreased in order to increase the weight of the measured data in the
estimations. Also, if the seeker can not provide any signal about the line-of-
sight rate due to some atmospheric phenomemon such as a cloud, the memory

length becomes one so that the last estimate can be used rather than zero signal.

In Chapter 6, the case studies carried out using the developed models
are explained. In these studies, a two-part missile with canted tail fins and a
single-body missile with uncanted tail fins are taken into account as well as the
considered two-part missile with uncanted tail fins. Thus, the entire guidance
and control system models are constructed for all the three types of the missiles
regarding the guidance laws. Here, the PNG, the LHG, and the PHG laws are
considered. Hence, as each configuration includes a missile type and a guidance
law, totally nine simulation configurations are conducted. After defining the
initial conditions, the test scenarios are established for the initial heading error
values of 0 and -20 degrees, and for the lateral acceleration of the target of 0
and 0.5g. As each test scenario involves one initial heading error value and one
target acceleration, four different scenarios are built up. This way, 36 different

situations are set up for the computer simulations. Terminal miss distance,
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engagement time, maximum acceleration and total energy consumption are

selected as the comparison criteria for these situations.

At the end of the computer simulations performed in the Matlab-
Simulink environment, it is seen that the LHG yields the minimum terminal
miss distance compared to the PNG, and the PHG laws. In this sense, the PHG
law appears as the worst one. Moreover, the LHG causes the smallest
engagement times. However, the engagement times of the other laws are quite
close to them. Looking at the acceleration characteristics, the maximum
acceleration demand of the LHG is much larger than the others in all the
situations. This is because the initial acceleration requirement of the LHG is
very high in order to put the missile onto the collision triangle. Once the missile
sits on the collision triangle, the amount of the required acceleration
considerably decreases. While the LHG is the worst one in terms of the
maximum value of the command accelerations, its average acceleration is very
smaller than the PNG and the PHG laws. Furthermore, the part of the
acceleration graph after the initial peak is almost flat for the LHG law. Hence,
its total energy consumption is very low compared to the other laws. Unlike the
LHG law, the acceleration demands of the PNG and the PHG laws grow as the
missile approaches the target when the initial heading error of the missile is
zero. On the other hand, if the initial heading error is different from zero, then
the missile acceleration is required maximum at the beginning and it gradually
decreases as the missile approaches the target. When the missile is near the
intercept point, the acceleration demand begins growing again. In the PNG and
the PHG laws, the difference between the minimum and the maximum

acceleration values is not so large unlike the LHG.

When the results are interpreted in terms of the considered missile
configurations, the two-part uncanted missile configurations yield the smallest
values for all the four criteria. In this sense, the worst one is the single-part

missile configurations.
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Evaluating the simulation results globally, the LHG is seen to be the
best one in terms of the minimum terminal miss distance, the minimum
engagement time and the smallest total energy consumption. In the sense of the
missile configurations, the two-part uncanted missile configuration with the
LHG law appears as the best one. Also, the results of the PNG are quite close to
the results of the LHG. On the other hand, the success of the LHG is strictly
dependent on the accuracy of the information of the target position. As shown
in Chapter 6, the measurement error in the target position even at an amount of
1% increases the terminal miss distance about 10 times. However, as long as a
surface target is considered, the accuracy of the target velocity information
does not affect on the terminal miss distance so much. As the target speed is
increased, the sensitivity of the LHG to the target speed information grows, too.
Here, looking at the results of the computer simulations about the uncertain
target velocity information for a faster target, it is seen that the engagement
time, the maximum acceleration, and the total energy consumption values are

reversely proportional to the amount of the uncertainty.

In order to damp the initial acceleration peak of the LHG law, the
bandwidths of the yaw and the pitch autopilots can be adjusted within a
specified time interval. Namely, starting from a lower value, their bandwidths
are linearly increased up to specified values during the considered intervals.
Once the interval is ended, the bandwidth values are set to their final values.
This way, the maximum value of the missile acceleration can be considerably

decreased as explained above.

Briefly, the contributions of this study can be listed as follows:

- The dynamic model of a two-part missile is constructed as a novelty

in this field.

210



- For the two-part missile structure, the aerodynamic model is

completed regarding different Mach number and spin angle values.

- The three-dimensional derivation of the PNG law is carried out in a

more systematic manner.

- The LHG and the PHG laws are proposed as alternatives to the PNG

law, and their formulations are completed.

- In order to improve the performance of the proposed LHG law, a
structure with varying-bandwidth yaw and pitch autopilots is

suggested and the superiority of this aproach is demonstrated.

- The acceleration, the rate, and the angle autopilots are designed in
order to realize the guidance commands generated by the guidance
laws mentioned above. In this sense, the design of the angle

autopilot is another novelty of this study.

- The computer simulations are performed in order to see the
performance of the considered guidance laws on both the two and
the single-part missiles. This way, it is shown that the two-part

uncanted missile gives the best results along with the LHG law.

- The effect of the wind on the considered guidance laws is evaluated.

As the future work, the LHG and the PHG laws can be applied against
faster targets such as air targets under different conditions and their
performance can be examined. Also, a blended guidance algorithm regarding
the PNG and the LHG laws can be examined in order to decrease the initial
acceleration demand of the missile as well as the terminal miss distance.

Another forthcoming study can be a comprehensive error analysis for each of
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the PNG, the LHG, and the PHG laws. Eventually, an advanced filter such as a
Kalman filter can be used in the guidance and control system to estimate the
target states and the performance of the resulting system can be compared with

the guidance and control system constructed in this study.
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APPENDIX

POLYNOMIALS THAT CAN BE USED IN POLE
PLACEMENT!

The pole placement technique is one of the methods used in the design of
control systems. Basically, it is based on the placement of the poles of a closed loop
system to the desired locations on the left-hand side of the complex plane. This
way, it is guaranteed for the closed loop control system to be stable. Especially
when the number of the controller parameters to be determined is equal to the order
of the closed loop system, i.e., the highest power of the characteristic polynomial,

the pole placement is a very powerful technique.

In the pole placement, the poles can be located according to certain patterns
defined by some polynomials. Among them, the Butterworth and Chebyschev
polynomials are the most popular ones. Using these polynomials, the poles that
make the closed loop system stable can be put on the left-hand-side of the complex

plane so as to set the bandwidth of the closed system (®, ) as well. The expressions

for the polynomials in terms of the Laplace operator “s” are given in Table Al.l

and Table A1.2 up to the fourth-order.

! Erickson, R.-W., “Filter Circuits”, ECEN 2260, 2001
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Table Al.1. Butterworth Polynomials

Order Polynomial

1 1+
(V)

C

2
2 1+x/§i+(iJ
(OC 0‘)0
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O)C (’OC (’OC

2 2
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Table A1.2. Chebyschev Polynomials

Order Polynomial
s
1 I+—
O)C
2
2 V2| 1407654 — > |4 5
0.8409 ®, 0.8409 ®,

2
3 14— ||l 1+0.3254 5 + 5
0.2980 @, 091590, ) | 0.91590,
2
V2| 1+0.1789 5 + >
0.95020, ) | 0.95020,

2
11+0.9276 > + 5
044250, ) | 0.44250,

When these two types of polynomials are compared, it can be seen that a

Butterworth polynomial of some degree leads to a flatter response than the

Chebyschev polynomial of the same degree. It means that the magnitude curve
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remains almost constant at zero dB up to the corner frequency, i.e., desired
bandwidth value, in the Bode manitude diagram as shown in Figure Al.1. In this
figure, the vertical axis represent the magnitude of the output to input ratio in terms

of dB.
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Figure Al.1. Comparison of Certain Fourth Order Polynomials

Moreover, the Butterworth polynomial allows the designer to place poles on

a semi-circle with the radius of o, that makes the poles far away to the left-hand-

side of the complex plane from the pole locations proposed by the elipse of the
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Chebyschev polynomial. The example pole locations proposed by the fourth-order
Butterworth and Chebyschev polynomials are shown in Figure A1.2.

Fourth-order example: +Imis)
pole locafion

Butterworth poles

* Chebyschev poles
|
|

-4

| Re()
X

o,

Figure A1.2. Pole Locations Proposed by the Fourth-Order Butterworth and
Chebyschev Polynomials
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