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ABSTRACT 

 

COMPUTATION OF EXTERNAL FLOW AROUND ROTATING 

BODIES 

 

GÖNÇ, L. Oktay 

Ph. D., Department of Mechanical Engineering 

Supervisor: Prof. Dr. M. Haluk AKSEL 

Co-Supervisor: Dr. Mehmet Ali AK 

March 2005, 236 pages 

 

A three-dimensional, parallel, finite volume solver which uses Roe’s upwind 

flux differencing scheme for spatial and Runge-Kutta explicit multistage time 

stepping scheme for temporal discretization on unstructured meshes is developed 

for the unsteady solution of external viscous flow around rotating bodies. The main 

aim of this study is to evaluate the aerodynamic dynamic stability derivative 

coefficients for rotating missile configurations.  

Arbitrary Lagrangian Eulerian (ALE) formulation is adapted to the solver 

for the simulation of the rotation of the body. Eigenvalues of the Euler equations in 

ALE form has been derived. Body rotation is simply performed by rotating the 

entire computational domain including the body of the projectile by means of 

rotation matrices. Spalart-Allmaras one-equation turbulence model is implemented 

to the solver. 



 v

The solver developed is first verified in 3-D for inviscid flow over two 

missile configurations. Then inviscid flow over a rotating missile is tested. Viscous 

flux computation algorithms and Spalart-Allmaras turbulence model 

implementation are validated in 2-D by performing calculations for viscous flow 

over flat plate, NACA0012 airfoil and NLR 7301 airfoil with trailing edge flap. 

Then ALE formulation is validated in 2-D on a rapidly pitching NACA0012 airfoil. 

Afterwards three-dimensional validation studies for viscous, laminar and turbulent 

flow calculations are performed on 3-D flat plate problem. At last, as a validation 

test case, unsteady laminar and turbulent viscous flow calculations over a spinning 

M910 projectile configuration are performed. Results are qualitatively in agreement 

with the analytical solutions, experimental measurements and previous studies for 

steady and unsteady flow calculations. 

Keywords: CFD, Arbitrary Lagrangian Eulerian, Unsteady Aerodynamics, Spalart-

Allmaras Turbulence Model, Parallel Processing, Dynamic Stability 
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ÖZ 

 

DÖNEL CİSİMLER ETRAFINDA DIŞ AKIŞ ÇÖZÜMLEMESİ 

 

GÖNÇ, L. Oktay 

Doktora, Makina Mühendisliği Bölümü 

Tez Yöneticisi: Prof. Dr. M. Haluk AKSEL 

Ortak Tez Yöneticisi: Dr. Mehmet Ali AK 

Mart 2005, 236 sayfa 

 

Dönel cisimler etrafındaki ağdalı dış akışların zamana bağımlı olarak 

çözülebilmesi için, düzensiz çözüm ağını uzayda Roe’nun yön hassas (upwind) akı 

ayrımına dayalı yöntemini, zamanda ise Runge-Kutta çok kademeli zamanda 

ilerleme yöntemini kullanarak ayrıştıran, üç boyutlu, paralel bir sonlu hacim 

çözücüsü geliştirilmiştir. Çalışmanın temel amacı dönel füze konfigürasyonları için 

aerodinamik devimsel kararlılık türevi katsayılarının elde edilmesidir. 

Gövdenin döndürülmesinin benzetimi için çözücüye Arbitrary Lagrangian 

Eulerian (ALE) formulasyonu uyarlanmıştır. ALE düzenindeki Euler denklemleri 

için özdeğerler türetilmiştir. Gövde dönüşü, gövdeyi de içeren çözüm ağının bir 

bütün olarak ilgili döngü matrisleri sayesinde döndürülmesi ile sağlanmıştır. Bu 

sayede çözüm ağında herhangi bozulma meydana gelmemiştir. Spalart-Allmaras tek 

denklem türbülans modeli çözücüye uyarlanmıştır. 
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Geliştirilen çözücü ilk olarak iki adet füze konfigurasyonu için üç boyutta 

ağdasız akış çözümlemesi gerçekleştirilerek doğrulanmıştır. Dönen füze etrafında 

ağdasız akış çözümlemesi yapılmıştır. İki boyutta ağdalı akı değerleri hesaplama 

algoritmalarının ve Spalart-Allmaras türbülans modeli uygulamasının doğrulaması 

düz plaka üzerinde, NACA0012 aerodinamik profili ve arkasında flap olan NLR 

7301 aerodinamik profili üzerinde gerçekleştirilmiştir. Daha sonra ALE 

formulasyonu hızlı yunuslama hareketi yapan NACA0012 aerodinamik profili 

etrafında zamana bağımlı ağdalı akış çözümlenerek doğrulanmıştır. Bundan sonra 

üç boyutta ağdalı laminar ve türbülanslı akış doğrulama çalışmaları üç boyutlu düz 

plaka problemi üzerinde gerçekleştirilmiştir. En son olarak, geliştirilen çözücünün 

onaylanması için, dönel M910 mermi konfigürasyonu etrafındaki ağdalı üç boyutlu 

türbülanslı akış incelenmiştir. Sonuçlar analitik çözümlemelerle, deneysel 

ölçümlerle ve önceki çalışmalarla niceliksel bir uyum içerisinde çıkmıştır. 

Anahtar Kelimeler: SAM, Durağan Olmayan Aerodinamik, Spalart-Allmaras 

Türbülans Modeli, , Paralel İşlemleme, Devimsel Kararlılık 
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CHAPTER 1 

INTRODUCTION 

 

The accurate prediction of missile aerodynamics is a major task for the 

missile industry. Determination of the aerodynamic forces and moments is very 

important for the prediction of the motion of projectiles (Figure 1). The rates of 

change of these forces or moments with respect to linear or angular velocity 

components, namely “stability derivatives”, play an important role in the dynamical 

analysis of the projectiles. So they must be obtained using various techniques. 

 

 

Figure 1. Aerodynamic Moments and Conventional Coordinate System on a 

Projectile 
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Although rotation of the projectile is not a must to maintain the stability of a 

statically stable projectile, rolling the projectile can minimize the effect of 

aerodynamic and inertial asymmetries of the free as well as powered flight 

trajectory [1]. But for rolling projectiles the combination of body spin and incidence 

creates a small force at right angles of the lift vector, called the Magnus force, and a 

resulting Magnus moment which may disturb the dynamic stability [2]. 

Stability derivatives can be determined both by experimental and theoretical 

methods. But some of these aerodynamic forces and moments, such as Magnus 

effect, can not be estimated good enough even by experimental methods. Besides, 

experimental methods are expensive and require a long lead time for the resultant 

data. Semi-empirical formulae can be used for the estimation of such unknowns but 

these methods are limited to the subsonic flow region. 

A reasonable prediction of such force and moment coefficients can be 

performed by computational fluid dynamics methods (CFD). Advances in both 

computer technology and computational algorithms have allowed CFD to play an 

important role in the aerospace design process significantly reducing the costs 

required for the testing of physical models [3]. CFD offers quality aerodynamic 

information that can be routinely produced for many engineering applications [4] 

and it has been frequently used as an important design tool for the determination of 

missile aerodynamics [5]. 

From a computational point of view, much of the research effort has been 

focused on determining the static aerodynamics such as drag and pitching moment 

calculations [6]. On the other hand, roll characteristics are especially important for 

the stability requirements of the projectiles. Roll behavior of a flight vehicle can be 

characterized by the roll producing moment coefficient, 
0lC and the roll damping 

moment coefficient, 
plC . 
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p
C

C l
lp ∂

∂
=                  (1.1) 

where “p” stands for the rotation rate. 

Although rotation is not necessary for the prediction of 
0lC , since the 

moment is produced in the absence of spin, prediction of 
plC , which is very 

important for the stability of the projectile, requires computations including 

rotational effects. 

Also, for the determination of the Magnus forces and moments, which are 

developing as a result of roll at angle of attack or at angle of sideslip, rotation must 

be taken into account. Magnus moment coefficient definition is given in Equation 

(1.2). Magnus moment coefficient can be defined as the change of pitching moment 

coefficient with the angle of side slip in the presence of rotation. 

p 
CC m

2

m p ∂∂
∂

=
ββ

                (1.2) 

The main motivation in this study is, therefore, the simulation of the 

rotational effects using CFD techniques. 

Another aim of this study is to develop a parallelized three dimensional 

Navier Stokes / Euler solver for external flows around rotating bodies in order to 

determine the aerodynamic coefficients explained above. 

In Chapter 2, brief information about missile aerodynamics has been given 

in order to see the importance of evaluation of dynamic stability derivatives. Then 

detailed literature survey on the use of different CFD techniques for modeling flow 

around a rotating projectile has been reviewed. 



 4

In Chapter 3, numerical method that has been utilized is introduced and the 

solver system that has been built is described. Governing flow equations are given, 

details about the numerical formulations are stated, implementation of Spalart-

Allmaras turbulence model is described, flight mechanics calculations for the 

rotation of the projectile is explained, parallelization of the solver is presented and 

the flowchart of the solver system is described in detail. 

Chapter 4 deals with 2-D and 3-D verification and validation studies. 

Viscous and inviscid, laminar and turbulent steady-state and unsteady moving body 

solutions for different test cases are given in this chapter. 

In Chapter 5, 3-D turbulent flow over a projectile spinning across its axis is 

investigated. Computational results are compared with available experimental data. 

Discussion on the results of computations and the performance of the developed 

solver are also stated in this chapter. 

Chapter 6 represents an overall conclusion about the study. In this chapter 

suggestions on the future work are also stated. 
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CHAPTER 2 

LITERATURE SURVEY 

 

2.1. Background on Missile Aerodynamics 

Developments in defense industry, and rapid grow up of combat aircraft 

capabilities have brought a need for high capacity missiles. The missile 

aerodynamics differs from other flight vehicles in some respects. The basic 

aerodynamic properties of missiles will be presented in this chapter. 

A typical unguided missile is composed of an aerodynamic nose, a slender 

aft body for engine and warhead, fins for stability purposes and canards as control 

surfaces, Figure 2. 

In general, all missiles have symmetric geometries with respect to their 

centerline that passes through the nose and the base, which results in some 

simplifications for aerodynamic calculations. As a result of this symmetry property 

all of the in plane aerodynamic coefficients can be used also as out of plane 

aerodynamic coefficients. Namely, one can use the variation of pitch moment 

coefficient with angle of attack as the yaw moment variation with respect to sideslip 

angle. 

Different type of mission profiles arise the needs for various missile 

configurations. Most generally, missiles can be categorized according to their firing 

and target positions. In this respect, they can be grouped as air-to-air, air to ground, 
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ground-to-ground and ground-to-air missiles. The variation of mission profiles 

requires determination of the aerodynamic forces and moments over a wide range of 

Mach numbers including supersonic, transonic, subsonic velocities and high angle 

of attacks. 

 

 

Figure 2. Standard Missile Configuration 

 

The flow field around a missile shows different patterns for small, moderate 

and high angle of attacks. As the maneuverability of combat aircrafts increase, a 

need is felt for high angle of attack missiles. However, increasing angle of attack 

brings nonlinear effects on the aerodynamics of the missile. While the 

aerodynamics of a missile below 5° angle of attack can be taken as linear, above 

that angle nonlinear characteristics are observed that is caused from the interaction 

of fins with the vortex dominant flow field of the canard. Above 20° angle of attack, 
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large separations and horn vortices occurs on the missile body and control surfaces 

causing a high nonlinearity on aerodynamic forces and moments. Moreover the 

effect of side slip and control surface deflections has to be determined accurately. 

Consequently, the aerodynamics of a missile for all regimes stated above has to be 

determined precisely for a successful design [7]. 

Moreover, missiles can also be categorized as guided and unguided (dumb) 

ones. Each group has their own special aerodynamic characteristics. An unguided 

missile is generally fired from a tube which introduces also roll motion for stability 

purposes. However, missiles launched from tubes do not have enough space for 

their fins. Hence, wrapped around fins configurations are used to fit the missile into 

the launch tube. A sketch of wrapped around finned missile (WAF) is given in 

Figure 3. 

 

 

Figure 3. Wrapped Around Fin Configuration 
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Literature survey on the aerodynamics of wrapped around fins showed that, 

there are some distinct characteristics of wrapped around tail fins. As a result of the 

change in the symmetry of missile caused from the wrapped around fin 

configuration, there is always a roll tendency during the flight path which means 

that the roll moment of an unguided missile has to be calculated precisely. 

Moreover, out of plane static stability moment derivative, 
βnC  and roll damping 

stability moment derivative, 
plC  must be calculated precisely for a correct 

trajectory prediction of WAF missile configuration. 

Furthermore, one of the techniques that is used to minimize dispersion of the 

unguided missiles is giving rotational motion to it around its axis. This rotational 

motion introduces some important dynamic derivatives. Some of these derivatives 

are Magnus force, Magnus moment, pitch damping and roll damping coefficients 

which are designated as 
pYC , 

pmC
β

, 
qmC  and 

plC  respectively. 

Consequently, aerodynamics of missiles differ from the other flight vehicles. 

There are some special aerodynamic coefficients and derivatives resulting from the 

shape and flight properties of them. For a successful design, geometric effects and 

resulting aerodynamic derivatives that are mentioned above have to be determined 

accurately. 

 

2.1.1. Stability & Control 

Controlled missile flight requires the continuous and precise balance of 

aerodynamic forces and inertial forces over a variety of conditions. The forces and 

moments experienced by a missile during its flight depend significantly on both the 

design details and the intended flight conditions of the vehicle. Maneuvering forces 

and moments on a missile can be significantly different from the static forces and 
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moments experienced during steady-static flight situations. Especially, forces and 

moments on a missile may exhibit nonlinear time and frequency-dependent 

behaviors, damping and lag effects during a maneuver. They may also involve the 

consideration of large angles of attack and sideslip, and moderate to massive flow 

separation. Missile stability and control derivatives quantify the changes in the 

aerodynamic forces or moments with respect to changes in the flow conditions. 

Moreover, some stability and control derivatives also quantify the changes in the 

aerodynamic forces or moments with respect to time. Stability and control 

derivatives are used to calculate, for example, the longitudinal short period, lateral 

pure roll, spin behaviors. These stability and control derivatives can be investigated 

in two main groups called as static and dynamic stability derivatives. 

 

2.1.1.1. Static Stability 

A missile is said to be statically stable, if the aerodynamic forces and 

moments on the body caused by a disturbance or given control deflection, forces to 

return the body to its equilibrium position, Figure 4. 

 

   

Figure 4. Illustration of Static Stability [8] 
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A statically stable missile must have an aerodynamic center behind the 

center of gravity for all flight regimes that will be faced [8]. The most important 

static stability derivatives for missiles are; static stability moment derivative, 
αmC , 

out of plane static stability moment derivative, 
αnC . These derivatives determine 

the recoverability of the control of an unguided missile, having an angle of attack, 

caused from a strong wing or control of a guided missile after a maneuver. 

Similarly the derivatives related to the control surface deflections (
δmC ,

δnC ,
δlC ) 

are the other important static stability and control derivatives used to control a 

guided missile. 

 

2.1.1.2. Dynamic Stability 

In addition to the static stability derivatives, there exist some other important 

derivatives which also reflect the time history of the motion and affect the 

controllability of a missile. In other words, dynamic stability derivatives show the 

time history of the motion after the static stability characteristic of a missile. Hence, 

a missile is said to be dynamically stable if it eventually returns to its equilibrium 

position after a period of time. Dynamically stable missiles may show two types of 

motion character. In the first type, missile can recover its equilibrium position 

monotonically Figure 5-(a). In this case no oscillations around the equilibrium occur 

and displacement recovered smoothly. In the other type of dynamic stability, the 

equilibrium position is overshoot first and equilibrium point is obtained after some 

oscillations around the equilibrium point over a period of time Figure 5-(b). This 

type of motion is called damped oscillation [8]. On the other hand for a dynamically 

unstable missile the amplitude of the oscillations becomes larger and larger 

although it is statically stable, Figure 6. 
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        (a)      (b) 

Figure 5. Monotonic & Oscillatory Dynamic Stability [8] 

 

 

Figure 6. Dynamically Unstable Behaviour [8] 

 

The most important dynamic stability coefficients in missile aerodynamics 

are Magnus moment, roll damping coefficient and pitch damping coefficient. 
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Magnus moment is the most important dynamic derivative to decrease the 

dispersion errors caused from the rotational motion of an unguided spinning missile. 

A force of the same magnitude and direction, which applies at the center of gravity, 

plus a moment, which is said to be Magnus moment, can substitute the Magnus 

force, applied at center of pressure. This moment tries to rotate the missile about an 

axis, perpendicular to its longitudinal axis. However, the gyroscopic effect also 

applies for the Magnus moment and the missile’s axis will be shifted into the 

direction of the moment. Thus, the Magnus moment will have a stabilizing effect as 

it tends to decrease the yaw angle. It can be easily shown that this is only true, if the 

center of pressure of the Magnus force is located behind the center of gravity of the 

missile. The Magnus force destabilizes the missile and increases the yaw angle, if 

its center of pressure is located ahead of the center of gravity, which may come true 

in a specific velocity regime. 

 The roll damping is also another important parameter for an unguided 

missile or a controlled missile. One of the problems frequently encountered in 

missile design is that of providing adequate roll damping. This problem is primarily 

a consequence of the predominance of low-aspect-ratio surfaces on missile 

configurations. Very often, this problem is solved by a servomechanism which 

senses roll rate and actuates a control surface to give the necessary damping. 

Unfortunately, however, these servomechanisms require missile space and their 

complexity tends to decrease the overall reliability of the missile. 

 Finally pitch damping coefficient is important to predict the recovery of the 

angle of attack or side slip of the missile after a maneuver during a period of time. 

 As a conclusion, in addition to the static aerodynamic derivatives, to predict 

the motion and flight path of a missile the dynamical derivatives which are stated 

above have to be predicted precisely also. 
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2.2. Numerical Discretization Techniques 

There are basically three discretization techniques for the numerical solution 

of the conservation laws, which have their own advantages and disadvantages 

regarding to the area of application: 

1. Finite Difference Method  

2. Finite Element Method  

3. Finite Volume Method  

 

2.2.1. Finite Difference Method (FDM) 

FDM is probably the most commonly used technique for discretization of 

conservation equations because of its simplicity in application. It is based on Taylor 

series expansion of the derivatives of flow variables. FDM is mostly suitable for 

structured meshes with high degree of regularity. 

 

2.2.2. Finite Element Method (FEM) 

FEM is originally developed for structural analysis. FEM is more 

mathematically based and uses a weak variational form of the governing equations, 

along with polynomial shape functions, for discretization. FEM is best suited to 

irregular boundaries where local refinement is mostly needed. 
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2.2.3. Finite Volume Method (FVM) 

FVM is based on the physical concept of using macroscopic control volumes 

to numerically solve the conservation laws of fluid motion [9, 10]. The use of 

integral form of the governing equations is the basis of FVM. The direct 

discretization of the conservation laws in integral form ensures that the mass, 

momentum and energy is conserved at discrete control volumes. 

Jameson, et al. [11] reported one of the earliest successful implementations 

of this approach for solving the Euler equations on tetrahedral grids. FVM takes full 

advantage of an arbitrary mesh, where a large number of alternatives are available 

for the definition of the control volumes for conservation laws [12]. 

The freedom in the determination of the function representation of the flow 

field in FVM is much larger than in both FDM and FEM. The combination of the 

formulation of a flow a problem on control volumes, which is the most physical 

way to obtain a discretization, with the geometric flexibility in the choice of the grid 

and the flexibility in defining the discrete flow variables, makes FVM extremely 

popular at engineering applications. In other words, FVM tries to combine the best 

from FEM, i.e. the geometric flexibility, with the best of FDM, i.e. the flexibility in 

defining the discrete flow field [13]. 

FVM comprise the most successful class of discretization techniques for the 

conservation laws of compressible fluid mechanics. Its success is based not only on 

its relative simplicity as compared to FDM and FEM approximations, but also on its 

flexibility and ability to unite ideas from FEM with those from FDM. 

A common feature of most upwind codes is their finite volume 

representation. In each cell, the flow variables are supposed to be distributed in a 

specified way; piecewise constant; piecewise linear; or some higher-order 

representation. 
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FVM has been frequently preferred for the computational simulation of 

different aerodynamics problems. Frink et al. [4, 9, 10, 14, 15, 16, 17, 18, 19, 20] 

used finite volume formulation with upwind differencing for the solution of 

different aerodynamic problems. Batina et al. [21, 22] also used FVM formulation 

for complex aircraft aerodynamic analysis introducing the dynamic mesh 

algorithms into it. There are other researchers who used FVM especially for moving 

boundary problems [2, 23, 24]. 

As a result, it can be said that selection of FVM discretization technique is 

almost standard for numerical aerodynamic simulations. 

Besides its outstanding advantages compared to other discretization 

techniques, FVM has an important drawback in the definition of the derivatives 

which is quite necessary for viscous flux calculations. Since the computational grid 

may not be orthogonal or equally spaced, which is the nature of the unstructured 

meshes that are commonly used with FVM, the definition of the derivatives of flow 

variables based on Taylor series expansion is impossible. Also, there is no 

mechanism like a weak formulation, as in FEM, to convert higher order derivatives 

into lower ones. This fact limits the use of FVM especially for viscous flow 

calculations. Some approximations have to be made and the effects of these 

approximations have to be watched carefully. 

There are mainly two approaches for the approximation of mass, 

momentum, energy fluxes over the surface of control volumes in computational 

domain: 

1. Cell vertex schemes 

2. Cell centered schemes 
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2.2.3.1. Cell Vertex Scheme 

In the cell vertex scheme, the flow properties are assigned at the vertices of 

the mesh cell. Flow properties are directly calculated at the cell nodes which gives 

the advantage of not distributing the flow variables from cell center values to cell 

nodes after numerical calculations are ended. Cell-vertex discretization offer 

advantages in accuracy especially on non-regular grids. 

But cell vertex formulation is difficult to be introduced into the 

discretization algorithm when compared to cell centered scheme since it requires a 

complex numerical algorithm for generation of the control volumes. 

Representations of median dual cells generation for 2-D and 3-D elements for cell 

vertex formulation are shown in Figure 7.  

Another disadvantage of cell vertex approach is that for the determination of 

viscous flow velocity gradients, this method may lead to undesirable results. 

Cell vertex formulation has been applied by Barth [25], Venkatakrishnan 

[26] and Mavripilis et al. [27] to several applications of steady and unsteady 

computations. 

 

  

Figure 7. 2-D and 3-D Cell Vertex Median Dual Cells 
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2.2.3.2. Cell Centered Scheme 

In the cell centered formulation, the flow properties are directly calculated at 

the center of the computational cell which itself is the control volume for finite 

volume discretization, Figure 8. This eliminates the need for the control volume 

generation affords. But cell centered formulation brings the disadvantage of needing 

some finite element approximations for distributing the variables to the nodes which 

may bring additional numerical errors to the results. 

 

  

Figure 8. 2-D and 3-D Cell Centered Median Dual Cells 

 

Commercially available grid partitioning programs that are used for parallel 

processing applications are generally ready to use with cell-centered approach 

which is an outstanding advantage. This is another important point that makes the 

use of cell centered formulation profitable. All of these facts have guided the author 

to use cell centered approximation. 



 18

Frink et al. [4, 9, 10, 14, 15, 16, 17, 18, 19, 20] , Batina et al. [21, 22] and 

Oktay et al. [28, 29, 30], who were investigating moving body aerodynamic 

problems or steady state aerodynamics preferred cell centered approach in their 

computations. 

 

2.3. Numerical Schemes 

2.3.1. Spatial Discretization 

Most of the algorithms used for the solution of governing flow equations 

were based on either finite element or central differencing which need 

implementation of artificial dissipation for acceptable results. Schemes which are 

based on central differencing can not distinguish upstream form downstream 

influences because the physical propagation of flow information along the 

characteristics is not considered. For the flows where there exist no big 

discontinuities central schemes based on Taylor series expansion can be used with 

an acceptable accuracy. However, when discontinuities appear significantly, 

information from the upstream of the flow is required as an input in order to resolve 

the resulting non-linear behavior. 

The capability of achieving high efficiency over a wide range of problems 

without need of any artificial input and obtaining physically meaningful results 

have made upwind schemes popular especially since 1980s. Nowadays, upwind 

schemes have become the main spatial discretization techniques and they are used 

nearly by all of the main research and commercial codes [14, 31, 32, 33, 34, 35, 36]. 

High order upwind schemes are used in order to take the physical 

propagation of perturbations along characteristics into account. Upwind 

differencing utilizes the propagation of information within a mesh in accordance 
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with the theory of characteristics in constructing type-dependent differencing for 

components of the information traveling in opposite directions in a separate and 

stable manner [14]. 

There is no need of scalar artificial dissipation formulas in upwind methods 

which are necessary for second order central schemes to damp odd-even oscillations 

generated especially in the vicinity of discontinuities. By using high order upwind 

methods, shocks or expansion waves that are observed at high speed compressible 

flows can be detected in a very sensitive and high accurate manner. Although this 

approach is more difficult than central differencing in computational sense, it brings 

the advantages of being more robust, having high convergence speed and requiring 

less user interaction. [12]  

Another important advantage of upwind schemes was stated by Anderson 

and Bonhaus [34] that with the flux-difference splitting scheme of Roe [37, 38] the 

resolution of boundary layer details typically requires only half as many points as 

with a central differencing code. 

Especially for hyperbolic partial differential equations in one space 

dimension; there is no question of the superiority of upwind methods but 

characteristic theory loses much of its clarity and simplicity in multidimensional 

problems. For 2-D or 3-D flow problems, choosing the upwinding direction being 

normal to the face of the computational cell across which the fluxes are computed is 

a commonly used way. [31] 

Upwind schemes may be roughly divided into two categories: [12, 39] 

1. Flux-Vector Splitting type schemes 

2. Flux-Difference Splitting (Godunov) type schemes 
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2.3.1.1. Flux Vector Splitting Type Schemes 

Upwind discretization is obtained by splitting the flux vector into two parts 

based on information coming from upwind and downwind of the cell face in flux-

vector splitting algorithms [40, 41]. In other words, the flux terms are split 

according to the sign of associated propagation speeds. 

The main drawback of flux vector splitting methods arises in the vicinity of 

sonic conditions since the splitting of the flux vectors is performed only with 

respect to the sign of the Mach number. 

 

2.3.1.2. Flux Difference Splitting (Godunov) Type Schemes 

In the flux-difference splitting schemes, Riemann problem (shock tube 

problem) on the cell faces are solved locally. The conservative variables are taken 

as piecewise constant over the mesh cells at each time step and time evolution is 

obtained by the solution of Riemann problem at the cell faces. By this way, exact 

contributions of local Euler equations are introduced to the numerical schemes 

which make sense in physical point of view. In the original Godunov [42] scheme, 

the local Riemann problem is solved exactly. Since this approach is computationally 

cumbersome some other approximate Riemann solvers have been built by Roe [37, 

38], Osher and Solomon [43], Toro [44] and Harten [45]. 

 

2.3.2. Temporal Discretization 

There exists basically two types of time stepping algorithms used both for 

integrating governing flow equations in time to obtain steady state solution and for 

unsteady applications. 
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1. Explicit Time Stepping Algorithms  

2. Implicit Time Stepping Algorithms  

Both explicit and implicit time stepping procedures are presently in 

widespread use. Due to the simplicity both in physical interpretation and numerical 

implementation, explicit time stepping methods generally find a wide range of 

application for the solution the Euler or Navier Stokes Equations [11, 14, 15, 22, 

23]. These methods are simple, easily vectorizable and allow a good deal of 

flexibility in the treatment of boundary conditions. 

The explicit time-marching schemes are computationally efficient when 

applied to meshes that are coarse but it is sure that for the solution of Navier-Stokes 

equations there is a need of high quality, fine meshes especially near the turbulent 

boundary layer. When fine meshes are used, the rate of convergence deteriorates 

significantly for explicit time marching methods. Batina [21] stated that for cases 

where finer meshes are used, an implicit temporal discretization which allows large 

time steps is required to obtain steady-state solutions in a computationally efficient 

manner. Because of this advantage implicit time stepping algorithms has found a 

widespread area of application especially for steady-state solutions [2, 10, 21, 34, 

46]. 

Although implicit algorithms offer more stable and faster results, they have 

the shortcoming of large amount of memory usage. Also, the implementation of 

implicit time stepping algorithms especially for viscous flows is quite complicated 

since 3-D complicated viscous Jacobian matrices have to be derived and coded. 

Because of above reasons, use of an explicit algorithm which is accelerated 

with implicit residual smoothing, with parallel processing is thought to be a good 

alternative for steady calculations. For unsteady calculations, special treatment must 

be given to implicit residual smoothing in order not to loose the time accuracy. 
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Most commonly used method of time discretization technique which is 

explicit in nature and of a high order of accuracy is the Runge-Kutta Method [11]. It 

achieves the accuracy of a Taylor series approach without any need of evaluation of 

higher derivatives. Explicit Runge-Kutta method is among the oldest and best-

understood schemes in the numerical analysis methods. The simplicity of Explicit 

Runge-Kutta formula lies in its self-contained, one-step nature. However, because 

of its explicit nature, it needs careful stability analysis. A stability analysis for 

Runge-Kutta explicit time stepping algorithm has been performed by Hirsch [12] 

and Mavripilis [47] and stability regions for this scheme have been presented by 

them. 

 

2.4. Computational Grid 

As for sure, the very first step of the Computational Fluid Dynamics (CFD) 

applications is the construction of a discrete approximation for the region over 

which governing equations are desired to be solved. 

Grid generation has very big importance in numerical solutions. A grid 

which is not well organized can lead to an unsatisfactory numerical result. 

Sometimes, improper choice of grid point locations can lead to numerical instability 

or lack of convergence. 

There are mainly three types of grids evolved due to the relationship 

between the grid points. They are: 

1. Structured Grids 

2. Unstructured Grids 

3. Hybrid Grids 
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2.4.1. Structured Grids 

In structured grids, neighboring grid points in the physical space are the 

same as the neighboring points in the computational plane. In other words, 

structured grids have an implicit connectivity that allows specifying the grid 

locations by its computational coordinates. 

 

 

Figure 9. Sample 3-D Structured Grid  

 

Structured grids have the advantage of simple coding when numerical 

algorithms is concerned but it is difficult and sometimes impossible to produce 

structured grids for complex domains. Multi-block grids are used in order to 

overcome this difficulty but still it takes too much time to generate a grid around a 

complex geometry, if it is possible, when compared with unstructured grid 

generation methods. Zhoa and Tai [48] stated that generating structured grids over a 
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complex geometry can take several months whereas running the solver takes just a 

small fraction of that time. This comment is totally true and has been experienced 

by the author also. 

Also, the dense mesh which is required especially at wall boundaries for 

viscous calculations has to be carried all away into the far field for structured grids 

which obviously increases the memory requirements of the numerical code. In 

Figure 9 the unnecessary grid resolution at far field because of the highly dense 

mesh near the wall boundary can be observed. 

 

2.4.2. Unstructured Grids 

Solution of flow fields around complex geometries directly addresses the use 

of unstructured grids, since unstructured grids do not need any implicit connectivity 

like structured grids. Unstructured grids composed of triangular and tetrahedral 

elements in 2-D and 3-D, respectively, offer the designer the ability to model flows 

around complex bodies and to incorporate adaptive procedures to the solution. The 

flexibility in geometric modeling gives the advantage of using fewer cells to 

adequately model a given geometry when compared to the structured grids.  

Unstructured meshes are also computationally feasible when the grid 

generation time is concerned. It can be said that the size of the mesh, which directly 

affects the memory requirements of the numerical algorithm, can only be minimized 

with the usage of unstructured grids. 

For applications with complex geometry or requiring rapid turnaround time, 

the unstructured formulation appears to be the method of choice. [49] 
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Figure 10. Sample 3-D Unstructured Grid  

 

Maybe the only and the most important drawback of unstructured meshes is 

the issue of weakness associated with resolving boundary layer and viscous wakes 

[3]. The skewness of the tetrahedral meshes near the boundary surfaces creates 

seriously high amount of numerical diffusion. Figure 10 shows the inadequate 

quality of unstructured mesh near the wall boundary. But improvements in 

unstructured grid methods show that it will not take so much time for unstructured 

grids to achieve the capacity of structured grids about this issue. 

In spite of this disadvantage, unstructured grids are widely used in 

aerodynamics society for the solution of flows, especially inviscid flows, around 

complex geometries such as airplanes and missiles [4, 15, 18, 34, 50, 51, 52, 53]. 
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2.4.3. Hybrid Grids 

In order to eliminate the difficulty in generating high quality unstructured 

viscous meshes within the boundary layer with the available grid generation tools, 

hybrid grids can be used. Hybrid grids offer usage of structured high quality grids in 

the vicinity of boundaries and usage of unstructured grids where dense mesh is not 

needed. By so, it is possible to obtain a computational mesh which is dense enough 

to observe the boundary layer and which is small in terms of number of elements, 

i.e. less memory usage and higher computational convergence rate. In Figure 11, 

high quality viscous structured mesh near the wall boundary with smoothly growing 

unstructured mesh up to the far field is presented. 

 

 

Figure 11. Sample 3-D Structured - Unstructured Hybrid Grid  
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Most commonly used approach is to employ layers of hexahedral cells 

around solid bodies and cover the rest of the domain with tetrahedral cells of rapidly 

increasing size for accurate and economic computations of viscous flows [54]. The 

interface between two different types of elements is filled with pyramid elements. 

Most of the commercial grid generation tools have this ability recently [ANSYS, 

FLUENT-GAMBIT, CFD-GEOM]. 

 

2.5. Parallel Processing 

Recent activities on parallel processing have become a challenging subject 

in CFD. Main reason for this is the need of constantly increasing computational 

power in most CFD applications. Bruner [49] states that due to the finite speed of 

light and other physical limitations, there is an absolute speed limit for sequential 

computers, and we are rapidly approaching that limit. So parallel computing has 

become almost the only choice to offer that kind of computational power from the 

beginning of 1990’s [49, 55, 56, 57, 58, 59, 60, 61, 62, 26]. 

Solution of full Navier-Stokes equations around complex geometries require 

massive computational resources. In this study rotational effects of missile 

configurations will also be included. It seems that only parallel architecture 

computers offer the promise of providing orders of magnitude greater 

computational power for such problems. 

Parallel computing can be simply defined as distributing the computational 

load to a number of processors for simultaneous operations. It is obvious that a 

parallel computing environment is necessary for parallel computing. 

One type of parallel computers is the one with shared memory. In such 

architecture, all of the processors share the same physical memory. Since all the 
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processors share the same memory there is almost no need of communication 

network between the nodes. These types of machines (ex. CRAY) have high 

performance when compared with other systems with same number of processors 

especially because of the high speed of data transfer between computing nodes. On 

the other hand, these computers are limited to certain number of processors. In other 

words, expansion of such systems is not quite possible. Also, when the cost of these 

computers is compared with their performance, it can be said that they are not 

feasible from economical point of view. 

Another way of building parallel computers is the so called “Beawulf” 

clustering. These systems are composed of separate processors having their own 

local memories connected to each other by the means of a network connection, so 

called “distributed-memory systems”. This type of computers offer the advantage of 

having more processors that means higher computational power. Cost of such 

systems is quite reasonable when compared to shared memory systems. Luke [60] 

states that distributed memory models offer an alternative to shared memory models 

that is a more accurate representation of scalable computing architectures. All of the 

so-called “massively parallel” computers in existence today are distributed-memory 

machines [49]. 

The partitioning of the computational mesh among multiple processors is 

called “domain decomposition”. Domain decomposition algorithms make it 

possible to solve problems of large size by dividing them into smaller ones which 

can be treated by several computers with lower memory requirements. The divided 

sub-domains are interconnected to others by means of interfaces which are treated 

as interface boundary conditions. 

There exist programs that can be obtained from open resources which 

performs domain decomposition issue. In this work, the grid partitioning program 

“METIS” [63] is used. Details about the parallel processing algorithm used in this 

work and the hardware used will be given in Chapter 3. 
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2.6. Turbulence 

The viscous phenomena that occur around missile configurations, such as 

boundary layer separations, wakes and vortices are quite important for missile 

aerodynamic characteristics. Also it is well known that the viscous phenomena are 

of primary importance in the study of unsteady flows [24]. Shearing effects and 

possible instabilities result in small and large scale turbulent effects. 

Up to certain Mach number and angle of attack values, inviscid calculations, 

i.e. Euler computations, give acceptable results. However, these computations can 

not be used to predict all of the aerodynamic characteristics. For example axial 

force and roll moment coefficients can not be accurately predicted by Euler 

computations [64]. 

All of the above reasons indicate that it is necessary to represent these 

viscous phenomena accurately in order to predict the missile aerodynamic 

coefficients in an acceptable manner. This fact brings the necessity of effective 

numerical solution of viscous flow equations. 

One of the most important phenomena for complex viscous flows is 

turbulence, which is difficult to simulate due to the existence of a wide range of 

scales [65]. Its irregular nature, diffusive and dissipative effect and fully 3-D 

behavior make turbulence a difficult phenomenon to simulate. Unfortunately, 

almost all of the flows in real life are turbulent. Especially to compute flows at large 

Reynolds numbers, turbulence has to be numerically modeled. Moreover, the 

accuracy of the numerical solution directly depends on the turbulence model 

selected. Therefore, the development of accurate turbulence models and their 

implementation in conjunction with efficient solvers is of primary importance in the 

CFD analysis of viscous flows [24]. 
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Turbulence models range from simplest algebraic model to the most 

accurate direct numerical simulation. Most commonly used turbulence models 

because of their computationally ease of use depend on work of Reynolds on 

turbulence. They are so called “Time-Averaged” or “Reynolds-Averaged” 

formulations. In this formulation, the Reynolds stress is assumed to be related to the 

mean strain rate by the eddy viscosity. The effect of unsteady behavior of 

turbulence is introduced in flow equations as a time averaged value. “Time-

Averaged” turbulence models may be divided into three parts depending on the 

number of transport equations need to be solved to obtain the eddy viscosity [66]: 

1. Algebraic (Zero-Equation) Models 

2. One-Equation Models 

3. Two-Equation Models 

2.6.1. Algebraic (Zero-Equation) Models 

Algebraic models are based on mixing length (an analog of the mean free 

path of a gas) hypothesis which was introduced by Prandtl (1925). This hypothesis 

is closely related to eddy viscosity concept and formed the basis of all time-

averaged turbulence models. Among several models available, the one applied by 

Baldwin and Lomax [67], which is a modified version of Cebeci-Smith model [68], 

has widespread area of application. 

 

2.6.2. One-Equation Models 

Again work of Prandtl (1945) introduced the effect of turbulent fluctuations, 

k, into the evaluation of eddy viscosity. In this formulation, a partial-differential 

equation is modeled in order to approximate the exact equation for turbulent 
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fluctuations. By this way, turbulent stresses, thus the eddy viscosity, are affected by 

the flow history. Having an eddy viscosity that depends upon flow history provides 

a more physically realistic model. 

One-equation models has found widespread of application area [Baldwin 

and Barth (1990), Goldberg (1991) and Spalart and Allmaras (1992)]. This interest 

to one-equation models is mainly because of the ease with which such model 

equations can be solved numerically, relative to two-equation models and stress-

transport models. Among these recent one-equation models, model of Spalart and 

Allmaras appears to be the most accurate for practical turbulent-flow applications. 

 

2.6.3. Two-Equation Models 

Kolmogorov (1942) introduced a second parameter, u; "the rate of 

dissipation of energy in unit volume and time", in addition to turbulence fluctuations 

parameter, k. In this model, known as a k-ω model, ω; satisfies another differential 

equation similar to the one for k. The model is thus called a two-equation model of 

turbulence. This model introduces turbulence time scale, mixing length and 

dissipation rate into the governing flow equations. The non-linear equations 

introduced with this model brought additional complicity to the Navier-Stokes 

equations and did not find much application area until computational power became 

available for such problems. 

By this far, the most extensive work on two-equation models has been 

carried out by Launder and Spalding (1972). Launder's k-ε model is as well known 

as the mixing-length model and is the most widely used two-equation model. 

Although this model is used frequently and is very popular, it has some inadequacy 

problems for flows with adverse pressure gradient. 
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2.6.4. Other Turbulence Models 

There exist some other turbulence models which are totally different from 

time-averaged turbulence models. One of them is the Reynolds stress model. 

Reynolds stress model does not use the concept of eddy viscosity. Instead, a 

transport equation for each component of the Reynolds stress tensor is solved 

directly. While time-averaged models, as their name imply, only solve the mean 

flow, large eddy simulation (LES) solve the large scale fluctuations in addition to 

the mean flow and only the effect of small scales (i.e., subgrid scales) are modeled. 

Another and maybe the most accurate method is direct numerical simulation 

(DNS), where both mean flow and all the fluctuations are solved directly. 

It is for sure that the Reynolds stress model, LES and DNS methods are 

much more accurate than the eddy viscosity based – time-averaged methods. But 

today’s level of computer technologies does not offer a profitable choice for the use 

of these methods in numerical simulation of complex geometries yet because these 

methods require enormous amounts of CPU time and memory. Therefore, the most 

widely used turbulence models in industry are still those based on the concept of 

eddy viscosity. This is especially true for CFD codes using unstructured grids [19]. 

 

2.7. Unsteady Aerodynamics – Implementation of Rotation 

One method for the introduction of rotation into governing flow equations is 

to select a non-inertial body-fixed rotating coordinate system [1, 23, 69, 70, 71, 72, 

73]. 

Weinacht, Sturek et al. [1, 69, 72] analyzed the damping characteristics of 

coning motion of projectiles at supersonic conditions using this formulation. Park & 
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Green [70, 73] modified a currently developed CFD solver to compute stability 

derivatives. Yaniv [23] solved Reynolds Averaged Navier-Stokes equations which 

are formulated in Cartesian reference frame rotating with constant angular velocity 

in order to determine roll damping coefficient of a projectile. Kandil & Chuang [71] 

studied the flow about an oscillating delta wing in moving frame of reference. 

Body-fixed frame can be utilized to predict the flow field provided that the 

governing equations are modified to incorporate the centrifugal and Coriolis body 

forces resulting from the non-inertial coordinate frame. This method corresponds to 

a fully Eulerian system in which the coordinate system is fixed on the missile and 

computational grid is treated as a fixed reference frame through which the fluid 

moves. The rotational effects are introduced by the governing equations and the 

boundary conditions. Implicitation of the inertial terms stated above is very 

complicated especially when full Navier-Stokes equations are thought. Also, 

implementation of the boundary conditions at far field is not so clear. So some other 

methods are investigated. 

Another approach is selecting an inertial frame of reference and utilizing a 

moving computational grid. This method is so called “Arbitrary Lagrangian 

Eulerian Formulation” (ALE). 

Batina [21, 22] has applied this method to aircraft aerodynamic analysis with 

unstructured dynamic mesh algorithm. However, he had to satisfy the geometric 

conservation law numerically since he was trying to simulate the deformations of 

complex aircraft configurations. These deformations are so small, for example 

flutter of the wings, and the motion of the domain is not periodical so moving the 

mesh results in highly distorted computational grid. For the movement of the 

computational distorted grid, he had developed a dynamic mesh algorithm. A 

similar approach has been followed by Uzun & Oktay [50, 28, 29, 30]. 
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Farhat et al. [53, 74, 75, 76, 77, 78] stated the importance of the geometric 

conservation laws for Arbitrary Lagrangian Eulerian formulation especially when 

the moving mesh deforms. Trepanier et al. [79, 80, 81] also gave importance to the 

conservation of geometric quantities and suggested some formulations for this 

problem. 

Pechier et al. [2] applied the Arbitrary Lagranian Eulerian formulation to 

missile configurations to evaluate the Magnus effect over finned projectiles. In their 

work the mesh rotates without any distortion. Barakos et al. [24] applied the same 

method with a different numerical algorithm. They all suggest that there is no need 

to apply any geometric conservation law since the computational grid is rotated at 

each time step without deforming the computational cells. In this study, rotation of 

a projectile is modeled using this approach, which means that the entire 

computational domain is rotated. 

Deconinck et al. [82], Demirdzic & Peric [83], Thomas & Lombard. [84], 

Smith [85], Khelil et al. [86], Moreau [87], Donea et al. [88, 89], Van Haaren et al. 

[90] have applied Arbitrary Lagrangian Eulerian formulation with different 

numerical algorithms to different areas of interest from missile aerodynamics to 

fluid-solid interaction problems. 

In ALE formulation, the computational grid moves in any direction with a 

velocity different from the fluid velocity. The main advantage of this method is the 

simplicity of the governing flow equations. There are no centrifugal or Coriolis 

body forces to be introduced into the equations which is not so easy. Only grid 

velocities are added to the governing flow equations in a very simple manner. 

The governing equations for such an algorithm that will be stated in the later 

chapters in detail are capable of solving any kind of motion if the necessary grid 

velocities are supplied. 
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CHAPTER 3 

NUMERICAL METHOD 

 

3.1. Coordinate System Convention 

The Cartesian coordinate system convention for the flow over a missile 

configuration used in the flow solver developed is given in Figure 12, Figure 13 and 

Figure 14. The directions of velocities, forces and moments shown in these figures 

are taken as positive according to the right hand rule for moments. The coordinates: 

x-axis: Longitudinal body axis which is positive in downstream direction 

y-axis: Spanwise body axis  

z-axis: Vertical direction of body which is positive upward 

Angle of attack α  is in x-z (pitch) plane and it is positive for the nose up 

condition. Angle of side slip β  is in y-z (yaw) plane and positive for yaw to the 

left. 

 

3.2. Governing Equations 

For a three-dimensional flow through a finite volume Ω  moving with a 

speed .v.cV
r

 which is enclosed by the boundary surface S and an exterior normal nr , 
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integral form of the conservation equations in non-inertial frame of reference are 

given as : [2, 21, 22] 

 

 

Figure 12. Coordinate System Convention in x-z Plane 

 

 

Figure 13. Coordinate System Convention in x-y Plane 
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Figure 14. Coordinate System Convention – Three Dimensional View 

 

3.2.1. Conservation of Mass 
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3.2.2. Conservation of Momentum 
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where VV
rr

⊗  is the tensor product. 

 

3.2.3. Conservation of Energy 
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where viscous shear stress tensor is defined as ;  

⎥⎦
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3.2.4. Integral Compact Form of Governing Equations 

The integral compact form of the Navier-Stokes equations, which is suitable 

for numerical calculations is given by; 
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where the column vector U
r

 represents the conservative variables, column vector F
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represents the convective flux vector, and column vector Q
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 represents the viscous 

diffusive flux vector. 
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where the fluid velocity is : kwjviuV
rrrr

++=  and 

grid velocity is : kwjviuV .v.c.v.c.v.c.v.c

rrrr
++=  

If the convective flux vector; kHjGiFF
rrrr

++=  is expressed explicitly; 
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If viscous diffusive flux vector; ( )kQjQiQ
Re
MQ zyx

L
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++⋅= ∞  is expressed 

explicitly in the Cartesian coordinate system; 
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where viscous shear stress tensors are : 
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and the heat conduction terms are: 
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At last, the pressure is given by the equation of state for a perfect gas: 

( )⎥⎦
⎤

⎢⎣
⎡ ++−−=

222 wvu
2
1E)1(P ρργ             (3.22) 

Pechier et al. [2] stated that grid movement only modifies the convection 

flux at finite volume surface so there is no contribution of grid movement on 

diffusive flux terms. 

 

3.2.5. Non-Dimensionalization of Governing Equations 

The governing flow equations have been nondimensionalized by the free 

stream density ∞ρ , free stream speed of sound ∞c , free stream temperature ∞T , 

free stream viscosity ∞μ  and reference length L. The nondimensionalized terms are 

given in Table 1. 
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Equations (3.6) to (3.22) are in nondimensional form with (*) sign being 

dropped. Nondimensional form of free stream variables, without (*) sign, is given 

in Table 2. 

 

Table 1. Nondimensional Variables 
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Table 2. Nondimensional Form of Free Stream Variables 
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∞ +

−⋅
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3.3. Spatial Discretization 

A cell centered finite volume discretization is applied to Equation (3.5) 

which is in integral form. Time rate of change of conservative variable vector U
r

 

within a computational domain Ω  moving with a speed .v.cV
r

 is balanced by the net 

convective and diffusive fluxes across the boundary surface S. For this purpose the 
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computational domain is divided into finite number of unstructured – tetrahedral 

elements. Each tetrahedral element serves as a computational cell for cell centered 

approach. The effect of moving boundary to the numerical formulation is 

introduced in Section 3.7. 

In the finite-volume formulation, for a constant control volume of 

tetrahedron, Equation (3.5) becomes: 

[ ] [ ] 0)SnQ()SnF(U
t

4

1j ij

4

1j iji =⋅−⋅+
∂
∂

Ω ∑∑
==

rrrr
           (3.23) 

where cells of # ,,2 ,1i L=  

If Equation (3.23) is written explicitly across the four faces of a tetrahedron; 

( ) 0Sn)QH(n)QG(n)QF(U
t

4

1j
izzyyxxi =Δ⋅−+−+−+

∂
∂

Ω ∑
=

          (3.24) 

 

3.3.1. Inviscid – Convective Fluxes 

Inviscid flux quantities )U(F
rr

 (Equations 3.23 and 3.24) are computed using 

Roe’s [37, 38] flux-difference splitting scheme across each cell face of cell centered 

control volumes. If downstream of the flow, i.e. the left hand side of the cell face is 

denoted by the subscript “L” and upstream of the flow, i.e. the right hand side of the 

cell face is denoted by subscript “R”, the flux across each cell face according to 

Roe’s formulation is expressed as: 

( ) ( )LRRLface UUA
2
1)U(F)U(F

2
1F −−+= , or           (3.25) 



 44

( )LRLface UUA)U(FF −+=
− , or             (3.26) 

( )LRRface UUA)U(FF −−=
+             (3.27) 

where )U(F L  and )U(F R  are the conservative variables at the left and right of the 

cell face and “A” is the flux Jacobian matrix which is evaluated using the so called 

Roe averaged flow variables. The definition of flux Jacobian and Roe averaged 

flow variables are given below [12, 37, 38]: 

U
FA r

r

∂
∂

≡                (3.28) 

RLface ρρρ =               (3.29) 

RL

RRLL
face

uu
u

ρρ

ρρ

+

+
=              (3.30) 

RL

RRLL
face

vv
v

ρρ

ρρ

+

+
=              (3.31) 

RL

RRLL
face

ww
w

ρρ
ρρ

+

+
=              (3.32) 

RL

RRLL
face

HH
H

ρρ
ρρ

+

+
=              (3.33) 

( )⎟
⎠
⎞

⎜
⎝
⎛ ++−−= 2

face
2

face
2

faceface
2

face wvu
2
1H)1(a γ           (3.34) 



 45

From Equation (3.28); 

( )LRLR UUA)U(F)U(F −=−             (3.35) 

Introducing the diagonalization matrices – left eigenvectors L  and 1L−  and 

the diagonal matrix of eigenvalues Λ , the flux Jacobian A is defined as [12]: 

1L  LA −
Λ=                (3.36) 

where; 
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               (3.37) 

So Equations (3.25) to (3.27) become; 

( ) UL  L 
2
1)U(F)U(F

2
1F 1

RLface ΔΛ−+=
−            (3.38) 

UL  L)U(FF 1
Lface ΔΛ+=

−              (3.39) 

UL  L)U(FF 1
Rface ΔΛ−=

−              (3.40) 

There exist three FΔ  flux difference components, each of which is 

associated with a distinct eigenvalue 1Λ , 432 Λ=Λ=Λ , 5Λ . 
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541
1 FFFUL  L Δ+Δ+Δ=ΔΛ

−             (3.41) 

By introducing these flux differences, which are calculated using Roe’s 

averaged variables, to one of the Equations (3.25), (3.26) or (3.27), one can get the 

average flux at the each cell face [15]. These flux vectors at each four faces of 

tetrahedral computational cell is calculated and then summed up over the 

computational domain to satisfy Equation (3.23). 

For a first order scheme, the state of the primitive variables at each cell face 

is set to cell-centered averages on either side of the face. For the higher order 

scheme, state variables at the cell faces are obtained from an extrapolation between 

the neighboring cell averages. 

An important point in a tetrahedral cell-centered finite-volume scheme is the 

accurate distribution of cell-averaged data to the triangular faces for flux 

computation as illustrated in Figure 15. Frink et al. [9] derived a novel cell 

reconstruction process which is based on an analytical formulation for computing 

the gradient term of a Taylor series expansion within tetrahedral cells. The scheme 

consists of simple, universal formula for tetrahedral cells. For the face which is 

composed of nodes 1, 2 and 3: 

( ) ⎥⎦
⎤

⎢⎣
⎡ −+++= 4 node3 node2 node1 nodecenter)3,2,1(face U~U~U~U~
3
1

4
1U~U~         (3.42) 

where [ ]TpwvuU~ ρ=  represents the primitive flow variables. 

Frink [9] stated that use of such a reconstruction scheme gives acceptable 

results around flow discontinuities without requiring the introduction of higher 

order spatial discretizations with limiters. This is quite advantageous when it is 
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thought that higher order spatial upwind discretizations cause oscillations like 

central schemes around discontinuities if appropriate limiters are not introduced. 

There is also a need for distributing the cell centered data to a node which is 

common with the surrounding cells. This is performed by a weighted averaging 

procedure: 

 

Figure 15. Reconstruction Scheme for Cell-Centered Approach [9] 
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where ( ) ( ) ( )( ) 2/12
nodei center,

2
nodei center,

2
nodei center,i zzyyxxr −+−+−=  

It is well known that upwind algorithms are originated from 1-D gas 

dynamics equations. In order to eliminate the problem in multi dimensional 

problems rotational invariance property of the Euler equations is used. This 
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property does not only allow the proof of hyperbolicity of Euler equations in time 

but also can be used for computational purposes to deal with domains that are not 

aligned with Cartesian directions [44]. 

By this way the flux vector is rotated such that it is coincident with the 

normal of the cell face. Equations (3.7), (3.8) and (3.9) are converted to  

)TU(FT)U(Hsin)U(Gsincos)U(Fcoscos 1)y()z()y()z()y( −
=++ θθθθθ  

                 (3.44) 

where )y(
θ  and )z(

θ  are the direction cosine angles and T  is the simple 

transformation matrix which is the product of )y(T  and )z(T . 

 

3.3.2. Viscous – Diffusive Fluxes 

The viscous fluxes )U(Q
rr

, (Equations. 3.23, 3.24), are approximated at the 

cell face centers by first computing the velocity gradients at cell centroids, then 

averaging the values with neighbor cell centroids at the shared cell face. The 

velocity gradients at the cell centroids are calculated using the divergence theorem. 

This theorem can be considered as defining the average of the gradient of a scalar U 

as a function of its values at the boundaries of the finite volume under 

consideration. For an arbitrary volume Ω  [12]: 

∫∫ ⋅=Ω⋅∇
Ω S

SdU   dU
rrrr

              (3.45) 

where S is the closed boundary surface. The averaged gradients can be defined as : 
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For 3-D, Figure 16, control cell velocity gradients and temperature gradients 

at cell centroids came out to be: 
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Figure 16. 3-D Velocity Gradient Computation Stencil at Cell Centroid 

 

After the velocity gradients are calculated at cell centers, viscous stresses at 

the cell faces obtained by averaging the cell center values with the neighbor cell 

values at the shared face, Figure 17. For boundaries, since no velocity gradient have 

been calculated at ghost cells, an approximation has been made so that the gradient 

values calculated at the cell centroids that are near a boundary are projected to the 

boundary face. In other words, the viscous terms at the boundary faces took the 

value of the nearby cell centroid’s. 

 

3.4. Temporal Discretization 

Equation (3.24) can be written as: 

0RU
t ii =+

∂
∂

Ω  for  cells of # ,,2 ,1i L=           (3.55) 
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Figure 17. 3-D Face Viscous Stress Calculation Stencil 

 

where 

( )∑
=

Δ⋅−+−+−=
4

1j
izzyyxxi Sn )QH(n )QG(n )QF(R          (3.56) 

iR  is the residual which is the summation of the fluxes through the four 

faces of the tetrahedral computational cell. These set of equations are integrated in 

time using a fully explicit third order Runge-Kutta scheme developed by Jameson 

[11].  
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)U(R t UU )0(
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This scheme is used for both steady state and unsteady calculations. For 

unsteady calculations, time step is chosen to be global constant value which is the 

minimum of all computational cells. On the other hand for steady state calculations, 

spatially variable time stepping is used for fast steady state convergence. Time step 

is calculated for each computational cell for spatially variable time stepping by : 

ii

imin,
i cV

xCFL
t

+

Δ⋅
=Δ r               (3.58) 

There are some techniques applied to accelerate the convergence to steady 

state. First, as explained in previous paragraph, spatially variable time step is used 

in order to eliminate the computational speed loss due to usage of big time steps 

where not necessary. The other important accelerator is the usage of implicit 

residual smoothing. 

Implicit residual smoothing means introducing an additional implicit term, 

which comes from implicit averaging of the residuals with their neighbors, to 

increase maximum allowable Courant number and convergence rate. By this 

method, larger time steps can be used which will accelerate the convergence. 

Simply, the code is run at a large, most probably unstable Courant number, 

where the stability is obtained by smoothing the residual using an implicit character. 

If the solution converges, implicit residual smoothing does not change the result. 
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In order to prevent the loss of time accuracy in unsteady solutions, CFL 

number has been taken to be less than 1.0 in moving body calculations and implicit 

residual smoothing has not been used. 

 

3.5. Turbulence Model 

One-equation turbulence model of Spalart-Allmaras has been introduced in 

this study. The Spalart-Allmaras [91] turbulence model is a relatively simple one-

equation model that solves a modeled transport equation for the kinematic eddy 

(turbulent) viscosity. It was designed specifically for aerospace applications 

involving wall-bounded flows and has been shown to give good results for 

boundary layers subjected to adverse pressure gradients. 

The differential equation is derived by “using empiricism and arguments of 

dimensional analysis, Galilean invariance and selected dependence on the molecular 

viscosity” [91]. Guillen , et al. [92] stated that Spalart Allmaras one-equation 

turbulence model does not require finer grid resolution than the one required to 

capture the velocity field gradients with algebraic models. 

The transported variable in the Spalart-Allmaras model, ν~ , is identical to 

the turbulent kinematic viscosity except in the near-wall (viscous-affected) region. 

The transport equation for ν~  is 
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where the right-hand-side terms represent turbulence eddy viscosity production, 

diffusion and near-wall turbulence destruction terms, respectively. 
3
2

=σ , 

1355.0C 1b = , 622.0C 2b = , 4187.0=κ and 2059.3
C1C

C 2b
2
1b

1w =
+

+=
σκ

 are 

constants, d is the minimum distance from the wall and ν  is the molecular 

kinematic viscosity. 

Turbulent viscosity is defined as: 

1turb f ~ ννρμ =                  (3.60) 

where 
3

1
3

3

1
C

f
ν

ν
χ

χ

+
=  is the viscous damping function, 

ν
νχ
~

≡  and 1.71 =vC  is a 

constant term. 

The vorticity magnitude S  which appears in the turbulence production term 

is modified such that S~ maintains its log-layer behavior [92]: 

)(f
d

~
)(f SS~ 2223v χ

κ

νχ ν+=              (3.61) 

where 
1v

2 f 1
1)(f

χ
χχν +

−=               (3.62) 

and 1f 3 =ν                 (3.63) 

Modified versions of the functions )(f 2 χν  and )(f 3 χν  are introduced by 

Spalart in order to eliminate the poor convergence of the residual turbulence 

especially near reattachment: 
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Guillen , et al. [92] stated that these forms of )(f 2 χν  and )(f 3 χν  functions 

result in a modification of the natural laminar-turbulent transition of the Spalart-

Allmaras turbulence model. 

The function 2tf  is introduced into the production and destruction terms in 

order to make 0~ =ν  a stable solution to the linearized problem [93]. This term does 

not allow eddy viscosity to increase in regions where it has the value corresponding 

to half of the laminar viscosity [94]. 

)Cexp(Cf 2
4t3t2t χ⋅−=              (3.66) 

where 3.1C 3t =  and 5.0C43 =  are constants. 

The eddy viscosity production is related to the vorticity [94]. S  is a scalar 

measure of the deformation tensor which is based on the magnitude of vorticity. 
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Equation (3.69) takes the following form in two-dimensional space; 
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Saxena and Nair [94] stated that in a boundary layer the blocking effect of 

the wall is felt at a distance through the pressure term, which acts as the main 

destruction term for the Reynolds shear stress. In order to obtain a faster decaying 

behavior of destruction in the outer region of the boundary layer, a function wf  is 

used: 
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where ( )rrCrg 6
2w −+=               (3.72) 

and 22dS~
~

r
κ

ν
=  is the characteristic length            (3.73) 

and 3.0C 2w = , 0.2C 3w =  are constants. 

In order to adapt Equation (3.59) into the integral form, divergence theorem 

is applied to conservative and diffusive parts of the equation. Production term, 

destruction term and a part of the diffusion term that is excluded from the area 

integral are left as source terms in the integral form of the equation. 
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Non-dimensional form of the equation including the ALE formulation for 

moving bodies came out to be: 
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                 (3.75) 

Note that as it was for the conservation equations, grid velocity is only 

introduced in the convective term. 

Special attention has been given to the wf  term which has a dimensional 

term r  inside. This term is non-dimensionalized as follows: 

22dS~
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∞

∞=                (3.76) 

where all terms in this equation are previously non-dimensionalized. 

The integral compact form of Equation (3.75), which is suitable for 

numerical calculations, is given by; 
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where the column vector turbU
r

 represents the passive scalar vector for working 

variable ν~ , column vector turbF
r

 represents the convective and diffusive flux terms, 

and column vector turbQ
r

 represents the source term; 
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               (3.78) 
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Non-dimensionalized integral form of this transport Equation (3.75) has 

been solved separately from the conservation flow equations. For the spatial 

discretization of the conservative part of the equation, Equation (3.79), HLLC 

approximate Riemann solver has been used by implementing the turbulent working 

variable ν~  as a passive scalar in the formulation, [44]. Face averaged values of the 

conservative flow variables are calculated using the same formulation described for 

Roe’s upwind scheme, Equations 3.29 to 3.34. Face averaged value for the passive 

scalar turbulent working variable ν~  at left and right states are calculated by : 
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The HLLC flux term at the face of the cell interface is defined as: 
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                 (3.82) 

where S is the wave speed. 

The diffusive part of the equation has been solved by using the same 

methodology described in Section 3.3.2 which was used for the computation of 

viscous fluxes. 

A third order Runge-Kutta explicit scheme has been adapted for the 

temporal discretization. 

Turbulence contribution is reduced to the viscous shear stress tensors and 

heat conduction terms as stated at Equations (3.13 – 3.18) and (3.19 – 3.21). 

 

3.6. Boundary Conditions 

The boundary conditions are enforced by using the idea of ghost cells at the 

boundaries. Types of the boundary conditions applied in the solver are explained 

below. 
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3.6.1. Far Field Boundary Condition 

As the far field boundary condition for external flows, characteristic 

Riemann invariants (Equations 3.83 and 3.84) corresponding to the incoming and 

outgoing waves traveling in characteristic directions, which are defined as normal to 

the boundary, are used [15, 16].  

1
c 2

nUR int
int −

+⋅=
+

γ
rr

              (3.83) 
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−
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rr

              (3.84) 

The invariants are used to determine the locally normal velocity component 

and speed of sound (Equations 3.85 and 3.86). By this way subsonic - supersonic 

inlet and subsonic – supersonic outlet boundary conditions are determined 

according to the characteristic directions automatically.  

[ ]−+
+=⋅ RR
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              (3.85) 

[ ]−+
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−
= RR

4
1c γ               (3.86) 

Right going and left going waves and the Riemann invariants are illustrated 

in Figure 18 for subsonic inlet or outlet. 

The density is computed from the entropy relation, and the pressure from the 

perfect gas law using the square of the speed of sound.  
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Figure 18. Illustration of Right & Left Going Waves and Riemann Invariants 

 

Batina [22] stated that such method correctly accounts for wave propagation 

at far field which is important for convergence rate and serves as a non-reflecting 

boundary condition for unsteady applications. 

For moving boundary problems, as it was stated before, the entire 

computational domain is rotated instead of deforming the mesh. Since far field 

boundary conditions are evaluated using the wave propagation in characteristic 

directions, movement of the mesh will not affect the results at far field. At each 

time step far field values are obtained at that specific condition. But it must be 

guarantied that far field boundaries are enough far away from the moving body so 

that they are not influenced from the movement of the wall. 

 

3.6.2. Wall Boundary Condition 

The viscous wall boundary condition imposes a no-slip condition of the 

flow, a zero pressure gradient, and the appropriate heat transfer condition (adiabatic 
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or constant temperature) at the zone boundary (wall surface). The no-slip condition 

can involve a non-zero velocity if the wall is moving. In the application of this 

boundary condition, negative signed value of the cell face centered velocity 

components are assigned to the neighbour ghost cell. Also the velocity components 

are explicitly set to zero at the boundary faces for non moving walls. Pressure and 

density values at the ghost cells are taken as equal to the values in the adjacent 

interior cell. 

The inviscid wall boundary condition imposes flow tangency at the zone 

boundary (wall surface) while maintaining the same total velocity as the point 

adjacent to the boundary. Only the velocity component of the ghost cell normal to 

the surface is assigned as the negative of the corresponding cell’s value. By this 

way, flow tangency is enforced at the wall. Left and right states of wall boundary 

are set to be equal so that there exist no mass or energy transfer through these 

surfaces while only a pressure flux exists. 

The moving wall boundary condition enables a tangential velocity to be 

applied at no-slip walls in order to model spinning motion of the body. For moving 

boundaries a corresponding treatment, that is explained for stationary walls, is 

applied to the relative velocity [79]. Hirsch [12] and Toro [44] proposed the 

following approach for evaluating normal velocity component at solid wall 

boundary moving with a speed V.Cu : 

( )V.Cicell ghost u2uu ⋅−−=  icell ghost ρρ =     icell ghost pp =         (3.87) 

 

3.6.3. Symmetry Boundary Condition 

Symmetry boundary condition is the same as the condition defined for 

inviscid wall boundary condition. It is simply a non penetration boundary condition. 
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Flow tangency at the zone boundary (wall surface) is enforced by maintaining the 

same total velocity as the point adjacent to the boundary. 

 

3.6.4. Turbulence Model Boundary Conditions 

On the no-slip surfaces, the working variable ν~  is set to zero. For tangent-

flow surfaces, in other words for the symmetry boundary condition, zero gradient of 

the working variable is applied. For far field boundary, it is checked whether it is 

inflow or outflow first and then working variable is set to 0.1~ =ν  for the inflow 

boundaries which corresponds to a free stream turbulent kinematic viscosity of 

02786.0t =ν . For outflow boundaries the value of ν~  is extrapolated from the 

interior mesh. Initial value of ν~ has been taken as the same with the free stream 

value. 

 

3.7. Implementation of Rotation Into Governing Equations 

It was stated that for the introduction of rotation into flow equations 

Arbitrary Lagrangian Eulerian (ALE) formulation would be used. In this 

formulation, the computational grid moves in any direction with a velocity different 

from the fluid velocity. The resulting nondimensionalized governing equations have 

been stated (Equations 3.1 – 3.22). Here, the physics of these equations will be 

stated. 

Figure 19 shows the representative view of the first order state vector 

distribution in a control volume and discontinuous variation at the cell boundary. 

Now the fluid flow and boundary movement will be treated separately. First, 
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consider the fluid flow. Figure 20 shows the flow of fluid across the cell boundary 

between ith and i+1th control volumes. 

The Eulerian flux vector )U(Feul  passing through the cell boundary for one-

dimension is given by Roe [37, 38] as: 

∑
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Figure 19. One Dimensional 1st Order Finite Volume Description 
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Figure 20. Motion of Fluid across the Cell Boundary 

 

and eigenvalues , 
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In Figure 21, this time the boundary is moved with the speed 
.
x  to the right 

and the fluid is thought to be stationary. The Lagrangian flux vector )U(F rlg  

passing through the cell boundary but in the opposite direction is: 

)U(F)U(F)U(F rlgrlg,Lrlg Δ+=             (3.91) 
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Figure 21. Motion of the Cell Boundary with respect to Stationary Fluid 
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and; 

LR ρρρ −=Δ                (3.94) 

LR )u()u()u( ρρρ −=Δ               (3.95) 
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)E()E()E( LR ρρρ −=Δ               (3.96) 

After proper simplifications, the net flux passing through the cell boundary 

becomes:  
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The above numerical discretization of Roe [37, 38] for moving boundaries is 

valid for the previously derived three dimensional governing equations. 

From a physical point of view, the grid motion only affects the convective 

variables. As shown above, to calculate the new convective terms and eigenvalues, 

the velocity .v.cV
r

 of the face of a control volume is required. Trepanier et al. [79] 

stated that for deforming meshes, the total volumetric increment is composed of 

elementary increments along each of its faces. Accordingly, the relevant facial 

velocity associated with this facial volume increment ΔΩ , during a time step tΔ  is 

defined by 
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tS
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             (3.101) 

Trepanier et al. ended up with a finite volume simple explicit approach 

noting that the grid is deforming. 
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This is also the same as the present case although the grid is not deforming. 

When volume does not change, above equation reduces to: 

∑Δ=Ω−
+

k
krelk,ale

n1n S)U(Ft)UU(           (3.103) 

In this study, the computational domain is rotated at each time step without 

deforming the computational cells. In other words, the grid remains undistorted and 

follows the motion of the body. For non-deforming control volumes, the facial 

volumetric increments sum up to zero. So, the use of the flux vectors and 

eigenvalues derived at the beginning of this chapter guarantees the satisfaction of 

geometric conservation law. Barakos et al. [24] also stated that there is no need to 

apply any geometric conservation law in this formulation. 

Some further literature survey on geometric conservation laws have been 

performed in order to avoid error propagation in solutions due to omission of these 

laws for further applications of deforming meshes. 

The geometric conservation laws are defined by Trepanier et al. [79, 80, 81] 

as follows: There are two additional equations besides the physical conservation 

laws which state, the balance between the relevant geometric parameters for static 

or moving meshes. First one states that the cell volumes must be closed by its 
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surfaces (Surface Conservation Law). Second one states that the volumetric 

increment of a moving cell must be equal to the sum of the changes along the 

surfaces that enclose the volume (Volume Conservation Law). A numerical scheme 

that does not satisfy these equations produces errors in flow fields. The numerical 

violation of surface conservation law will lead to a misrepresentation of the 

convective velocities while violation of volume conservation law will produce extra 

sources and sinks in the physically conservative media. Also, the violation of these 

laws brings sever restrictions to the capabilities of the numerical solvers. These 

geometric laws are stated as : 

0SdV
t B

.V.C =⋅−
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Ω∂

∫
rr

  Volume Conservation Law       (3.104) 

0Sda
B

=⋅∫
rr

   Surface Conservation Law       (3.105) 

where Ω  is the volume of the material volume; S is the vectorized area in the 

outward normal direction and ar  is an arbitrary direction. 

Volume conservation law states that the volume increase in a control cell 

during a time interval equals to the summation of the volumetric increases along its 

faces. Surface conservation law states that each control cell must be closed by its 

surfaces.  

Trepanier et al. [79, 80, 81] suggest a method, so called Implicit Geometric 

Conservation Laws, to satisfy the above laws. According to them, once the initial 

position of the grid and its motion have been specified, the volumes and surfaces 

provide sufficient geometric information to maintain the geometric conservation 

laws without using any law other than geometric-based information. In other words, 

exact numerical computation of volumes and surfaces automatically satisfies the 

conservation laws. By this method, there is no need for the solution of geometric 
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conservation laws simultaneously with the flow equations. They are implicitly 

satisfied in the numerical schemes independent of the method used.  

Surface conservation law is usually satisfied for finite volume schemes in 

two dimensions but special attention must be given in three dimensional domains. 

The way to maintain surface conservation law is to evaluate the surface vectors 

exactly. 

Satisfying the volume conservation law requires the exact calculation of the 

facial volumetric increments. This is not a big problem in two dimensions but in 

three dimensions a special attention must be given to have planar surfaces. Use of 

unstructured tetrahedrons directly solves this problem since it is guaranteed that the 

resultant face generated because of grid motion will be planar. This comes from the 

evident fact that three non-collinear points define a plane. Also, the direct 

computation of volumes and surfaces is not computationally expensive in 

tetrahedrons.  

Trepanier, et al., after several manipulations, end up with an equation by 

which facial velocities can be approximated by a constant which is expressed in 

terms of the exact facial increment. (Equation 3.101) They have shown that the 

error in this approximation came out to be at least second order. 

In this study, a finite volume solver has been developed knowing the facts 

that, from a physical point of view, the grid motion only affects the convective 

fluxes and from a mathematical point of view, the grid motion only modifies the 

eigenvalues of the Jacobian. Also, as it was stated before, non deforming 

computational mesh has been used in this work. So there is no need for an effort to 

satisfy the geometric conservation laws explicitly.  

The velocities of the computational grids are simply evaluated by 

subtracting the grid locations after domain movement from their previous locations 
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and then dividing the resulting displacement to the time step used (Equations 3.106, 

3.107, 3.108). The evaluation of the locations of the computational grid points after 

rotation is explained in detail in Section 3.8. 
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3.8. Grid Movement 

In steady coning motion of a missile, the longitudinal axis of the missile 

performs a rotation at a constant angular velocity about a line parallel to the free 

stream velocity vector and coincident with the projectile center of gravity, while 

oriented at a constant angle with respect to the free stream velocity vector [69]. In 

particular the projectile may rotate about its longitudinal axis also, Figure 22. So in 

order to simulate the motion of a missile realistically both rotations must be taken 

into account. Coning and spinning rates are given by aeroballistics analysis. With 

respect to the fixed coordinate system, the vertical and horizontal components of 

angle of attack α  and β , vary in a periodic fashion as the projectile rotates about 

the free stream velocity vector. However, the total angle of attack, 22
t βαα +≈  

is constant [69]. 
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Figure 22. Schematic Figure of Rotational Motion of a Missile 

 

The rotation of the computational grid around the missile about the axis of 

projectile and about the free stream velocity vector can be performed by 

multiplication of simple transformation matrices [95]. 

The solver that has been developed introduces angle of attack α  and angle 

of side slip β  by initially rotating the computational mesh first with angle α  and 

then with angle β  in order to make the global x-axis coincident with the axis of 

trajectory. By this way, it is possible to give the velocity vector only in x-direction 

which makes the numerical calculations simpler. Related transformation matrices 

are given by Equations (3.109) to (3.112). 

[ ] [ ] [ ] [ ]αβ yz RRXX ⋅⋅=′            (3.109) 

where 
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is the initial position of the computational grid. 
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The matrix multiplication given below (Equation 3.113) describes spinning 

motion and coning motion of the projectile in the given order. These matrix 

calculations are performed at each time step of the numerical calculations in order 

to simulate the rotating motion of the projectile. 

Note that initially the projectile has been rotated to the axis of trajectory due 

to the algorithm of the flow solver. Therefore, for the rotation of the projectile 

around its own axis first, the domain must be returned back to its origin. After 

rotation is performed around the original global x-axis, the x-axis of the projectile is 

again made coincident with the axis of trajectory for the coning motion around the 

axis of trajectory. Transformation matrices in Equation (3.113) represent this 

procedure. 

[ ] [ ] [ ] [ ]{ } [ ] [ ] [ ]{ } [ ]φαβθβα xyzx
1

z
1

y RRRRRRXX ⋅⋅⋅⋅⋅⋅′=′′ −−        (3.113) 
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is the final position of the computational grid after one time step of rotation and 

coning motion. 

Note that [ ] [ ]{ }1
z

1
y RR −− ⋅ βα  in Equation (3.113) is the inverse rotation 

matrix in order to move the axis of the body back to its original position and the 

product of [ ] [ ] [ ]{ }1
z

1
y RRX −− ⋅⋅′ βα  is equal to the original global coordinate system. 

Rotation matrix required to rotate the body around the original global x-axis 

which is coincident with body axis with angle θ  is: 
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Rotation matrix to rotate the body around the final global x-axis which is 

coincident with its trajectory axis with angle φ  is : 
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3.9. Parallel Processing 

It was stated in Chapter 2 that only parallel architecture computers offer the 

promise of providing orders of magnitude greater computational power for the 

present problem. It is possible to deal with more complicated problems with using 

parallel processing due to the reduction in computational time. 

For this purpose, a parallel version of the serial solver has been developed. 

A “Beawulf” parallel computing center that has been constructed in TÜBİTAK-

SAGE that is composed of personal computers has been used for computations. 

Domain decomposition has been performed by the program called “METIS” 

[63] which is obtained from open sources. An illustration of domain decomposition 

and the concept of interface boundary between partitions are given in Figure 23. An 

example of domain decomposition performed by “METIS for a 2-D computational 

domain is presented in Figure 24. “PVM – Parallel Virtual Machine” message 

passing software libraries of Linux operating system has been employed for 

information exchange between computing processors and the main computer. 

The parallel code that has been developed is composed of two separate 

executables. The executable that has been named as “Master” works on the main 

processor and performs the following jobs in sequence: 

1. Reads the necessary input data (subroutine READIN) (Inflow 

conditions, computation flags, etc. – A sample input data is given in 

APPENDIX A) 

2. Reads the size of the computational mesh and allocates the memory 

to the arrays (subroutine GETSIZE) 
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Figure 23. Domain Decomposition and Interface Boundary Concept 

 

 

Figure 24. Sample Domain Decomposition for a 2-D Computational Domain 

 

3. Reads the computational mesh (subroutine CONFIG) (Grid file 

format is given in APPENDIX B) 



 77

4. Rotates the computational mesh with side slip angle β  and angle of 

attack α  to make the global x-axis coincident with the axis of 

trajectory (subroutine CONFIG) 

5. Calculates the neighbors of each of the computational cells according 

to the boundary condition flags read from computational mesh file 

(subroutine CONFIG) 

6. Calls the domain decomposition program “METIS” to partition the 

computational mesh to the given number of processors (subroutine 

METIS) 

7. Evaluates local index of cells owned by each partition and local 

index of interface ghosts cells for each partition (subroutine METIS) 

8. Initializes the computational domain with free stream conditions or 

previous calculations’ results (subroutine INIT) 

9. Spawns the computing nodes (subroutine PVMFSPAWN) 

10. Sends the necessary input data to the computing nodes (subroutine 

SENDINIT) 

11. Sends the local grid information of each partition to the computing 

nodes (subroutine SENDGRQ) 

12. Waits the results from the computing nodes 
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13. Receives the conservative variables, turbulent viscosity variable, 

aerodynamic coefficients and additional information from each 

partition at prescribed iteration steps (subroutine RECVQ) 

14. Calculates the overall residual and aerodynamic coefficients 

15. Prints the residuals and aerodynamic coefficients both on screen and 

corresponding files 

16. Prepares the output files for viewing the results on wall surface and 

inside the computational volume (subroutine RESULT) 

17. Stops the program if prescribed convergence criteria is satisfied or 

prescribed maximum number of iterations is reached 

The other executable that has been named as “Worker” works on each of the 

parallel computing processors and performs the following jobs in sequence: 

1. Receives the necessary input data from the main program “Master” 

(subroutine RECVINIT) 

2. Receives the local grid information from the main program “Master” 

(subroutine RECVGRQ) 

3. Calculates the geometric properties of cells, that are surface normals, 

surface areas, cell volumes and direction cosines of cell faces 

(subroutine SETGEO) 

4. Sets the interface ghost cells in each partition (subroutine SETIBC) 
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5. Sends the interface boundary conditions (conservative variables and 

velocity gradients) to the adjacent partition and receives interface 

boundary conditions from the adjacent partition (subroutine IBC) 

6. Calculates the local time step at each iteration if the solution is for 

steady state. (For unsteady calculations minimum time step for each 

partition is calculated once and then sent to “Master”. At “Master” 

minimum time step among all partitions are calculated and the global 

time step is sent back to the partitions) (subroutine CALDTL) 

7. Performs the grid movement, calculates the new locations of the 

computational grids and evaluates grid velocities (subroutine ALE) 

8. Distributes the cell center values of the conservative variables to the 

cell nodes (subroutine QNODES) 

9. Starts the third order Runge-Kutta time stepping algorithm 

(subroutine RK3) 

10. For each of the three steps of this algorithm, for each computational 

cell: 

a. Calculates the velocity gradients at cell center; (subroutine 

VGRAD) 

b. Evaluates the values of conservative variables at cell faces, 

i.e. defines the left and right states at cell faces (subroutine 

QFACE) 

c. Introduces the boundary conditions to right state of the cell 

faces (subroutine BC) 
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d. Computes flux differences for each cell face and then 

computes the flux passing through that faces (subroutine 

ROE3D) 

e. Computes viscous fluxes at each cell face (subroutine 

VISCOUS) 

f. Sums up all fluxes passing through four faces of the 

tetrahedron 

g. Calculates the pressure values from conservative variables 

(subroutine PRESSURE) 

h. Applies implicit residual smoothing (subroutine SMOOTH) 

11. Starts another third order Runge-Kutta time stepping algorithm for 

the calculation of the turbulent viscosity after one full step Runge-

Kutta time stepping algorithm is finished for conservative variables. 

(subroutine SPALART) 

12. Calculates the pressure values from conservative variables 

(subroutine PRESSURE) 

13. Sends the interface boundary conditions (conservative variables and 

velocity gradients) to the adjacent partition and receives interface 

boundary conditions from the adjacent partition (subroutine IBC) 

14. Calculates the residual for each partition (subroutine STEP) 

15. Evaluates the aerodynamic coefficients by integrating the pressure 

values over wall surfaces (subroutine LOADS) 
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16. Sends the conservative variables, aerodynamic coefficients and 

additional information to the “Master” (subroutine SENDQ) 

17. Repeats these steps until maximum number of iteration is reached or 

a “stop” command comes from the “Master” 

Figure 25 illustrates the data flow between the executables “Master” and 

“Worker”s. 
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CHAPTER 4 

VERIFICATION AND VALIDATION STUDIES 

 

4.1. 3-D Verification Studies for the Euler Solver 

Verification studies for three-dimensional inviscid flows are performed on 

two different finned projectile configurations. The aim of this verification study is 

to observe the accuracy of the three-dimensional Euler solver developed before 

implementing the viscous flux computation algorithms and Spalart-Allmaras 

turbulence model into the code in two and three dimensional space. These studies 

will also serve as steady-state solution for the moving body calculations. 

 

4.1.1. Inviscid Flow over Finned Projectile Configuration 

Static and dynamic stability test results are available for a finned projectile 

configuration with aft-mounted fins arranged in cruciform pattern [96]. The 

projectile is a gun launched one with the fins folded within the body. After the 

projectile is launched, the fins fold out and damp out the rolling motion which is 

imparted to the projectile by the helical grooves in the gun barrel. 

The model is a blunt nosed projectile having four control fins. Geometry of 

the projectile and the implemented coordinate axes are shown in Figure 26. 
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 An unstructured mesh composed of 1,208,298 tetrahedral elements and 

210,237 computational nodes is generated by grid generation tool of ANSYS. Far 

field is taken as approximately 10 times the length of the projectile away from the 

projectile body in order to correctly simulate the shock formations without an effect 

from far field boundary conditions as shown in Figure 27. High quality but not 

viscous mesh is generated especially at the nose of the projectile and the control fins 

where large pressure gradients are expected as shown in Figure 28. 

 

 

Figure 26. Detailed Geometry of the Finned Projectile and the Coordinate Axes   

(all dimensions are in mm) 
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Figure 27. Unstructured Volume Mesh around the Finned Projectile 

 

 

Figure 28. Unstructured Mesh Details on the Surface of the Finned Projectile 
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Steady-state inviscid flow calculations for this projectile are performed for 

subsonic, transonic and supersonic flow conditions at different angle of attack 

values up to 24°. Rotation of this projectile will be investigated in later chapters. 

Solution matrix is shown in Table 3. 

 For this model it is known that the experimental model is hold from the base 

for experimental measurements. Because of this, it was stated in the reference [96] 

that all drag measurements were corrected to a condition of free stream static 

pressure acting on the base of the model. In order to make a meaningful comparison 

of computational results with experimental measurements, base pressure is also 

changed to free stream conditions after full convergence has achieved. 

 

Table 3. Solution Matrix for Finned Projectile 

Mach # (M) Angle of Attack (α) 

0.7  0°, 5°, 10°, 17°, 24° 

0.9 0°, 5°, 10°, 17°, 24° 

1.2 0°, 5°, 10°, 17°, 24° 

 

In Figure 29, Figure 30 and Figure 31 the variation of drag force coefficient, 

lift force coefficient and pitching moment coefficient with angle of attack at 

different Mach numbers in comparison with experimental results are shown 

respectively. 
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Figure 29. Finned Projectile-Variation of Drag Coefficient w.r.t. Angle of Attack 
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Figure 30. Finned Projectile-Variation of Lift Coefficient w.r.t. Angle of Attack 
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Figure 31. Finned Projectile-Variation of Pitching Moment Coefficient w.r.t. Angle 

of Attack 
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 If the results are examined in general, the variation of aerodynamic 

coefficients with respect to angle of attack seems to be in qualitative 

correspondence with experimental measurements. Especially for low angle of 

attacks (α<10°), the results came out to be exactly the same with experimental data 

as expected from an Euler solver. Results are quite satisfactory for all Mach 

numbers except for the sonic conditions where viscous effects are dominant. But 

especially for supersonic flows the computational results are acceptable both in 

numerical accuracy and behavior of the variations of the aerodynamic coefficients. 

 

4.1.2. Inviscid Flow over Sparrow Missile 

An experimental investigation was conducted on a model of a wing control 

version of Sparrow missile to determine the static aerodynamic characteristics over 

a wide range of angle of attack at supersonic speeds by Langley Research Center, 

NASA [97]. This missile is selected as a verification case in order to see the 

performance of the inviscid solver at high supersonic flow conditions. 

The model of Sparrow consists of an ogive-cylinder body, cruciform wings 

and in-line tails. Geometry of the missile and the implemented coordinate axes are 

shown in Figure 32. 

 An unstructured mesh composed of 1,238,305 tetrahedral elements and 

214,630 computational nodes is generated by the grid generation tool of ANSYS. 

Far field is taken as approximately 10 times the length of the projectile away from 

the missile as shown in Figure 33. High quality but not viscous mesh is generated 

especially at the nose of the projectile and at the wings and tails where large 

pressure gradients are expected as indicated in Figure 34. 
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Figure 32. Detailed Geometry of Sparrow Missile and the Coordinate Axes          

(all dimensions are in mm) 

 

 

Figure 33. Unstructured Volume Mesh around Sparrow Missile 
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Figure 34. Unstructured Mesh Details on the Surface of Sparrow 

 

Steady-state inviscid flow calculations for this missile are performed for 

high supersonic flow conditions at different angle of attack values up to 40°. Results 

show the accuracy of the three-dimensional inviscid solver at high angle of attack 

values. Solution matrix is shown in Table 4. 

 

Table 4. Solution Matrix for Sparrow Missile 

Mach # (M) Angle of Attack (α) 

1.5 0°, 5°, 10°, 15°, 20°, 30°, 40° 

2.35 0°, 5°, 10°, 15°, 20°, 30°, 40° 

3.95 0°, 5°, 10°, 15°, 20°, 30°, 40° 
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Just like the finned projectile model that has been investigated in Section 

4.1.1, during the measurements of Sparrow model, experimental data could not be 

obtained from the base of the model because of the physical limitations of the wind 

tunnel. In the related reference [97] it was stated that drag and axial force 

coefficients have been adjusted to correspond to free-stream static pressure acting 

over the base of the model. This correction is also applied in numerical 

computations in order to make a meaningful comparison with experimental 

measurements. The base pressure correction is performed after full convergence is 

achieved. 

In Figure 35, Figure 36 and Figure 37 the variation of axial force coefficient, 

normal force coefficient and pitching moment coefficient with angle of attack at 

different Mach numbers in comparison with experimental results are presented, 

respectively. 

 It can be concluded from the results that the variation of aerodynamic 

coefficients with respect to angle of attack seems to be in qualitative 

correspondence with experimental measurements. Especially normal force and 

pitching moment coefficients show a full agreement with experimental data for low 

angle of attacks (α<10°). This success is expected from the solver for high 

supersonic flow conditions because it is well known that especially for inviscid 

calculations for flows at low Mach number flows and transition regime create 

problem. 
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Figure 35. Sparrow-Variation of Axial Force Coefficient w.r.t. Angle of Attack 
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Figure 36. Sparrow-Variation of Normal Force Coefficient w.r.t. Angle of Attack 
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Figure 37. Sparrow-Variation of Pitching Moment Coefficient w.r.t. Angle of 

Attack 
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4.2. 3-D Validation Study for the Euler-ALE Solver 

It was stated in Section 4.1.1 that the finned projectile has experimental 

dynamic stability derivative measurements [96]. For the validation of Arbitrary 

Lagrangian Eulerian formulation and the grid rotation algorithms in 3-D, inviscid 

flow over projectile rotating around its axis for a specific roll rate at which some 

experimental data is available, is investigated. 

Results of the steady-state inviscid flow calculations were presented in 

Section 4.1.1 at different Mach numbers for a range of angle of attack values. 

Unsteady flow calculations for the spinning projectile are performed at a Mach 

number of 0.7 with zero angle of attack. Reduced frequency of 0.0093 is taken 

which corresponds to approximately rotational speed of 340 rpm. Equation of the 

reduced frequency is given as: 

∞

=
V2
L

k ref

.
α

                 (4.1) 

where 
.

α  is the rotation rate in radians per second, ∞V  is the free stream velocity 

and refL  is the reference length which is defined as the diameter of the projectile in 

this case. 

Roll damping coefficient measurements are available for different angle of 

attack values but it can be seen from the experimental results that roll damping 

coefficient is almost independent of angle of attack especially for low values, 

(α<5°). In order to see the accuracy of the ALE formulation for inviscid flow 

calculations, which will be a base for 3-D turbulent flow conditions, computations 

are performed at zero angle of attack value. Roll damping coefficient is calculated 

by the linear approximation: 
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Steady state calculation results give the roll producing moment coefficient 

0lC  to be zero because the model is symmetric and there exists no angle of attack. 

The projectile is rotated with given roll rate starting from the steady-state situation. 

In Figure 38, the steady-state non-dimensional pressure contours on the surface of 

the projectile for zero angle of attack at Mach number 0.7 is shown. 

 

 

Figure 38. Steady-State Non-Dimensional Pressure Contours on the Projectile 

 

In Figure 39, the variation of roll moment coefficient with iteration number 

and angle of rotation for M=0.7 is presented. It is observed from this figure that 

after steady state is achieved after 5,000 iteration steps, with the start of rotation, 
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roll moment coefficient has a sudden jump which is afterwards monotonically 

damped to a constant value of 18.0Cl −=  after approximately 20° of rotation. 

 Experimental measurements gave a roll damping derivative of 24C pl −=  

where numerical computations gave approximately a roll damping derivative of 

20C pl −= . There exists approximately 15 % difference between computed results 

and experimental data. This result seems to be quite acceptable when it is thought 

that the flow has been taken as inviscid and a linear trapezoidal approximation has 

been assumed for the calculation of roll damping derivative. Computations showed 

that a rotation of approximately 15 to 20 degrees is enough for the evaluation of the 

roll damping coefficient for inviscid flow conditions. 

 

 

Figure 39. Variation of Roll Moment Coefficient w.r.t. Rotation of the Projectile 



 100

 In Figure 40, Figure 41, Figure 42, Figure 43 and Figure 44 the non-

dimensional pressure distribution near the fins after 3.5°, 10.6°, 21.3°, 39° and 

60.3° rotation are given, respectively. It can be observed from these figures that 

sudden rotation of the projectile causes pressure development on the sides of the 

fins that are facing the rotation. Opposite sides of the fins face low pressure as 

expected. After certain rotation, approximately 20°, pressure contours remain the 

same. This situation was also observed in Figure 39 where roll moment coefficient, 

which was caused mainly by the motion of the fins, became constant after 

approximately 20° of rotation. Note that the cross-sections of the fins are not the 

same in these figures. This is because of the location of the fins on the projectile. 

Two pairs of fins are located at different axial locations as shown in Figure 26. 

It is thought that viscous turbulent flow calculations will give better results 

but high resolution viscous computational mesh is very difficult to obtain for such 

finned projectiles. The grid generation tools (ANSYS, FLUENT-GAMBIT, CFD-

GEOM) are capable of generating viscous boundary layer meshes with hexahedral 

elements. But generating unstructured boundary layer mesh composed of full 

tetrahedral elements seems to be impossible with available tools. Generating a 

hexahedral boundary layer mesh near the wall and filling the rest of the domain 

with tetrahedral elements and then dividing the hexahedral elements into tetrahedral 

ones is a way that has been tried to generate a viscous unstructured mesh. This 

method has failed because of the disordered structure of the hexahedral elements 

which disabled the division of these elements into tetrahedral elements without the 

generation of crossed faces. 

Because of the reasons explained above another validation case is studied 

and presented in Chapter 5 at which turbulent flow over spinning projectile without 

fins is investigated. Viscous mesh generation for this geometry will be explained in 

the related chapter. 
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Figure 40. Non-Dimensional Pressure Distribution Near Fins ( °= 5.3θ ) 

 

Figure 41. Non-Dimensional Pressure Distribution Near Fins ( °= 6.10θ ) 
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Figure 42. Non-Dimensional Pressure Distribution Near Fins ( °= 3.21θ ) 

 

Figure 43. Non-Dimensional Pressure Distribution Near Fins ( °= 39θ ) 
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Figure 44. Non-Dimensional Pressure Distribution Near Fins ( °= 3.60θ ) 

 

4.3. 2-D Validation Studies for the Navier-Stokes / ALE Solver 

In order to validate the viscous terms added to the 2-D Euler solver, first a 

flat plate problem is solved in which the dominant forces are due to viscous forces. 

Then laminar flow over NLR 7301 airfoil and NACA0012 airfoil are investigated to 

validate the performance of the 2-D Navier-Stokes solver on airfoil like curved 

surfaces where effective pressure gradients occur.  

For the validation of the ALE formulation implemented in the 2-D Navier-

Stokes solver, flow over NACA 0012 airfoil which is rapidly pitched to a certain 

incidence angle is investigated. 
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Implementation of Spalart-Allmaras turbulence model to the 2-D Navier-

Stokes solver is validated by solving turbulent flow over a flat plate and over 

NACA0012 airfoil. 

 

4.3.1. Laminar Flow over 2-D Flat Plate 

The accuracy of the viscous flux computation algorithms added to 2-D Euler 

solver is validated by examining the ability of the methods to reproduce the well 

known boundary layer solution over a thermally insulated flat plate. There exists 

analytical solution for flow over flat plate with which the computational results can 

be compared. For this purpose, laminar flow over a flat plate at Reynolds number 

35,000 and Mach number 0.3 is investigated, which was also handled by Haliloğlu 

[98]. 

An unstructured mesh which has a grid clustering in normal direction near 

the wall is generated by a commercial grid generation program, CFD-GEOM. CFD-

GEOM is capable of generating the unstructured mesh from a structured one in two 

dimensions. This capability of this mesh generator is used in order to control the 

size of the meshes normal the wall. By this way, the minimum ∆y normal to the 

wall is defined to be 0.00025 times the plate length and this resulted in more than 

10 grid nodes inside the boundary layer. There exist 129 grid points on the wall and 

80 grid points up to the far field. The upstream boundary is located two plate 

lengths ahead of the leading edge, and the upper far-field boundary is located at a 

distance of three plate lengths. The mesh points are clustering in the streamwise 

direction near the leading edge of the plate in order to better resolve the stagnation 

point flow in this region. The mesh generated is composed of 26,386 triangular 

control cells and 13,440 nodes.The mesh and its details at the leading and trailing 

edges can be seen in Figure 45 and Figure 46, respectively. 
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Figure 45. Unstructured Viscous Mesh for Laminar Flat Plate Problem 

 

  

Figure 46. Mesh Details at the Leading and Trailing Edges of Flat Plate 
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 In Figure 47, the residual history of the solution is presented. It is seen that 

the residual dropped approximately 2.5 – 3 orders of magnitude and the solution 

reached the steady state. The computational run time for 100,000 explicit iterations 

came out to be approximately half an hour with the use of 20 Pentium IV processors 

which are working in parallel. 

 

 

Figure 47. Residual History of Laminar Flow over a 2-D Flat Plate 

 

The viscous flow solutions obtained are presented in Figure 48 and Figure 

49. In these figures the boundary layer development at the leading edge of the flat 

plate can be observed. The boundary layer profile and flow streamlines seem to be 

as expected especially at the leading edge. 
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Figure 48. Laminar Boundary Layer Development at the Leading Edge of Flat Plate 

 

 

Figure 49. Laminar Boundary Layer Development at the Leading Edge of Flat Plate 

(Streamlines) 
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In Figure 50 the continuous growth of the boundary layer till the trailing 

edge of the flat plate is observed. It can be seen that there is no deterioration of the 

boundary layer through the flat plate. 

 

 

Figure 50. Overall Laminar Boundary Layer Development on the Flat Plate 

 

Computed results are compared with the analytical solution of Blassius’ [99] 

in order to see whether the velocity profiles are accurately estimated or not. In 

Figure 51, streamwise velocity profiles are presented respectively at 10%, 25%, 

50%, 75% and 90% of the chord, which are compared with Blassius’ analytical 

solution for incompressible laminar flow, 

where xRe
x
yY =  and 

ρ
μ xuRex

⋅⋅
=              (4.3) 

It is observed from this figure that computed streamwise velocity profiles 

are in excellent agreement with the analytical solution in quantitative and 

qualitative manner expect for the results at 10 % of flat plate. Such an 

overestimation near the leading edge of the flat plate is expected since it is known 

that as the distance form the leading edge approaches to zero wall shear stress 

calculated by Blassius’ analytical solution becomes infinity. But it is an 
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experimental fact that the shear stress can not be infinite at the leading edge of the 

flat plate. This is due to the fact that the boundary layer theory ceases to apply near 

the leading edge of the plate. Therefore, Blassius’ analytical solution is not valid in 

the vicinity of the leading edge [99]. 

 

 

Figure 51. Axial Velocity Distribution at 10%, 25%, 50%, 75% and 90% of the Flat 

Plate in Comparison with Blassius Solution 

 

The variations of the skin friction coefficient computed are compared with 

Blassius’ analytical solution in Figure 52 and Figure 53. Skin friction coefficient is 

defined as: 
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Similarly, a very good agreement between analytical and computed results is 

observed in Figure 52 and Figure 53. Only at the region close to the leading edge, 

where effects of the stagnation point flow are still present, there exists a slight over 

prediction of the skin friction coefficient. It should be noted that skin friction 

directly involves velocity gradients, which are shown to be computed accurately 

with the 2-D Navier-Stokes solver developed. 

 

 

Figure 52. Skin Friction Coefficient vs. Axial Location 
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Figure 53. Skin Friction Coefficient vs. Reynolds Number 

 

In general, it can be concluded form this validation study that except close to 

the leading edge, excellent agreement with analytical solution is obtained. Results 

validate the accuracy of the viscous flux computation scheme and velocity gradient 

calculation algorithm that are implemented into the Euler solver in two-dimensions. 

 

4.3.2. Laminar Flow over NLR 7301 Airfoil With Trailing Edge Flap 

Test data is available for a two-dimensional flap configuration which has 

been so designed that no flow separation occurs, apart from a small laminar 

separation bubble on the wing nose for zero angle of attack. Results of the solver 

developed is compared with the experimental data that has been obtained for a 
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Reynolds number of 2.51x106 and Mach number of 0.185 at angles of attack values 

0°, 6°, 10.1° and 13.1° [100]. 

A hybrid like unstructured mesh is generated by CFD-GEOM. Nearby the 

wall, the unstructured mesh is obtained by dividing the rectangular structured mesh. 

Away from the wall coarser unstructured mesh is generated. The far-field boundary 

is located at a distance of 15 times the airfoil chord length. The mesh is composed 

of 78,067 triangular control cells and 39,405 nodes. The mesh and its details nearby 

the gap between airfoil and the flap are presented in Figure 54 and Figure 55 

respectively. 

 

 

Figure 54. Unstructured Viscous Mesh for NLR Airfoil 
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Figure 55. Mesh Details between NLR Airfoil and Trailing Edge Flap 

 

In Figure 56, residual histories of the solutions for angle of attack values of 

0°, 6°, 10.1° and 13.1° are presented. It is observed from this figure that for 

(α<10.1°) approximately 3 orders of magnitude residual drop is obtained where for 

(α=13.1°) only 1.5 orders of magnitude drop is obtained. It can also be seen that 

fluctuations in the residual is higher for (α=13.1°) when compared with solutions at 

lower angle of attack values. This is possibly because of the separation of flow 

behind the airfoil after a certain value of angle of attack. Computational run time for 

this case is approximately 5 seconds for 100 iterations with the use of 20 Pentium 

IV processors in parallel. 

In Figure 57, Figure 58, Figure 59 and Figure 60 the non-dimensional 

pressure contours on NLR airfoil and trailing flag with the streamlines for angles of 

attack 0°, 6°, 10.1° and 13.1° are shown, respectively. It is observed that up to 10.1° 

angle of attack there exists no separation. At 10.1°, recirculation starts to occur at 

the suction side of the NLR airfoil. But at an angle of attack of 13.1° two big 

separation bubbles one originating from the trailing flap occurred and passed away 

from the airfoil. 
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Figure 56. Residual Histories of Laminar Flow Over NLR Airfoil 

 

 

Figure 57. Non-Dimensional Pressure Contours and Streamlines on NLR Airfoil    

(α = 0°) 
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Figure 58. Non-Dimensional Pressure Contours and Streamlines on NLR Airfoil    

(α = 6°) 

 

Figure 59. Non-Dimensional Pressure Contours and Streamlines on NLR Airfoil   

(α = 10.1°) 
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Figure 60. Non-Dimensional Pressure Contours and Streamlines on NLR Airfoil   

(α = 13.1°) 

 

In Figure 61, Figure 62 and Figure 63 the comparison of calculated pressure 

coefficients with experimental results are presented for angles of attack of 6°, 10.1° 

and 13.1°, respectively. For each of these cases, computational results are in good 

agreement with experimental results. Only for α = 13.1°, at the suction side there 

exists a difference from experimental results because of the separation that has 

occurred. 

The results presented here show that 2-D laminar solver gave acceptable 

results for airfoil type bodies also. Phenomena like vortex generation and separation 

of flow which are the characteristics of viscous flows are successfully simulated 

with the 2-D Navier-Stokes solver developed. 
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Figure 61. Pressure Coefficient Distribution on NLR Airfoil and Trailing Flap       

(α = 6°) 

 

Figure 62. Pressure Coefficient Distribution on NLR Airfoil and Trailing Flap       

(α = 10.1°) 
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Figure 63. Pressure Coefficient Distribution on NLR Airfoil and Trailing Flap       

(α = 13.1°) 

 

4.3.3. Laminar Flow over NACA0012 Airfoil 

As another test case for the validation of 2-D Navier-Stokes solver, work of 

Mavripilis and Jameson [101] is investigated. In their work, they solved laminar 

flow over well known NACA0012 airfoil for the validation of their solver. Free 

stream conditions are taken as Mach number of 0.5 and Reynolds number of 5,000 

at zero degrees of incidence. 

In order to correctly simulate the viscous flow, a hybrid like unstructured 

mesh is generated by CFD-GEOM. Nearby the wall, the unstructured mesh is 

obtained from the structured mesh. Away from the wall, coarser unstructured mesh 

is generated. The far-field boundary is located at a distance of 15 times the airfoil 

chord length. The mesh is composed of 37,789 triangular control cells and 19,040 
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nodes. The mesh and its details nearby the wall, at the leading edge and at the 

trailing edge are presented in Figure 64, Figure 65 and Figure 66, respectively. 

 

 

Figure 64. Unstructured Viscous Mesh for Laminar Flow over NACA0012 Airfoil 

 

 In Figure 67, the residual history of the solution is presented. It is seen that 

the residual drop of approximately 3.5 – 4 orders of magnitude is achieved in 

50,000 time steps. Run time for this problem came out to be approximately 25 

minutes with the use of 20 Pentium IV processors in parallel. 
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Figure 65. Viscous Mesh Detail nearby NACA0012 Airfoil 

 

   

Figure 66. Mesh Details at the Leading and Trailing Edges of NACA0012 Airfoil  
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Figure 67. Residual History for Laminar Flow over NACA0012 Airfoil 

 

Laminar boundary layer development on both surfaces of the airfoil is 

shown in Figure 68. In Figure 69 Mach number contours obtained by Mavripilis and 

Jameson [101] is presented. Mach number distribution obtained in this study is 

presented in Figure 70. When Figure 69 and Figure 70 are compared it is observed 

that Mach number contours came out to be very close to each other. Slight 

differences in the flow pattern may be explained by the usage of different spatial 

discretization techniques for the solvers. In both figures thin boundary layer 

development and wake regions are visible. 
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Figure 68. Laminar Boundary Layer Development on NACA0012 Airfoil, M=0.5 

 

 

Figure 69. Mach Number Contours for Laminar Flow Over NACA0012 Airfoil, 

Mavripilis and Jameson [101] 
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Figure 70. Mach Number Contours for Laminar Flow Over NACA0012 Airfoil, 

Present Study 

 

In Figure 71, surface pressure coefficients calculated are compared with the 

results of Mavripilis and Jameson [101]. It is observed from this figure that pressure 

coefficients at upper and lower surfaces of the airfoil came out to be very close to 

each other. Also, when compared to Mavripilis and Jameson’s study, calculated 

pressure coefficients agree well with their results. 

This test case study finalized the validation of 2-D Navier-Stokes solver. 

Results show that viscous flux calculation algorithms which are implemented to the 

2-D Euler solver give reasonable and accurate results. 
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Figure 71. Pressure Coefficient Comparison for Laminar Flow over NACA0012 

Airfoil, Re = 5,000 

 

4.3.4. Unsteady Aerodynamics Of Rapidly Pitched Airfoil 

In order to validate the ALE formulation and grid movement calculation 

algorithms added to 2-D Navier-Stokes solver, work of Wu, Wang and Tuncer is 

investigated [102]. They have worked on a problem of dynamic stall of an airfoil 

(NACA 0012) pitched rapidly at a constant rate up to a large angle of attack. 

Wu, Wang and Tuncer’s [102] work was for incompressible flow and the 

experimental data is also for incompressible flow. For that reason the problem is 

handled by solving compressible flow at very low Mach numbers in the present 

study which may represent incompressible flow (Mach number 0.2, Reynolds 

number 5,000). Initial calculations are performed for the evaluation of the steady-
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state solution for 2-D laminar flow over the airfoil. The same computational mesh 

generated for the test case in Section 4.3.3 is used for these calculations (Figure 64). 

In Figure 72, the residual history for the steady state solution is presented. It 

can be seen that a residual drop of approximately 4 orders of magnitude is obtained. 

Computational run time for 37,000 iterations came out to be approximately 20 

minutes with 20 Pentium IV processors working in parallel. 
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Figure 72. Residual History for Steady State NACA0012 Solution 

 

In Figure 73, the Mach number distribution for the steady state solution of 

viscous flow around NACA 0012 Airfoil is presented. This solution shows all the 

behaviour of low Mach number viscous flow around an airfoil and the solution is 

quite symmetric when the upper and lower parts of the airfoil are investigated. 
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In Figure 74, the close up view of the solution shows that the boundary layer 

development on the airfoil surface is totally simulated. 

 

 

Figure 73. Steady State Mach Number Distribution Around NACA0012 Airfoil 

 

Unsteady flow calculations for the rapidly pitching motion of the airfoil are 

performed at the flow conditions used for steady-state calculations (M=0.2, 

Re=5000). Reduced frequency value of 0.079 is investigated as it was proposed in 

Wu, Wang and Tuncer’s [102] work. This value corresponds to approximately 300 

degrees/sec pitching rate. Definition for reduced frequency was stated by Equation 

(4.1) where reference length value is taken as the chord length of the airfoil in this 

case. 

After steady state solution is obtained, the airfoil is set to rotate around its 

center. The pitching rate α  is kept constant until maximum incidence angle of 
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34.4° is reached. The airfoil is kept at this incidence angle for an additional period 

of time. 

 

 

Figure 74. Laminar Boundary Layer Development on NACA0012 Airfoil, M=0.2 

 

In Figure 75 and Figure 76 the computed unsteady lift and drag coefficients 

on the airfoil which are compared with the experimental results are presented 

respectively [102]. There seems an acceptable qualitative correspondence between 

computed and experimental results especially at mid-region of motion. At the 

beginning lift coefficient becomes suddenly large. This may be because of the large 

time step that has been chosen at the very beginning of the rotation. Both 

coefficients differ from the experimental data especially after maximum incidence 

angle is reached. 
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Figure 75. Lift Coefficient Variation w.r.t. Incidence Angle of Rapidly Pitched 

NACA0012 Airfoil 

 

 

Figure 76. Drag Coefficient Variation w.r.t Incidence Angle of Rapidly Pitched 

NACA0012 Airfoil 
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At high angle of attacks where vortex generation starts and separation 

occurs, turbulent flow gains importance. In this computation turbulence was not 

introduced. This may be the explanation of the difference at high incidence angles. 

It must also be noted that the experimental data is also obtained for incompressible 

medium. In Figure 77, Figure 78, Figure 79 and Figure 80, the streamlines 

computed by Wu, Wang and Tuncer [102] at several different time steps and 

solutions obtained in this study at the same time steps are presented. It can be said 

that, again, qualitatively the results are in good agreement with Wu, Wang and 

Tuncer’s solutions. Separation formation starting at the leading edge can be 

observed easily. Since the Reynolds number is relatively low, formation of 

secondary vortices is negligible but still observable. At the trailing edge, the 

separation bubble formation can be observed. When the maximum rotation is 

reached, vortex shedding that occurs behind the airfoil can be observed in Figure 

81. 

 

 

Figure 77. Streamlines of NACA0012 Airfoil at α = 17.7° 
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Figure 78. Streamlines of NACA0012 Airfoil at α = 26.7° 

 

 

Figure 79. Streamlines of NACA0012 Airfoil at α = 34.4° 
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Figure 80. Streamlines of NACA0012 Airfoil at α = 34.4° (After rotation stopped) 

 

In general, it can be concluded from this validation case that ALE 

formulation and grid movement calculation algorithms give acceptable results for 

laminar flow conditions. 
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Figure 81. Vortex Shedding Behind Pitching NACA0012 Airfoil 
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4.3.5. Turbulent Flow over 2-D Flat Plate 

After validating 2-D Navier-Stokes solver for laminar flows, again flat plate 

boundary layer solution is employed to assess the accuracy of the Spalart-Allmaras 

turbulence model implemented into the solver. The computations are performed on 

two-dimensional unstructured grid which was generated by FLUENT-GAMBIT 

mesh generation software, for a Reynolds number of 2x106 and Mach number of 

0.5. This case was also studied by Frink for the validation of turbulence models 

[17]. 

Since Reynolds number is higher than the case that was studied for laminar 

flow conditions, a high resolution unstructured grid is generated in order to observe 

the turbulent boundary layer development. The minimum ∆y near the wall is set to 

be to 1x10-5 times the plate length and this resulted in more than 40 grid nodes 

inside the turbulent boundary layer. There exist 100 grid points on the wall and 100 

grid points up to the far field. Grid clustering is applied at the leading edge. The 

mesh generated is composed of 40,000 triangular control cells and 20,301 nodes. 

The mesh and its details at the leading edge can be seen in Figure 82 and Figure 83, 

respectively. 

In Figure 84, the residual history of the solution both for the conservative 

variables and the turbulent viscosity variable is shown. It can be seen from this 

figure that first 100,000 iterations were performed for laminar flow. Turbulence was 

introduced after laminar boundary layer was developed in order to speed up the 

convergence for turbulent flow computations. It can be seen that the residual 

dropped approximately 3 orders of magnitude for conservative variables. For the 

turbulent viscosity variable, a residual drop of approximately 4 orders of magnitude 

was obtained. Total computational run time including the laminar flow calculation 

for the first 100,000 iterations lasted approximately 3 hours when using 20 Pentium 

IV processors in parallel. 
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Figure 82. Unstructured Viscous Mesh for Turbulent Flat Plate Problem 

 

 

Figure 83. Mesh Details at the Leading Edge of Flat Plate 
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Figure 84. Residual History of Turbulent Flow over a 2-D Flat Plate 

 

Figure 85 shows the turbulent boundary layer development at the middle of 

the flat plate. Figure 86 and Figure 87 show the variation of the turbulent viscosity 

along the flat plate. The turbulent boundary layer profile and the behavior of the 

variation of turbulent viscosity variable seem to be as expected. Near to the wall 

boundary, turbulent viscosity is zero Afterwards, it faces a quick rise in the 

turbulent sub layer and finally reaches the free stream value. The effect of this 

turbulent viscosity can be observed in Figure 88 where laminar and turbulent 

boundary layers are compared. Difference between the laminar and turbulent 

boundary layer thicknesses can be observed from this figure. 
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Figure 85. Turbulent Boundary Layer Development at the Middle of Flat Plate 

 

 

Figure 86. Variation of Turbulent Viscosity Variable over the Turbulent Flat Plate 
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Figure 87. Variation of Turbulent Viscosity Variable at the Middle of Flat Plate 

(Close-up View) 

 

 

Figure 88. Comparison of Laminar and Turbulent Boundary Layers over Flat Plate 
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Figure 89 shows the axial velocity profiles at 10%, 25%, 50%, 75% and 

90% of the chord, respectively, which are compared with the approximate solution 

of the turbulent boundary layer over a flat plate with zero pressure gradient; 
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where δ is the turbulent boundary layer thickness. 

 

 

Figure 89. Turbulent Axial Velocity Distribution at 10%, 25%, 50%, 75% and 90% 

of the Flat Plate in Comparison with the Approximate Solution 
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It can be seen from this figure that computational results are in good 

agreement with the theoretical solution expect for the region near the leading edge 

of the plate. Highly stretched computational elements in normal direction to the 

wall may be the explanation of the slight difference between the computed results 

and the theoretical approximate solution. Discrepancy at the vicinity of the leading 

edge is because of the numerical invalidity of the approximate solution there. 

In Figure 90 comparison of the computed velocity profile with respect to 

Universal Velocity Distribution is presented in terms of dimensionless normal 

distance (y+) vs dimensionless velocity (U+) at the middle (50%) of the flat plate. 

ν
τ yu

y =
+  and 

τu
uU =

+                (4.7) 

where 
ρ

τ
τ

wu =  is known as the friction velocity 

Universal Velocity Distribution over a smooth flat plate is developed based 

on dimensional analysis and incorporation of experimental data to determine the 

constants appearing in the expression, [103]. 

It can be observed from Figure 90 that computational velocity profile is in 

full agreement with the Universal Velocity Distribution in almost every region of 

the turbulent boundary layer. Inside viscous sublayer, buffer zone and log layer 

zone the computed velocity profile perfectly exactly matches with the analytical and 

semi-emprical distribution. This figure shows that implementation of Spalart-

Allmaras turbulence model successfully simulates the turbulent boundary layer 

development over a flat plate. 
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Figure 90. Non-Dimensional Velocity Profile for Turbulent Flow Over a Flat Plate 

and Idendification of Different Regions within the Turbulent Boundary Layer [103] 

 

Figure 91, compares the skin friction coefficient computed with the 

approximate 1/7th power law solution for turbulent flow and Blassius’ laminar flow 

solution. Approximate skin friction coefficient for turbulent flows is defined as: 
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Figure 91. Turbulent Skin Friction Coefficient vs. Axial Location 

 

Figure 91 shows that the computational results give a good correspondence 

with approximate analytical solution especially for 0.2 < x/L < 1.0. Computed skin 

friction coefficient shows a laminar type behaviour near the plate leading edge ( 0 < 

x/L < 0.2 ). Use of modified functions )(f 2 χν  and )(f 3 χν  (Equations 3.62 and 

3.63) in the Spalart-Allmaras turbulence model resulted in a laminar-turbulent 

transition behavior near the plate leading edge. It is also stated by Guillen , et al. 

[92] that use of these modified functions results in a modification of the natural 

laminar-turbulent transition of the Spalart-Allmaras turbulence model. Another 

reason for this discrepancy near the leading edge may be explained due to the 

numerical anomalies of the weighed averaging scheme at the stagnation point where 

an inviscid surface suddenly changes to a viscous surface as Frink [17] stated. Same 

situation near the leading edge is also observed by Pan and Cheng [104]. 
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In general it can be concluded from Figure 91 that the turbulence model 

implemented works accurately since the results of the computation came out to be 

far away from Blassius’ laminar flow solution and close to approximate analytical 

solution for turbulent flow. 

This test case validated the Spalart-Allmaras turbulence model 

implementation into the 2-D Navier-Stokes solver. Results came out to be in good 

agreement with analytical approximations. The results of the solver will be 

compared with available experimental data for another test case in the coming 

section. 

 

4.3.6. Turbulent Flow over NACA0012 Airfoil 

As a last validation case for the 2-D turbulent Navier-Stokes solver, flow 

over NACA0012 airfoil geometry problem is investigated. There exists several 

experimental data in AGARD Advisory Report no. 138 [105] for this airfoil. 

Free stream flow conditions are Mach number of 0.3 and Reynolds number 

of 1.86x10+6 at an incidence angle of 4.04 degrees. In order to observe the relatively 

thin boundary layer development when compared to laminar case on the airfoil 

surface a new denser mesh is generated for turbulent flow calculations. This time 

unlike for the laminar computational grid, Figure 64, entire domain unstructured 

mesh is generated from structured mesh obtained from CFD-GEOM grid generation 

software. Grid resolution on the airfoil surfaces is made denser which resulted in 

approximately 20 grid points inside the turbulent boundary layer all over the 

surface. There exist 158 grid points both on the suction and pressure sides of the 

airfoil surface. The mesh is composed of 30,720 triangular control cells and 15,803 

nodes. The mesh and its details nearby the wall, at the leading edge and at the 

trailing edge are presented in Figure 92, Figure 93 and Figure 94 respectively. 
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Figure 92. Unstructured Viscous Mesh for Turbulent Flow over NACA0012 Airfoil 

 

 

Figure 93. Viscous Mesh Detail nearby NACA0012 Airfoil 



 144

 

   

Figure 94. Mesh Details at the Leading and Trailing Edges of NACA0012 Airfoil 

 

 

Figure 95. Residual History of Turbulent Flow over a NACA0012 Airfoil 
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In Figure 95, the residual history of the solution both for the conservative 

variables and the turbulent viscosity variable are shown. It can be seen from this 

figure that the residual dropped approximately 3 – 3.5 orders of magnitude for 

conservative variables. For the turbulent viscosity variable, a residual drop of 

approximately 3.5 orders of magnitude is obtained. Total computational run time 

for 100,000 iterations lasted approximately 1 hour with the use of 20 Pentium IV 

processors in parallel. 

Same problem is solved by commercial CFD solver FLUENT in order to 

compare the boundary layer development on the airfoil surface. Same structured 

mesh generated by CFD-GEOM mesh generation program is used for FLUENT 

solver. 

 

 

Figure 96. Mach Number Contours for Turbulent Flow Over NACA0012 Airfoil, 

Present Study 
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Figure 97. Mach Number Contours for Turbulent Flow Over NACA0012 Airfoil, 

FLUENT Solver 

 
In Figure 96 and Figure 97, results of the present study and FLUENT solver 

are represented, respectively. It can be seen from these figures that mach number 

contours obtained over the airfoil by two solvers are in good agreement. In both 

figures wake flow at the trailing edge is visible. Suction and pressure side flow 

patterns are similar to each other.  

Obtained turbulent viscosity variation contours over the airfoil by the solver 

developed and FLUENT solver are represented in Figure 98 and Figure 99, 

respectively. It can be observed from these figures that turbulence occurs especially 

at the wake of the airfoil due to large velocity gradients at the trailing edge. It can 

also be seen that generation of turbulence is more noticeable at the suction side of 

the airfoil in both solutions which results in thicker boundary layer formation. 

When results of two solvers are compared it can be said that both quantitatively and 

qualitatively they are in good agreement with each other. 
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Figure 98. Turbulent Viscosity Contours for Flow over NACA0012 Airfoil, Present 

Study 

 

 

Figure 99. Turbulent Viscosity Contours for Flow over NACA0012 Airfoil, 

FLUENT Solver 
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In Figure 100, Figure 101, Figure 102 and Figure 103, computed velocity 

profiles on the upper and lower surfaces of airfoil at 20%, 50%, 80% chord length 

and at the trailing edge of the airfoil are presented, respectively. Results are 

compared with solution of FLUENT solver and laminar flow calculations. 

Development of turbulent boundary layer on the airfoil surface can be observed 

especially after 20% chord length. It must be noted here that modified versions of 

functions )(f 2 χν  and )(f 3 χν  for turbulence model are introduced in computations. 

Therefore, as it can be seen in Figure 100 near to the leading edge velocity profiles 

are closer to laminar boundary layer. After 20% chord length the difference 

between turbulent and laminar boundary layer profiles became noticeable. 

Especially at the trailing edge of the flat plate reversed flow which is observed for 

laminar flow calculations is disappeared for turbulent flow calculations. 

Computational results came out to be in good agreement with the results of 

FLUENT solver. 

 

 

Figure 100. Velocity Profiles at the Upper and Lower Surfaces of NACA0012 

Airfoil, x/L = 0.2 
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Figure 101. Velocity Profiles at the Upper and Lower Surfaces of NACA0012 

Airfoil, x/L = 0.5 

 

 

Figure 102. Velocity Profiles at the Upper and Lower Surfaces of NACA0012 

Airfoil, x/L = 0.8 
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Figure 103. Velocity Profiles at the Trailing Edge of NACA0012 Airfoil 

 

In Figure 104, Figure 105, Figure 106 and Figure 107, computed turbulent 

viscosity profiles on the upper and lower surfaces of airfoil at 20%, 50%, 80% 

chord length and at the trailing edge of the airfoil are presented, respectively. 

Results are compared with solution of FLUENT solver. It can be observed from 

these figures that turbulent viscosity value increases from leading edge to trailing 

edge. It can also be said that turbulent viscosity at the upper surface of the airfoil 

came out to be greater than the lower surface due to the incidence in the free stream 

flow. Increase in the velocity gradients on the upper surface of the airfoil because of 

incidence, results in stronger turbulent flow pattern at the suction side. In Figure 

107 the turbulent viscosity profiles show the wake flow at the trailing edge of the 

airfoil. Qualitatively and quantitatively the computed results are in good agreement 

with results of FLUENT solver. 
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Figure 104. Turbulent Viscosity Profiles at the Upper and Lower Surfaces of 

NACA0012 Airfoil, x/L = 0.2 

 

 

Figure 105. Turbulent Viscosity Profiles at the Upper and Lower Surfaces of 

NACA0012 Airfoil, x/L = 0.5 
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Figure 106. Turbulent Viscosity Profiles at the Upper and Lower Surfaces of 

NACA0012 Airfoil, x/L = 0.8 

 

 

Figure 107. Turbulent Viscosity Profiles at the Trailing Edge of NACA0012 Airfoil 
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In Figure 108, the comparison of the calculated pressure coefficient with 

experimental data is presented. Computational results are in good agreement with 

the experimental data both for present study and FLUENT solver except for the 

leading edge. Laminar distribution differs from the turbulent flow solutions at the 

trailing edge where reverse flow is observed for laminar flow calculations, which is 

also observable in Figure 102 and Figure 103. 

By this test case, validation of implementation of Spalart-Allmaras 

turbulence model into 2-D Navier-Stokes solver is completed. Results came out to 

be quite satisfactory and in good agreement with experimental results. 

 

 

Figure 108. Pressure Coefficient Comparison for Turbulent Flow over NACA0012 

Airfoil, Re = 1.86x10+6 
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4.4. 3-D Validation Studies for the Navier-Stokes Solver 

In order to validate the implementation of viscous term calculation 

algorithms and Spalart-Allmaras turbulence model into the 3-D Euler solver laminar 

and turbulent flow over a 3-D flat plate is investigated. 

 

4.4.1. Laminar Flow Over 3-D Flat Plate 

In order to verify the viscous algorithms in 3-D, the flat plate problem which 

was used for 2-D verification, is investigated. Same flow conditions with 2-D case 

are taken, Reynolds number of 35,000 and Mach number of 0.3.  

A computational mesh composed of hexahedral elements have been 

generated by CFD-GEOM. Simply, the mesh generated for a 2-D case is extruded 

by 0.05 m in y-direction. The hexahedral, structured computational mesh is 

composed of 148x3x40 grid points. 80 of the grid points in x-direction are on the 

wall boundary. There exists 40 grid points up to the far field boundary in z-

direction. 

A post processing code has been written to obtain the unstructured mesh 

with tetrahedral elements from this structured mesh. Hexahedral elements are 

divided into 6 tetrahedral elements taking the normal direction of the faces into 

consideration. The mesh that has been generated is composed of 68,796 tetrahedral 

elements and 17,760 computational node points. 

Figure 109 shows the unstructured computational mesh generated for 3-D 

flat plate. The detail of the computational mesh near the boundary layer at the 

leading edge is given in Figure 110. Cube shaped hexahedral elements have been 

tried to be generated in order to minimize the highly stretched tetrahedrons elements 
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especially near the wall boundaries. On the other hand, in order to observe the 

boundary layer on the flat plate, the minimum ∆y near the wall is set to be 5x10-5 

times the plate length which resulted in at least 20 grid nodes inside the boundary 

layer. Because of this grid clustering near the wall boundary, the formation of 

highly stretched tetrahedrons became unavoidable. If all of the hexahedral elements 

are generated as square cubes, which is the ideal situation for generating high 

quality unskewed tetrahedron elements, the mesh size will become enormously 

high. 

 

 

Figure 109. 3-D Unstructured Mesh for Flat Plate 
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Figure 110. 3-D Unstructured Mesh Detail at the Leading Edge of Flat Plate 

 

 

Figure 111. Residual History for Solution of 3-D Flat Plate Problem 
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In Figure 111, the residual history of the solution is presented. It can be seen 

that the residual dropped approximately 4.5 orders of magnitude in 110,000 

iterations and the solution reached the steady state. Approximately 2 hours of 

computation time was required for the steady-state solution with parallel processing 

using 20 Pentium IV processors. 

The boundary layer development at the mid-section of the computational 

domain (y = 0.025 m) can be observed in Figure 112. Laminar boundary layer 

development, which came out to be the same with the 2-D case (Figure 48), can be 

observed from this figure. 

 

 

 

Figure 112. Laminar Boundary Layer Development at the Leading Edge of 3-D Flat 

Plate (y = 0.025m) 
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The results have been compared with the analytical solution of Blassius’ 

[99] as it was done for the two-dimensional case. Figure 113, Figure 114, Figure 

115 and Figure 116 show the axial velocity profiles at 25%, 50%, 75% and 90% of 

the chord, respectively, and at different sections of the computational domain (y = 

0.01, y = 0.025 and y = 0.04) which are compared with Blassius’ analytical solution 

for incompressible laminar flow, Equation (4.1).  

It can be seen from these figures that velocity profiles at all positions of 

chord and at all sections came out to be in good agreement with the analytical 

solution. 

By this test case, the viscous flux computation algorithms implemented into 

the 3-D Euler solver are validated.  

 

 

Figure 113. Axial Velocity Distribution at 25% of the 3-D Plate 
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Figure 114. Axial Velocity Distribution at 50% of the 3-D Plate 

 

 

Figure 115. Axial Velocity Distribution at 75% of the 3-D Plate 
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Figure 116. Axial Velocity Distribution at 90% of the 3-D Plate 

 

4.4.2. Turbulent Flow over 3-D Flat Plate 

In order to validate Spalart-Allmaras turbulence model implementation in   

3-D Navier-Stokes solver, approximate solution for the turbulent flow over flat 

plate is used for the comparison of computed results. 

In order to observe the turbulent boundary layer for large Reynolds numbers, 

a higher resolution unstructured grid than the one generated for the laminar case is 

generated by the CFD-GEOM. Mesh generation procedure is totally the same which 

is described in Section 4.4.1. As free stream flow conditions, Reynolds number of 

2x106 and Mach number of 0.5 are taken in order to compare the results with 2-D 

solutions. 

The hexahedral, structured computational mesh is composed of 198x3x100 

grid points. 100 of the grid points in x-direction are on the wall boundary. There 
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exists 100 grid points up to the far field boundary in z-direction. The unstructured 

mesh which is obtained from this structured mesh is composed of 234,036 

tetrahedral elements and 59,400 computational nodes. 

Figure 117 shows the unstructured computational mesh generated for 3-D 

flat plate. The detail of the computational mesh near the boundary layer at the 

leading edge is given Figure 118. Minimum ∆y near the wall has been limited to 

1x10-5 times the plate length which resulted in at least 40 grid nodes inside the 

boundary layer.  

 In Figure 119, the residual history of the solution both for the conservative 

variables and the turbulent viscosity variable is presented. As it was done for 2-D 

case, first 100,000 iterations were performed without turbulence. Turbulent flow 

calculations were performed using the laminar flow solution as an initial condition 

in order to accelerate the convergence. It can be seen that the residual dropped 

approximately 2.5 - 3 orders of magnitude for conservative variables. For the 

turbulent viscosity variable, a residual drop of approximately 1.5 orders of 

magnitude was obtained. All of the computations including the laminar flow 

calculations lasted approximately 12 hours with the use of 20 Pentium IV 

processors in parallel. 

In Figure 120, the turbulent boundary layer development at the middle of the 

flat plate can be observed. Figure 121 shows the variation of the turbulent viscosity 

along the flat plate. The turbulent boundary layer profile and the behavior of the 

variation of turbulent variable seem to be as expected and quantitatively the same 

with 2-D case (Figure 85 and Figure 86).  

Figure 122, Figure 123, Figure 124 and Figure 125 show the axial velocity 

profiles at 25%, 50%, 75% and 90% of the chord, respectively, which are compared 

with the approximate solution of the turbulent boundary layer (Equations 4.3 & 4.4) 

and 2-D solutions. 
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Figure 117. 3-D Unstructured Mesh for Flat Plate – Turbulent 

 

 

Figure 118. 3-D Unstructured Mesh Detail at the Leading Edge of Flat Plate – 

Turbulent 
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Figure 119. Residual History for Solution of Turbulent 3-D Flat Plate Problem 

 

 

Figure 120. Turbulent Boundary Layer Development at the Middle of 3-D Flat Plate 

(y = 0.025m) 
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Figure 121. Variation of Turbulent Viscosity Variable at the Middle of 3-D Flat 

Plate (y = 0.025m) 

 

In Figure 122, Figure 123, Figure 124 and Figure 125, it can be observed 

that the computational results give good correspondence with approximate 

analytical solution and 2-D solution. Results are a little bit far away from the 

approximate solution when compared with 2-D solution but the general behaviour 

of the velocity profiles is as expected. 

This test case completed the validation studies performed on the 2-D and 3-

D Navier-Stokes solvers. It can be concluded from the results that viscous flux 

calculations, velocity gradient calculation and grid velocity calculation algorithms 

are all validated with experimental and analytical data. Implementation of 2-D and 

3-D ALE formulations and Spalart-Allmaras turbulence model are also validated. 

The 3-D solver system developed is ready to be tested for laminar and turbulent 

flow over a spinning projectile. 
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Figure 122. Axial Velocity Distribution at 25% of Turbulent 3-D Plate 

 

 

Figure 123. Axial Velocity Distribution at 50% of Turbulent 3-D Plate 
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Figure 124. Axial Velocity Distribution at 75% of Turbulent 3-D Plate 

 

 

Figure 125. Axial Velocity Distribution at 90% of Turbulent 3-D Plate 
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CHAPTER 5 

VISCOUS UNSTEADY FLOWS OVER A SPINNING 

PROJECTILE  

 

After validating implementation of viscous flux computation and grid 

movement algorithms, ALE formulation and Spalart-Allmaras turbulence model in 

2-D and 3-D solvers, a test case is studied in order to simulate the capabilities of the 

developed solver. 

For this purpose, turbulent flow over M910 spin stabilized, 25 mm, target 

practice, discarding sabot-traced projectile is investigated. DeSprito and Heavey 

[106] studied this projectile for the CFD computation of Magnus moment and roll 

damping moment of a spinning projectile. There exists archival experimental data 

available for this projectile. The computational model of the M910 projectile is 

presented in Figure 126. 

Most important reason why this projectile is selected is the fact that spin-

stabilized projectiles usually provide some of the less demanding models to 

generate mesh. Absence of control fins simplifies especially the viscous mesh 

generation. In Section 4.2, the difficulties in viscous unstructured mesh generation 

especially for projectile geometries with fins was stated. Even for a projectile 

without fins available grid generation programs are not able to generate desired 

quality for fully unstructured viscous mesh especially near the wall boundaries. By 

the use of these grid generation programs, it is possible to obtain a high quality 
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hybrid viscous mesh on any geometry but full unstructured viscous mesh generation 

is still an outstanding problem even for a simple projectile geometry. 

 

 

Figure 126. Detailed Geometry of M910 Projectile and the Coordinate Axes          

(all dimensions are in mm) 

 

Because of the problems stated above, a different mesh generation procedure 

is applied in this study. High quality viscous structured mesh is generated by the 

commercial grid generation program, CFD-GEOM. Obtained hexahedral elements 

is divided into 6 tetrahedral elements by a post processing program written in order 

to obtain fully unstructured computational mesh. Details of this grid generation 

procedure are given in APPENDIX C. 

It is unavoidable to obtain unnecessary mesh resolution far away from the 

wall boundary by this grid generation procedure because of the nature of the 
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structured grids. This situation results in generation of high number of 

computational elements after the division of hexahedral elements into tetrahedral 

elements which prevents generation of dense mesh necessary especially at the base 

and the nose of the projectile. 

Furthermore, when the hexahedral elements in the vicinity of the wall, that is 

the elements inside the boundary layer, are divided into tetrahedral elements, highly 

stretched elements are obtained. These highly stretched tetrahedral elements create 

problem especially in the calculation of minimum wall distance values for the 

Spalart-Allmaras turbulence model. The method used for the evaluation of the 

minimum wall distances is explained in APPENDIX D. Another important effect of 

these highly stretched computational elements is the deterioration of the numerical 

solutions after certain number of iterations. 

 Unstructured computational mesh for laminar and turbulent flow 

calculations which is generated by the procedure explained above are presented in 

Figure 127. Computational mesh is composed of 443,520 tetrahedral elements and 

76,446 computational nodes. Far field is taken as approximately 15 times the length 

of the projectile away from the projectile body for both of the computational 

meshes. In Figure 128, mesh details on the surface of the M910 projectile are 

presented. 

Grid clustering is performed along lateral body axis (y-axis) and vertical 

direction in body axis (z-axis) in order to observe the laminar and turbulent 

boundary layer development on the projectile surface due to the flow in longitudinal 

body axis (x-axis) correctly as shown in Figure 129. By this way, the minimum ∆y 

and ∆z on the wall are set to 5x10-5 times the projectile diameter and this resulted in 

more than 20 grid nodes inside the boundary layer. 
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Figure 127. Unstructured Volume Mesh on M910 Projectile 

 

 

Figure 128. Unstructured Mesh Details on the Surface of M910 Projectile  
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Figure 129. Unstructured Mesh Details on M910 Projectile in Vertical Direction to 

Body Axis 

 

5.1. Laminar Flow Solutions over Non-Spinning M910 Projectile 

Initial calculations are performed for laminar flow over non-spinning 

projectile. Actually, the flow conditions given by DeSprito and Heavey [106] are 

fully turbulent. But, in order to see the effect of the mesh generated to be flow 

solutions, computations are performed first without the turbulence model. 

Three different flow conditions are examined for laminar flow computations. 

Solution matrix is given in Table 5. 

In Figure 130, the convergence histories for the axial force coefficient is 

given for M=0.4, M=0.6 and M=1.2 laminar flow conditions. In Figure 131, the 

residual histories are presented. 10,000 iterations lasted approximately 1.5 hours on 

20 Pentium IV processors working in parallel. It can be concluded from both of 

these figures that steady-state is reached after 10,000 iterations and axial force 
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coefficient became constant for all flow conditions. All of the other aerodynamic 

coefficients came out to be very close to zero as expected because of the symmetry 

of the projectile and flow with zero angle of attack. 

 

Table 5. Solution Matrix for Laminar Flow Calculations 

Mach # (M) Re

0.4 9.32 x 10+6

0.6 1.40 x 10+7 

1.2 2.80 x 10+7 

 

 

Figure 130. Convergence Histories of the Axial Force Coefficient for Non-Spinning 

Projectile, Laminar Flow Calculations 
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Figure 131. Residual Histories for Non-Spinning Projectile Laminar Flow 

Calculations 

 
In Figure 132 and Figure 133, the Mach number contours over the projectile 

are presented in pitch and yaw planes, respectively for M=0.4. It can be seen from 

these figures that flow remains subsonic over the entire field and the computational 

results are quite symmetric. 

 

 

Figure 132. Mach Number Contours for Non-Spinning Projectile Laminar Flow 

Calculations, pitch plane, M = 0.4, Re = 9.32 x 10+6 
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Figure 133. Mach Number Contours for Non-Spinning Projectile Laminar Flow 

Calculations, yaw plane, M = 0.4, Re = 9.32 x 10+6 

 

Recirculation development can be observed at the base the projectile as 

shown in Figure 134. In Figure 135, the laminar boundary layer development can be 

observed on the surface of the projectile. 

 

 

Figure 134. Streamlines Colored by Mach Number for Non-Spinning Projectile 

Laminar Flow Calculations, M = 0.4, Re = 9.32 x 10+6 
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Figure 135. Laminar Boundary Layer Development on the Surface of M910 

Projectile, M = 0.4, Re = 9.32 x 10+6 

 

 

Figure 136. Mach Number Contours for Non-Spinning Projectile Laminar Flow 

Calculations, pitch plane, M = 0.6, Re = 1.40 x 10+7 
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Figure 137. Mach Number Contours for Non-Spinning Projectile Laminar Flow 

Calculations, pitch plane, M = 1.2, Re = 2.80 x 10+7 

 

In Figure 136, Mach number contours for M=0.6 is shown at the pitch plane. 

Flow structure over the projectile is similar to M=0.4. Flow remains subsonic over 

the entire flow field. Recirculation zone at the base of the projectile became larger 

when compared to M=0.4 flow conditions. 

For M=1.2, development of well defined expansion fans and recompression 

shocks aft of the ogive-body interface and projectile base can be observed in Figure 

137. Furthermore, an oblique shock formation can be observed at the nose of the 

projectile. 

In Figure 138, computed drag force coefficients at zero angle of attack are 

compared with the results of DeSprito and Heavey [106] and experimental data. 

Although entire solution domain investigated by DeSprito and Heavey [106] is not 

examined, obtained results show good agreement with both experimental data and 

DeSprito and Heavey’s results. There is approximately 15% difference between the 

results of present study and computational results of DeSprito and Heavey that can 

be explained by the absence of the turbulence model in this level of calculations. 
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Another important reason may be the inadequate resolution of computational mesh 

in the boundary layer region. DeSprito and Heavey used computational meshes 

composed of 1 million to 2 million elements in their turbulent flow calculations 

where a computational mesh composed of approximately 450,000 elements have 

been used in this study for laminar flow calculations. 

 

 

Figure 138. Zero angle of attack Drag Force Coefficient vs Mach Number 
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5.2. Laminar Flow Solutions over Spinning M910 Projectile 

Results of steady-state calculations for laminar flow over non-spinning 

projectile are used as an initial starting point for the unsteady flow calculations over 

spinning projectile before introducing turbulence model. Unsteady flow calculations 

for the spinning projectile are performed at a Mach number of 0.4, a Reynolds 

number of 9.32x10+6 with zero angle of attack in order to see the accuracy of ALE 

formulation adapted. It was observed by DeSprito and Heavey [106] that roll 

moment is independent of angle of attack. Because of this, laminar flow 

calculations are performed for spinning projectile at zero angle of attack. Effect of 

incidence in flow will be investigated for turbulent flow calculations around 

spinning projectile. 

Reduced frequency of 0.0852 is taken which is proposed by DeSprito and 

Heavey [106]. This value corresponds to 23.17 rad/sec rotational speed where 

DeSprito and Heavey [106] used 1,431 rad/sec for their computations. This 

difference comes from the non-dimensionalization of the flow equations in the 

present study. When the computational domain is non-dimensionalized, reference 

length, which is the diameter of the projectile, became unity. Equation (4.1) states 

that calculation of the reduced frequency requires the reference length. In order to 

provide the similitude between two studies, it is a must to rotate the projectile 

relatively slower than DeSprito and Heavey’s [106] study. By this way the 

tangential velocities for two studies match with each other but there occurs a drastic 

increase in computational time required for the present study. 

In Figure 139, the variation of roll moment coefficient with rotation is 

presented for laminar flow. Because of the reason stated above, only 6° of rotation 

can be obtained. But, it seems that roll moment coefficient reached its steady-state 

value after that amount of rotation. This is expected since there are no fins that will 

create extra roll moment other than the rotation itself, for this projectile. Oktay E., 
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and Akay [30] also introduced 5° of rotation for the calculation of roll damping 

coefficient in their computations. 

All of the computations including the steady-state calculations lasted 

approximately 25 hours with the use of 20 Pentium IV processors in parallel. It can 

be observed from this figure that a sudden drop in roll moment coefficient resulting 

from the beginning of rotation is followed by a monotonically damping behavior of 

the coefficient with respect to time. 

 

 

Figure 139. Roll Moment Coefficient Variation with Rotation for Laminar Flow,      

M = 0.4, Re = 9.32 x 10+6 

 

 When roll damping coefficient is calculated by Equation (4.2) by taking the 

non-spinning roll moment coefficient as zero, a value of 021.0C pl −=  is obtained. 

DeSprito and Heavey [106] presented a value between ( 038.0C pl −=  and 
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029.0C pl −= ) for different turbulence models where experimental value is given as 

approximately 035.0C pl −= . Main reason for the difference between present study 

and DeSprito and Heavey’s results is the fact that turbulence model is not 

introduced in this case. It is known that turbulence is a dominant factor that affects 

the wake flow at the base of the projectile. Also, DeSprito and Heavey’s results are 

for an angle of attack of 3°. Although they stated that for small values of angle of 

attack, roll damping coefficient is not much affected, this may be a source of the 

distinction of results of the present study from their results. 

Another important factor is the computational mesh again. It was stated 

before that highly stretched skew elements in the boundary layer seriously 

deteriorates the flow pattern. Steady-state calculations seemed to be not much 

influenced from the mesh quality but complicated flow pattern resulting from the 

rotation of the projectile is directly affected from the inadequate resolution of the 

computational mesh especially at the wake region. 

In Figure 140, Figure 141, Figure 142 and Figure 143, the stream traces on 

the projectile surface are presented after 0.1°, 1°, 3° and 6° of rotation, respectively. 

It can be seen from these figures that for 0.1° of rotation, effect of spinning motion 

is not felt much yet. After 1° of rotation, the streamlines became wrap on the 

projectile surface in the rotation direction and did not change their behavior much 

after 3° and 6° of rotation. In Figure 144, Figure 145, Figure 146 and Figure 147, 

the streamlines at the base of the projectile is presented again after 0.1°, 1°, 3° and 

6° of rotation, respectively. It can be observed from these figures that the 

recirculation in the flow which was calculated in steady-state computations is 

carried outwards due to the effect of rotation. Again not much change in the flow 

pattern is observed after 1° of rotation. 
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Figure 140. Laminar Flow Streamlines on M910 Projectile, °= 1.0θ  

 

 

Figure 141. Laminar Flow Streamlines on M910 Projectile, °= 1θ  
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Figure 142. Laminar Flow Streamlines on M910 Projectile, °= 3θ  

 

 

Figure 143. Laminar Flow Streamlines on M910 Projectile, °= 6θ  
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Figure 144. Laminar Flow Streamlines at the Base of M910 Projectile, °= 1.0θ  

 

 

Figure 145. Laminar Flow Streamlines at the Base of M910 Projectile, °= 1θ  
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Figure 146. Laminar Flow Streamlines at the Base of M910 Projectile, °= 3θ  

 

 

Figure 147. Laminar Flow Streamlines at the Base of M910 Projectile, °= 6θ  
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5.3. Turbulent Flow Solutions over Non-Spinning M910 Projectile 

Steady-state turbulent flow calculations are performed for the flow 

conditions defined in Table 5 for an angle of attack value of 3°. Results of these 

computations are used as an initial starting point for unsteady flow computations. 

Steady-state solutions are also necessary for the calculation of dynamic stability 

coefficients. 

In Figure 148, Figure 149 and Figure 150 the convergence histories for the 

drag force coefficient, roll moment coefficient and yaw moment coefficient for 

M=0.4, M=0.6 and M=1.2 turbulent flow conditions are presented, respectively. 

10,000 iterations lasted approximately 5 hours for each case using 20 Pentium IV 

processors working in parallel.  

Aerodynamic coefficients are the determining factor in convergence. 

Remembering this fact, it can be concluded from these figures that steady-state is 

reached after 10,000 iterations and drag force coefficient became constant for all 

flow conditions. Roll moment and yaw moment coefficients converged to values 

very close to zero which is expected for an un-finned projectile. Difference from 

zero can be explained by numerical dissipation due to the existence of highly 

stretched elements especially near the wall boundary and at the base of the 

projectile. The difficulty in unstructured viscous mesh generation for projectile 

geometries has been stated at the beginning of this chapter and in Section 4.2. 

Generation of unstructured mesh from the structured mesh causes highly stretched 

elements especially inside the boundary layer which results in generation of 

numerical dissipation in solutions. 
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Figure 148. Convergence History of the Drag Force Coefficient for Non-Spinning 

Projectile, Turbulent Flow Calculations 

 

 

Figure 149. Convergence History of the Roll Moment Coefficient for Non-Spinning 

Projectile, Turbulent Flow Calculations 
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Figure 150. Convergence History of the Yaw Moment Coefficient for Non-

Spinning Projectile, Turbulent Flow Calculations 

 

In Figure 151, variation of Mach number contours over the projectile in 

pitch plane is presented for M=0.4. Flow pattern seems similar to laminar flow 

results except the recirculation zone at the base of the projectile. Recirculation zone 

became larger at the base due to the diffusive effect of turbulence. Effect of angle of 

attack is also observable especially at the base and the nose of the projectile. At the 

upper side of the projectile, which does not face the flow with incidence, the 

boundary layer came out to be thicker. 

In Figure 152, variation of non-dimensional turbulent viscosity over the 

projectile in pitch plane is shown. Generation of high level of turbulence can be 

observed at the base of the projectile. Turbulent viscosity increases dramatically at 

the base due to the existence of large velocity gradients caused by recirculation. 

Formation of turbulent viscosity on the surface of the projectile especially near the 

nose where velocity gradients are high due to incidence in the flow is observable in 
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Figure 153 in which contour scales is reduced in order to see the turbulence 

generation on the projectile surface. 

 

 

Figure 151. Mach Number Contours for Non-Spinning Projectile, Turbulent Flow 

Calculations, pitch plane, M = 0.4, Re = 9.32 x 10+6, α = 3° 

 

 

Figure 152. Turbulent Viscosity Contours for Non-Spinning Projectile, pitch plane, 

M = 0.4, Re = 9.32 x 10+6 
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Figure 153. Turbulent Viscosity Contours for Non-Spinning Projectile, pitch plane, 

M = 0.4, Re = 9.32 x 10+6, α = 3°, Reduced Contours 

 

 

Figure 154. Turbulent Boundary Layer Development on the Surface of M910 

Projectile, M = 0.4, Re = 9.32 x 10+6 
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 In Figure 154, formation of turbulent boundary layer on the surface of the 

projectile is presented. Figure 155 shows the variation of the turbulent viscosity in 

the boundary layer. Turbulent boundary layer profile and the behavior of the 

variation of turbulent viscosity seem to be as expected. Comparison of laminar and 

turbulent boundary layer developments is shown in Figure 156. The effect of the 

turbulent viscosity can be observed in this figure. Difference between the laminar 

and turbulent boundary layer thicknesses can be observed from this figure. 

 

 

Figure 155. Variation of Turbulent Viscosity Variable on the Surface of 

M910 Projectile, M = 0.4, Re = 9.32 x 10+6 

 

In Figure 157, Mach number contours for M=0.6 is shown at the pitch plane. 

Flow structure over the projectile is similar to M=0.4. Effect of angle of attack is 
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also observable especially at the base and the nose of the projectile. Flow remains 

subsonic over the entire flow field. Development of the turbulent boundary layer on 

the projectile surface can be observed. 

 

 

Figure 156. Comparison of Laminar and Turbulent Boundary Layers over M910 

Projectile, M = 0.4, Re = 9.32 x 10+6 

 

In Figure 158, Mach number contours for M=1.2 is shown at the pitch plane. 

Flow structure over the projectile is similar to laminar flow computations. 

Development of expansion fans and recompression shocks aft of the ogive-body 

interface and projectile base can be observed. An oblique shock formation at the 

nose is also observable. 
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Figure 157. Mach Number Contours for Non-Spinning Projectile, Turbulent Flow 

Calculations, pitch plane, M = 0.6, Re = 1.40 x 10+7 

 

 

Figure 158. Mach Number Contours for Non-Spinning Projectile, Turbulent Flow 

Calculations, pitch plane, M = 1.2, Re = 2.80 x 10+7 
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In Figure 159, computed drag force coefficients at angle of attack of 3° are 

compared with the results of DeSprito and Heavey [106] and experimental data. 

Obtained results show good agreement especially with experimental data and 

DeSprito and Heavey’s results with detached-eddy simulation (DES) turbulence 

model. DeSprito and Heavey stated that DES calculations can be considered as the 

most accurate model of the turbulence models that they had investigated. DeSprito 

and Heavey stated that use of Reynolds Averaged Navier-Stokes (RANS) 

formulation for steady-state and unsteady flow calculations, is adequate to predict 

the aerodynamic coefficients expect the Magnus moment. Differences from the 

experimental data can again be explained by the inadequate mesh stretching 

especially inside the boundary layer used in the present study. Resolving the 

viscous boundary layer is critical for predicting aerodynamic coefficients. It must 

also be noted here that the effect of the wall roughness, which will increase the skin 

friction, is not introduced to the turbulence model in this study. 

 

 
 

Figure 159. Drag Force Coefficient at 3° angle of attack vs Mach Number 
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5.4. Turbulent Flow Solutions over Spinning M910 Projectile 

Results of steady-state calculations for turbulent flow over non-spinning 

projectile are used as an initial starting point for the unsteady flow calculations over 

spinning projectile. Unsteady flow calculations for the spinning projectile are 

performed for the flow conditions defined in Table 5 for an angle of attack value of 

3°. Reduced frequency of 0.0852 is taken which is proposed by DeSprito and 

Heavey [106]. 

Roll damping coefficient is calculated using Equation (4.2) taking the value 

of roll moment coefficient for steady-state computations to be equal to zero. In 

Figure 160 the variation of roll damping moment coefficient with Mach number is 

presented. Results came out to be qualitatively in agreement with DeSprito and 

Heavey’s results. But, both present results and DeSprito and Heavey’s results are 

quantitatively apart from the experimental data. Especially for supersonic case 

result obtained from the present study came out to be quite apart from experimental 

data. For supersonic flow conditions interaction between shock formation and 

turbulent boundary layer presents a difficult phenomenon to predict especially for 

unsteady rotating computations. Inadequate quality of the computational mesh 

especially at the aft of the ogive-body interface and projectile base directly affects 

the computational results for supersonic flow conditions. 

DeSprito and Heavey stated that RANS computations are adequate to 

calculate the roll damping coefficient within %15 of experimental data. For the 

present study, this difference from experimental data can be explained with high 

stretching ratio in computational mesh especially near the wall boundaries. It is 

known that resolving the viscous boundary layer is critical for predicting the 

Magnus and roll damping moments. Because of the mesh generation problem stated 

before it was impossible to obtain elements with low stretching ratio especially in 

the vicinity of the projectile surface. 
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Figure 160. Roll Damping Coefficient vs Mach Number at α = 3° 

 

In the developed code, preconditioning of the equations is not implemented. 

Although usually needed for low Mach number (M<0.2) flows, preconditioning 

improves the convergence characteristics, due to the low speed flow in projectile 

wake region where all of the convergence problems observed in this study occurred 

at. This may be another reason for the quantitative difference of the computational 

results from the experimental data. But, in general it can be said that the trend of the 

computed roll damping coefficient is in agreement with experimental data. 

As it was explained in Section 5.2, non-dimensionalization of flow and 

turbulence model equations and use of highly stretched elements near the wall 

boundary resulted in very small time step values which drastically increased the 

computational time required for the rotation of the projectile. For all of the cases 

studied, approximately 3° of rotation could be simulated. Computation time for this 
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amount of rotation came out to be approximately 15 hours for each flow condition 

Roll moment and yaw moment coefficients seemed to reach a constant value after 

that amount of rotation but further rotation may improve the results. 

Magnus moment coefficient derivative is calculated using the formula given 

below [106]; 
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Equation (5.1) takes the form given below noting that yaw moment 

coefficient for a symmetric geometry must be equal to zero for steady-state 

computations and for unsteady computations with zero angle of attack [106]; 
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In Figure 161 the variation of Magnus moment coefficient derivative with 

Mach number is presented. Both present results and DeSprito and Heavey’s results 

with turbulence models other than DES came out to be apart from the experimental 

data especially for low Mach numbers. DeSprito and Heavey stated that DES is 

necessary to predict the Magnus moment especially in the subsonic and transonic 

flow regimes. This situation can also be observed in the figure. None of the RANS 

turbulence models used by DeSprito and Heavey could predict the decreasing trend 

of Magnus moment below M>2.0. 



 197

This drastic difference between results of the present study and DES results 

and experimental data indicates that the oscillatory wake flow has an impact on the 

upstream side forces. This effect is mainly observed in the subsonic and transonic 

flow regimes. Time accurate nature of DES can simulate fully unsteady oscillatory 

wake flow behind the projectile but as DeSprito and Heavey stated there is a drastic 

increased cost in computational time required for DES. 

 

 

Figure 161. Magnus Moment Coefficient Derivative vs Mach Number at α = 3° 

 

DeSprito and Heavey offers an increase in the mesh density in the projectile 

wake flow region in order to better predict the Magnus moment coefficient. Their 

work on mesh dependency showed that inadequate mesh density in the boundary 

layer region results in large changes in Magnus moment coefficient derivative. At 

the base of the projectile, denser mesh generation by the mesh generation method 
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described in Appendix C causes drastic increase in the mesh size and deteriorates 

the mesh quality inside the boundary layer. Use of structured hexahedral elements 

inside the boundary layer region and unstructured tetrahedral elements up to the far 

field boundary, that is use of hybrid grids, seems to eliminate this problem in 

computations. 

Since Magnus force and moment coefficients are relatively small 

coefficients, especially at low angle of attack, they are affected by the transient flow 

in the projectile wake especially in the subsonic and transonic flow regimes which 

make them rather difficult to be predicted accurately. 

In general, it can be said that the choice of turbulence model has the largest 

effect on the aerodynamic coefficients, primarily the Magnus moment and roll 

damping. Spalart-Allmaras turbulence model used in this study gave comparable 

results with other turbulence models studied by DeSprito and Heavey. But, 

especially for the prediction of Magnus moment coefficient derivative use of time 

accurate turbulence models with higher accuracy (DES, Large–Eddy Simulation, 

etc.) seems to be absolutely necessary. 

In Figure 162, Figure 163, Figure 164, the stream traces on the projectile 

surface are presented after 0.1°, 1° and 2° of rotation for M=0.6 flow condition, 

respectively. It can be seen from these figures that for 0.1° of rotation, first impact 

of the rotation is felt on the ogive part of the projectile. There occurs a resistance of 

the turbulent boundary layer to the rotation at the very beginning. After 1° of 

rotation, the streamlines became to wrap on the projectile surface in the rotation 

direction and did not change their behavior much for 2° of rotation. This situation is 

also observed in the variation of aerodynamic coefficients which became almost 

constant approximately after 1° of rotation. Effect of angle of attack can be 

observed at the nose of the projectile where flow makes recirculation. 
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Figure 162. Turbulent Flow Streamlines on M910 Projectile, °= 1.0θ  

 

 

Figure 163. Turbulent Flow Streamlines on M910 Projectile, °= 1θ  
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Figure 164. Turbulent Flow Streamlines on M910 Projectile, °= 2θ  
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CHAPTER 6 

CONCLUSION & DISCUSSION 

The main objective of this study is to develop a turbulent flow solver in 

order to evaluate the aerodynamic dynamic stability derivative coefficients for 

rotating missile configurations.  

 The study presented here involves the generation of a three-dimensional 

finite volume solver which uses Roe’s upwind flux differencing scheme for spatial 

and Runge-Kutta explicit multistage time stepping scheme for temporal 

discretization on unstructured meshes for the unsteady solution of external viscous 

flow around rotating bodies. A parallel algorithm based on PVM message passing 

libraries has been adapted in order to run the solver on distributed memory 

computers. 

Arbitrary Lagrangian Eulerian (ALE) formulation has been adapted to the 

solver for the simulation of the rotation of the body. A detailed literature survey on 

the implementation of rotation into governing flow equations has been performed 

and ALE formulation has been selected because of its simplicity in terms of 

application and its physically meaningful nature. Detailed derivation of the ALE 

formulation on Euler equations has been performed. Investigations and derivation 

studies showed that the grid motion only affects the convective variables from a 

physical point of view and the grid motion only modifies the eigenvalues of the 

Jacobian from a mathematical point of view. So implementation of ALE 

formulation into full Navier-Stokes equations came out to be the same as it is for 

Euler equations. Therefore eigenvalues of the Euler equations in ALE form has 



 202

been derived and introduced into the Roe’s upwind flux differencing scheme 

directly. 

Body rotation has been simply performed by rotating the entire 

computational domain including the body of the projectile by means of rotation 

matrices. Therefore the computational domain has not been deformed. This has 

eliminated the need of conserving geometric quantities. By ALE formulation it is 

possible to solve flow around a body having any kind of motion if necessary 

translation and rotation matrices are known. 

Diffusive fluxes have been evaluated simply by using divergence theorem to 

calculate the velocity gradients. This is the simplest way to calculate the gradients 

but it works well as shown in the verification and validation studies. 

The Spalart Allmaras turbulence model which is a widely used model is 

selected as the turbulence model. It is a one equation turbulence model and easy to 

implement into the solver when compared to two-equation models. As it was stated 

in related chapters 2-D and 3-D turbulent flow calculations predicts acceptable 

results. The main drawback of Spalart-Allmaras turbulence model came out to be 

the calculation of the minimum wall distances. As it will be explained later, 

especially in 3-D, generation of highly stretched tetrahedral elements is unavoidable 

with the mesh generation tools available. Since wall distance is more important near 

the wall boundaries, this situation created some problems. It is observed that 

attention has to be given for the calculation of minimum wall distance at near wall 

boundaries. 

First, three-dimensional Euler solver is verified on two different finned 

missile configurations. Predictions are in good agreement with experimental data 

especially for low angle of attack values. The ALE formulation and the grid 

movement algorithms in 3-D are tested for inviscid flows over a rotating missile 

configuration. Results came out to be satisfactory for inviscid flow calculations. 



 203

Inviscid flow calculations have shown that spatial discretization scheme has the 

desired accuracy level. It could not be possible to perform enough verification 

studies on three-dimensional viscous calculations because of the mesh generation 

problem that was explained in the text. 

The developed Navier-Stokes code has been validated in two-dimensions by 

performing steady state calculations for viscous (laminar and turbulent) flow over 

flat plate, NACA0012 airfoil and NLR 7301 airfoil with trailing edge flap. Steady-

state calculations in two dimensions gave quite satisfactory results. The results 

showed that the spatial discretization scheme, viscous flux calculation algorithms 

and Spalart-Allmaras turbulence model implementation have the desired order of 

accuracy. 

Then ALE formulation has been verified on a rapidly pitching NACA0012 

airfoil for 2-D viscous flow. Comparison of the computational data for pitching 

airfoil with experimental data has showed that ALE formulation that has been 

adapted gave quite acceptable results. When the unsteady solutions are animated it 

has been seen that the solver is capable of observing the separation bubbles and 

vortices generated especially behind the airfoil. Even the vortex shedding behind 

the airfoil has been simulated. 

Afterwards viscous flux computation algorithms and implementation of 

Spalart-Allmaras turbulence model in 3-D are validated by examining flow over flat 

plate problem. Formations of laminar and turbulent boundary layer profiles on the 

flat plate are accurately obtained. Comparison with analytical and approximate 

solutions showed that 3-D turbulent Navier-Stokes solver developed gives accurate 

and reasonable results. 

Flow over a spinning projectile without fins is studied as a final test case. 

Selection of such a projectile was chosen in order to obtain high resolution 

boundary layer mesh around the rotating body. As it was explained before, mesh 
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generation has created significant problems especially for three dimensional viscous 

calculations. A post processing program has been written that takes the structured 

viscous mesh generated by a commercial mesh generation program, and converts it 

into unstructured one. By this way, it was possible to obtain required mesh density 

for a projectile without fins in order to observe the turbulent boundary layer on the 

projectile surface. But the main drawback of this procedure is that when high 

resolution, dense mesh is generated on the projectile surface, this mesh has to be 

extended up to far field because of the nature of the structured volume mesh 

generation. If it is noted that, the hexahedral elements of the structured elements are 

divided into six tetrahedral elements for unstructured mesh generation, it is 

unavoidable to obtain enormous size of computational mesh. Besides, there occur 

highly stretched tetrahedral elements especially near to the wall boundary which 

directly affects the numerical accuracy. 

3-D viscous algorithms, ALE formulation and Spalart-Allmaras turbulence 

model implementation have been validated using the viscous computational mesh 

generated for M910 un-finned projectile. Results came out to be quite acceptable 

except for Magnus moment coefficient derivative. Turbulent boundary layer 

development on the projectile surface has been observed for steady-state 

calculations. Computations for flow over spinning projectile also gave qualitatively 

good results when compared with experimental data expect Magnus moment 

coefficient derivative. Inadequate quality of computational mesh in the vicinity of 

wall boundary because of the reasons explained above caused distinction from 

experimental data. 

In literature it is observed that time accurate turbulence models such as 

Large-Eddy Simulation or Detached Eddy Simulation, came out to be the most 

suitable method to predict Magnus moment coefficient derivative especially for 

subsonic and transonic flow regime. Use of RANS turbulence models fails in 

prediction of this coefficient because of the fully unsteady oscillatory wake flow at 

the base of the projectile which has an impact on the upstream side forces. But, in 
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general trend of the computational results obtained in this study are in good 

agreement with both experimental data and results of previous studies. 

Mesh generation problem has restricted the verification studies of three 

dimensional viscous algorithms. It seems that it will be unavoidable to arrange the 

solver developed so that it can handle any type of element. In other words, it seems 

it is necessary to make the solver handle hybrid meshes.  

Especially for a better prediction of Magnus moment coefficient derivative, 

use of time accurate (Detached-Eddy Simulation, Large-Eddy Simulation) are 

strongly advised rather than the use of RANS turbulence models. 

The technique applied in this study for the computation of minimum wall 

distance values for Spalart-Allmaras turbulence model, APPENDIX D, gives 

accurate and acceptable results but when the number of control volumes in the 

computational domain increase, computational time required for this method 

becomes enourmously high. Use of fast marching level set methods to solve the 

Eikonal equation, which was developed by Sethian [107], to calculate the closest 

points to a surface may be utilized in order to minimize the computational time 

requirements. 

As an overall conclusion, it can be said that the solver developed is able of 

predicting viscous external flows around rotating bodies. It is possible to evaluate 

the necessary dynamic stability characteristics with this solver. As a future work it 

can be stated that especially for viscous flow calculations capability of handling 

hybrid grids instead of full unstructured grids is absolutely necessary. In addition, 

use of implicit time stepping algorithms is also advised strongly. Stability limits of 

the explicit time stepping algorithms directly affects the computational time 

necessary to obtain satisfactory results. Use of implicit schemes will reduce the 

computational cost especially of unsteady moving body calculations. 
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APPENDIX A 

SAMPLE INPUT DATA 

1.1 Inflow Mach Number 

1 Viscous Model 0:Inviscid; 1:Viscous 

0 Turbulence 0:Laminar; 1:Spalart-Allmaras 

5000 Reynolds # 

1. Free stream Spalart-Allmaras Working Variable; anutin 

1. Inflow Pressure [Non-dim] 

1. Inflow Temperature [Non-dim] 

1. Outflow Pressure [Non-dim](For Cascade Flows) 

10.0, 0.0 Alpha and Beta [°] 

0., 0., 0. Center of Mass [m] 

12.69 Reference Length [m] 

1 Implicit Residual Smoothing 0:Closed; 1:Open 

1.5 CFL # 

10000 Number of Time Step 

10 Frequency for the Result to be Printed on Screen 

1.e10 Maximum Physical Time For Run [sec](For Unsteady Problems) 

5. Order of Magnitude For The Residual To Be Reduced 

1000 Frequency for the Solution to be Saved 

1  q.end Input Data File is Used or Not; File Name 

3 Tecplot Output 

30 Number of Partitions 

1 iloc    0:local,       1:global time stepping (for ALE) 

1 irot    0:no rotation  1:rotation (for ALE) 

0.0093 Reduced Frequency (Rotation)Around Axis of Projectile (for ALE) 

0. Reduced Frequency (Rotation)Around Axis of Trajectory (for ALE) 
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APPENDIX B 

GRID FILE FORMAT 

159095 (node #)     890630 (element #) 

 

x (m)    y (m)    z (m)  BC 

-.158939809039E+01  .192640789248E-02  .000000000000E+00   -2 

-.158939809039E+01  .235909134519E-18  .192640800000E-02   -2 

-.159000000000E+01  .100906169547E-02  .000000000000E+00   -2 

-.159000000000E+01  .123570336367E-18  .100906200000E-02   -4 

-.158999915359E+01  .742601246691E-03  .742601200000E-03   -4 

 .227872295956E+01  .422910000000E-01  .000000000000E+00   -4 

        .                         .                         .            . 

        .                         .                         .            . 

        .                         .                         .            . 

        .                         .                         .            . 

        .                         .                         .            . 

        .                         .                         .            . 

        .                         .                         .            . 

        .                         .                         .            . 

        .                         .                         .            . 

   n1       n2       n3       n4  (Connectivity Table) 

 11347    11348    11349    11350 

 11347    11351    11348    11352 

 11348    11353    11354    11355 

 11347    11356    11357    11353 

 11355    11347    11348    11353 

 10390    11358    11359    11360 

   .        .        .        .    

   .        .        .        .    

   .        .        .        .    

   .        .        .        .    
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APPENDIX C 

UNSTRUCTURED GRID GENERATION FOR A PROJECTILE 

 

 Unstructured mesh on a projectile without fins for viscous flow calculations 

is generated by post processing the structured mesh generated by CFD-GEOM. It is 

impossible to handle a multi domain mesh for this purpose because CFD-GEOM 

gives i-j-k ordered output. Because of this reason it is tried to obtain a single zone 

viscous structured mesh over a projectile. 

 First a 2-D computational mesh is generated over the half of the projectile, 

Figure 165. 

 

 

Figure 165. 2-D Structured Computational Mesh Around a Projectile 
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 Then 3-D computational mesh is obtained by rotating this 2-D mesh around 

x-axis. Generated mesh is reoriented in order to make i direction coincident with x-

axis, j-direction coincident with y-axis and k-direction coincident with z-axis, 

Figure 166. 

 

 

Figure 166. 3-D Structured Computational Mesh Around a Projectile 

 

 Then 3-D structured mesh data is exported from CFD-GEOM in i-j-k 

PLOT3D format. This mesh can be treated as a mesh composed of hexahedral 

elements and prismatic elements at vicinity of y = 0 and z= 0, Figure 167.  

 Hexahedral elements are divided into six tetrahedral elements where 

prismatic elements are divided into three tetrahedral elements. Special treatment is 
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given to the beginning and end of the projectile surface where prismatic elements 

occur. Normal directions of the faces of the generated tetrahedral elements are 

forced to be directing outside of the element. 

 

 

Figure 167. Hexahedral and Prismatic Elements on 3-D Structured Mesh 

 

 Illustration of generating three unstructured tetrahedral elements from a 

prismatic element at the nose of the projectile is given in Figure 168. Resulting 

connectivity for three tetrahedral elements is shown in Table 6. 

 Illustration of generating three unstructured tetrahedral elements from a 

prismatic element at the base of the projectile is given in Figure 169. Resulting 

connectivity for three tetrahedral elements is shown in Table 7. 
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Illustration of generating six unstructured tetrahedral elements from a 

hexahedral element is given in Figure 170. Resulting connectivity for six tetrahedral 

elements is shown in Table 8. 

 

 

Figure 168. Generating Tetrahedral Elements from the Prismatic Element at the 

Nose of the Projectile 

 

Table 6. Connectivity for Three Tetrahedral Elements Obtained from the Prismatic 

Element at the Nose of the Projectile 

Element # i1 i2 i3 i4 

1 2, j+1, k 2, j, k 2, j+1, k+1 1, j, k 

2 2, j+1, k+1 2, j, k 2, j, k+1 1, j, k 

3 1, j+1, k 2, j+1, k 2, j+1, k+1 1, j, k 
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Figure 169. Generating Tetrahedral Elements from the Prismatic Element at the 

Base of the Projectile 

 

Table 7. Connectivity for Three Tetrahedral Elements Obtained from the Prismatic 

Element at the Base of the Projectile 

Element # i1 i2 i3 i4 

1 ni-1, j, k ni-1, j+1, k ni-1, j+1, k+1 ni, j+1, k 

2 ni-1, j, k+1 ni-1, j, k ni-1, j+1, k+1 ni, j+1, k 

3 ni, j, k ni-1, j, k ni-1, j, k+1 ni, j+1, k 
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Figure 170. Generating Tetrahedral Elements from a Hexahedral Element 

 

Table 8. Connectivity for Six Tetrahedral Elements Obtained from a Hexahedral 

Element 

Element 
# i1 i2 i3 i4 

1 i+1, j+1, k i+1, j, k i+1, j+1, k+1 i, j, k 

2 i+1, j+1, k+1 i+1, j, k i+1, j, k+1 i, j, k 

3 i, j+1, k i+1, j+1, k i+1, j+1, k+1 i, j, k 

4 i+1, j+1, k+1 i+1, j, k+1 i, j, k+1 i, j, k 

5 i, j+1, k+1 i+1, j+1, k+1 i, j, k+1 i, j, k 

6 i, j+1, k i+1, j+1, k+1 i, j+1, k+1 i, j, k 
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APPENDIX D 

MIMIMUM WALL DISTANCE CALCULATION IN THE 

SPALART-ALLMARAS TURBULENCE MODEL 

 

 The procedure followed for the calculation of minimum distance of cell 

centers of the computational elements to the wall boundary which is extremely 

important for Spalart-Allmaras turbulence model is stated below in order:  

1. First all the faces on the wall boundary are marked. Four neighbors of all of the 

tetrahedral control volumes have already been determined in the solver. It is 

known whether a face of the control volume is wall or not. 

2. Coordinates of the center of these wall faces are calculated by averaging the 

coordinates of the nodes forming the face: 

3
)3node(z)2node(z)1node(zz

3
)3node(y)2node(y)1node(yy

3
)3node(x)2node(x)1node(xx

center,wall

center,wall

center,wall

++
=

++
=

++
=

            (D.1) 

3. An overall loop is turned over the total number of control volumes and the 

coordinates of the centroids of tetrahedral control volumes are calculated again 

by averaging the coordinates of the nodes that are belonging to that control 

volume: 
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4
)4node(z)3node(z)2node(z)1node(zz

4
)4node(y)3node(y)2node(y)1node(yy

4
)4node(x)3node(x)2node(x)1node(xx

center,n

center,n

center,n

+++
=

+++
=

+++
=

          (D.2) 

4. For all control volumes distance from the control volume centroid to the 

marked wall faces are calculated one by one: 

( ) ( ) ( )2
centr,wallcentr,n

2
centr,wallcentr,n

2
centr,wallcentr,n zzyyxx)n(dist −+−+−=  

                  (D.3) 

5. Minimum value of these distances and corresponding wall face is stored for 

each control volume. 

6. An extra check has to be performed for highly stretched elements in order to 

eliminate the problem of calculating wrong minimum distances. This situation 

is illustrated in Figure 171. The following condition has to be satisfied for the 

Spalart-Allmaras turbulence model. 

)4(dist)3(dist)2(dist)1(dist <<<              (D.4) 

Note that these distances which are calculated by equation (D.3) are not 

exactly the minimum distances to the wall. Following steps will correct this 

approximation. 

7. Control volumes which have a minimum wall distance less than a certain value 

(0.1 is taken for M910 projectile) are treated again. For these control volumes 

the equation of minimum distance between a point and plane is used. The 

equation of a plane, the wall face in our case, is defined as: 
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Figure 171. Minimum Wall Distance Calculation for Highly Stretched Elements 

Near Wall Boundary 

 

0)zz(C)yy(B)xx(A center,wallcenter,wallcenter,wall =−⋅+−⋅+−⋅          (D.5) 

0DzCyBxA =+⋅+⋅+⋅               (D.6) 

where center,wallcenter,wallcenter,wall zCyBxAD ⋅−⋅−⋅−=           (D.7) 

and A, B and C are the coefficients of surface normal vector of the wall face. 

The equation of the minimum distance between the centroid of a control 

volume and the wall plane is defined as: 
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centroid,ncentroid,ncentroid,n

CBA

DzCyBxA
)n(dist

++

+⋅+⋅+⋅
=           (D.8) 

This step provides the correct calculation of the minimum wall distances 

for highly stretched elements near wall boundary, Figure 172. The condition 

defined in Equation (D.4) is satisfied by this method. 
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Figure 172. Minimum Wall Distance Calculation for Highly Stretched Elements 

Near Wall Boundary - Corrected 
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