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ABSTRACT

MANAGING PRODUCT VARIETY THROUGH DELAYED PRODUCT
DIFFERENTIATION USING VANILLA BOXES

Burhan, Ozlem

M.S., Department of Industrial Engineering
Supervisor: Asst. Prof. Dr. Sedef Meral

December 2004, 107 pages

In an attempt to reduce costs and improve cust@aBsfaction, manufacturers
have been adopting strategies such as Delayed @&rdtferentiation (DPD)
while managing broader product lines. In this sfuagt a general framework on
DPD is formed in the light of basic articles in therature. The vanilla box
assembly process which is a special form of moddksign type of DPD is
modeled and analyzed. In the vanilla box assempiigess, inventory is stored in
a special form of semi-finished products, callediNa boxes, that can serve more
than one final product. We model the vanilla bosessbly process considering the
costs of inventory and unsatisfied demand undecaipacity limitations, stochastic
demand and bill of material requirements. We foateithe model as an extensive
form of stochastic integer program in which sto¢icademand is modeled using a
set of demand scenarios each of which is assigmedbability of occurrence. The
model is solved as a standard integer programmingemthat minimizes the
expected value of the objective function. The inip@roduct demand scenarios,
common component levels, shortage penalty cosbldirig cost ratio levels and
capacity restrictions on the total cost and filemis studied. We compare the
performance of vanilla box assembly process tonalsketo-order process and



provide insights on their performances. Computatiaesults indicate that the
vanilla box assembly process is a promising altereao the assemble-to-order

process in most of the problem instances.

Keywords: Delayed Product Differentiation, VanilBox Assembly Process,

Assemble to Order, Stochastic Programming, Prodadety



Oz

VANILYA KUTUSU KULLANILARAK GEC IKTIiRILMIS URUN
FARKLILA SMASI ILE URUN CESITLILIGININ YONETIMI

Burhan, Ozlem

Yuksek Lisans, Endustri Muhend@liBolumi
Tez Yoneticisi: Yrd. Dog. Dr. Sedef Meral

Aralik 2004, 107 sayfa

Ureticiler, geng Uriin caitlili gini yonetirken, maliyetleri azaltmak ve wgtéri
memnuniyeti artirmak amaci ile GeciktirilgniUriin Farkhlamasi (GUF) gibi
stratejileri uygulamaktadirlar. Bu c¢ahnada, ilk olarak, konu ile ilgili temel
makalelerin giginda GUF konusunda genel bir gerceve ciztmi GUF'Un
modduler tasarim tipinin 6zel bgekli olan ve envanterin birden fazla son Grin icin
kullanilabilecek  yari-tamamlangi drtnler  (vanilya kutular)  halinde
depolanmasini temel alan vanilya kutusu montajcsumeodellenmg ve analiz
edilmistir. Vanilya kutusu montaj sureci, kapasite kisiflaassal talep ve urin
agacl gereksinimleri cercevesinde envanter maliyedi kagilanamayan talep
miktari dikkate alinarak modellengtir. Model, gengletiimis rassal tam sayi
programi olarak tasarlangnve rassal talepler her biri belirli bir gercektee
olasilgina sahip talep senaryolarn kullanilarak modellgtimi Model, amag
islevinin beklenen dgerini enkicukleyen standart bir tam say! progratarai
cozulmigtir.  Uriin  talep senaryolarinin, ortak ldae seviyelerinin,
karsilanamayan Urtnlerin birim maliyeti gerlerinin ve kapasite kisitlarinin,
toplam maliyet ve Urin taleplerinin kdanma yuzdeleri Uzerindeki etkisi
argtinlmistir. Vanilya kutusu montaj sireci, sipgi gore montaj sireci ile

Vi



karsilastiriimis ve sureclerin performanslar ile ilgili bilgileride edilmitir.
Sonuclar géstermektedir ki, bir cok durumda vankyéusu montaj sireci, Sipgei

gbre montaj surecine iyi bir alternatif olmaktadir.

Anahtar Kelimeler: Geciktirilngi Urin Farklilgmasi, Vanilya Kutusu Montaj

Stireci, Sipage Goére Montaj, Rassal Programlama, Urugitie gi
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CHAPTER |

INTRODUCTION

Supply chain is the network of facilities consigtirof suppliers,
manufacturing centers, warehouses, distributionecsrand retailers that perform
the functions in the order fulfilment cycle. Matds in the form of raw materials,
work-in-process inventory and finished productsvflamong these facilities in the
supply chain. In order to reduce systemwide costb improve service levels,
supply chain management (SCM) approaches areadilia efficiently integrate
various levels of the supply chain so that merclsni$ produced and distributed
at the right quantities to the right locationsha tight time.

Effective design plays several critical roles ire teupply chain since
certain product designs may increase inventory ihglé&ind/or transportation
costs. Design for Supply Chain Management (DFSCbfcept is one of the
SCM approaches stating that the product line siractBOM and customization
processes of a product should be designed in swedyathat the logistics costs

and customer service performance are optimized.

Delayed product differentiation (DPD), also referte as postponement,
is an approach that supports DFSCM. DPD means idglagctivities in the
supply chain until customer orders are receivedth Wit intention of customizing
products as opposed to performing those activitiemticipation of future orders
(Van Hoek, 2001). Thus the point in time when adpici assumes its identity,
i.e., a particular model in a particular region &particular market segment, is

delayed until customer orders are received.

In the global market, due to the different locatjueements in taste,
language, environment and government regulationstipte versions of a single
product are required, each meeting the specificuireqpents of a local
geographical region. Even within the same geogcabinegion, there may also be



multiple models of the product that relate to ddéf® functionalities or

capabilities of the product in order to satisfy theeds of different market
segments (such as education, personal, businesgoaediment). Thus, product
variety is required to compete in the world markdawever, product variety
makes it difficult to forecast demands accuratalyy consequently leads to high
inventory investment and poor customer servicanm®nvironment where there is
a tradeoff between keeping inventory and satisfygogtomer demands on time
due to product variety, delayed product differeidiacan be a good strategy to
achieve flexibility of the supply chain in meetingncertain and changing
customer demands, and to reduce inventory and weprustomer service
performance simultaneously. DPD also decreasest ‘obscomplexity’ by

reducing the variety of components and processesprior stages of

manufacturing.

The concept of delayed product differentiation irest introduced in the
marketing literature by Alderson in 1950 as stabgdLee and Tang (1997).
Several recent articles have been written to ewpaid quantify the operational
benefits of DPD. However, there are serious difiees in the definitions of DPD
and modeling approaches in these articles. In gértee studies carried on DPD
are independent from each other. Research is ndkt iwwegrated across
disciplines. Yet a thorough review that organized aummarizes the research
literature is lacking. One of the aims of this iBdsas been to contribute to the
synthesis of these studies and form a general fkamkeon DPD in the light of
the basic articles on this subject, and define rtteen gaps in DPD literature,

presenting ideas in order to cover these gaps.

Main types of DPD as defined in the literature gemgraphic/logistics
postponementjme postponement, place postponement, postponadfaturing
(form postponement / manufacturing postponemen@ndardization, modular
design and process restructuring. This classiboais made to examine and
model the practical cases more easily and speltyfiCEhe articles are studied in

the framework of this classification.



After the general framework is formed, we have ®iddhe vanilla box
assembly (VBA) problem (Swaminathan and Tayur, 199®8a), which can be
related to modular design type of DPD. In the \‘anbox assembly process,
instead of starting the final assembly of the poisluafter a customer order is
received, the special form of semi-finished inveptaalled vanilla box is used to
make different products by the addition of appraj@icomponents. We model the
vanilla box assembly process considering the colstaventory and unsatisfied
demand under the capacity limitations, stochastéimahd and bill of material
requirements. We formulate the model as an exterfsiim of stochastic integer
program in which stochastic demand is represented mumber of demand
scenarios with a rolling horizon of three periodfie model is solved as a
standard integer programming model that minimizes éxpected value of the
objective function. The optimal vanilla configuiati and their inventory levels
are found simultaneously through minimizing the soininventory holding cost
of vanilla boxes and penalty cost of unsatisfiechded. Furthermore, we study
the impact of different demand scenarios, shortagealty cost and capacity
restrictions on the optimal vanilla configuratiamdetheir inventory levels. Vanilla
box assembly process is also compared to the akséoabrder system in which
the final product is assembled from the subassesldnly upon receipt of a
customer order. The two systems are comparednmstef their costs and service

levels.

The rest of the study is organized as follows.hia following chapter we
review the relevant literature. In Chapter 3, wecdss our problem environment
and define the problem. In Chapter 4, we presentnoodel and explain the
solution approach. In Chapter 5, we present ourpeational results and provide
insights into the vanilla box assembly process.aliymn in Chapter 6, we

summarize the key results of the study and commefdrther research issues.



CHAPTER Il

LITERATURE REVIEW

Delayed Product Differentiation (DPD) is a recermineept in the
Operations Management literature. Hence, mosteftticles on DPD deal with
the definition of this new concept and try to explavhat DPD is, for which
purposes it can be used, what costs and benefiie owit. Since the concept has
arisen out of real life experiences, the aim ofadhecles mostly has been to share
these experiences. In order to present the useP@, Dhe models formed are
related to specific real cases, but most of thesdets are not explained in detail.
It is hard to generalize these models to any suppBin and it is not clearly

defined how the parameters, especially the cosinpeters, are found.

The main gaps in the systematic approach of thdiegsuon DPD are
insufficient integration of studies and findingack of studies in specific areas
and inadequate support to (modern) operations neanagt decision making. In
order to fill these gaps, DPD should be conceivedaasupply chain concept
instead of being related to the marketing and ibistion channel only. Relations
between postponement and other supply chain cacepich as Mass
Customization, Just in Time (JIT) manufacturing,nder Managed Inventory
(VMI), Efficient Consumer Response (ECR) and thgoamted Quick Response
(QR) distribution techniques should be identifiadorder to integrate DPD with

them.

In the literature, there are only a few studieste relation of mass
customization and DPD. Mass customization is agsedy which firms apply
information technology and management methods dwige product variety and
customization through flexibility and quick respenghus, it breaks with the
dilemma that one has to choose between the tworgptiow volume-high variety
and high volume-low variety. van Hoek et al. (198®ntion that postponement

may provide a practical solution for realizing thenefits of mass customization



by combining push and pull forces in one operasggtem. Feitzinger and Lee
(1997) define the key to mass customization effetfias postponing the task of
differentiating a product for a specific customatiluthe latest possible point in
the supply network. van Hoek (2001) also mentio®DDlas one of the central
features of mass customization. The ways to achi@&s customization of goods

are described as follows:

1. Create products and services that are custoheizp customers

(involving the design function).

2. Modularize components to customize finished pobsl and services

(involving manufacturing, distribution, marketirand product design).

3. Provide quick response throughout the valuenciavolving design,

manufacturing, distribution, and marketing).

4. Customize services around standard productsexices (involving

distribution and marketing).

5. Provide point-of-delivery customization (invatg the marketing

function) such as adjusting clothes in the store.

6. Offer logistics support to sales and marketingentive programs
(involving the distribution function) such as as&§mof promotion displays or

shelf management to assure availability.

7. Offer customized logistics service levels (iniog) the distribution

function) such as regionally targeted distribution.
As will be mentioned later, each of these waysrsetie a type of DPD.

In short, the concept of DPD raises several issagmunt and level of
post application; customization; supply chain duiue; operating circumstances
in technology (or product design; processes; prodnd markets) and change

management.



As mentioned earlier, there are differences onDR® definitions and
DPD types in the articles published. First, thacke$ that are related to the
definition and types of DPD will be explained antfetences will be pointed out.
In these articles,delayed product differentiorand postponementare used
interchangeably. In the summary of each article,tdrm used by the authors is

left as it is.

2.1. ARTICLES ON THE DEFINITION AND TYPES OF DPD

van Hoek (2001) reviews the literature on postpagr@nfrom various
perspectives in a systematic framework. 19 artipl@islished between 1965 and
1998 are characterized and classified accordirtgdiv research methods and the

key elements of postponement concept defined by:

* The type of postponement and level of applicatiothe supply chain,
* The amount of customization,

» The spatial configuration of the chain,

* The role of operating circumstances,

* The role of changing management.

The classification on the type of postponement shbaw the perception
of postponement has developed over time. Threestgp@ostponement defined

are:

» Time postponement (delaying the forward movement ofdgoontil
customer orders are received)

* Place postponement (storage of goods at central locsation the
channel until customer orders are received)

 Form postponement (delaying product finalization untilstomer

orders are received).

Postponed manufacturing is defined as a combinatidhese three basic

types within one operating system. The articlesremrad are classified according

6



to these types. When examined chronologicallysiséen that the concept of
postponement, which is limited to time and placstponement up to 1980’s is

now extended to postponed manufacturing.

Although the survey of van Hoek includes only thedges up to 1998 and
the representativeness of the examined articleghoresearch on postponement
is limited, van Hoek (2001) provides general comsepnd perception of
postponement in an historical perspective, relahgrs between postponement
and supply chain, and other concepts of supplyn¢hend most importantly it

provides crucial feedbacks on the studies in tféa.a

Bowersox and Closs (1996) divide postponement irteo as
manufacturing (or form) postponement and geograpliar logistics)
postponement. Manufacturing (or form) postponemest defined as
manufacturing a standard or base product in safficiquantities to realize
economy of scale, while deferring finalization dafafures, such as color or
accessories until customer orders are receivedinyligaint colors at retail stores
according to individual customer request rathenthaintaining inventories of
premixed color paint; postponing final packagingfaguration until customer
orders are received; installing accessories at nanlde, appliance and
motorcycle dealerships at the time of purchasegaren as examples of form
postponement. The common point of these examplesdiscing the number of
stock keeping units, while providing product vayieand retaining mass

manufacturing economies of scale.

Geographic (or logistics) postponement, on the rokiaad, is defined as
building and stocking a full-line inventory at ooea few strategic locations and
postponing the forward deployment of inventory urtuistomer orders are
received. For example in service of supply part&ical parts are stored in a
central warehouse and when demand occurs, elecattyniransmitted orders are

directly shipped to the service center using fa&diable transportation.



Lee and Tang (1997) is one of the basic articlesdelayed product
differentiation. A simple model is provided to cam the costs and benefits
associated with delayed product differentiatioratsigy and to analyze special
cases motivated by real examples. Lee and Tang afaen three different
product/process redesign approaches: standardizatimdular design and process

restructuring.

Standardization (using common components and psesggeduces the
complexity of the manufacturing system, increabes“tlexibility” of use for the

WIP inventories and improves the service level loé tsystem (due to risk

pooling).

Modular design is defined as decomposing the camgeoduct into sub-
modules that can be easily assembled together. Quenp commonalities among

products are also considered as decomposing differeducts into sub-modules.

Process restructuring refers to re-sequencing psosteps in making a
product so that common process steps shared byphaysroducts are performed
before the product specific process steps.

Lee and Tang (1997) construct a discrete time mfmteh manufacturing
system that produces two end products, where each peoduct requires
processes performed hhstages and the firktoperations are common operations
to both products (operatidnis defined as the last common operation). Product
differentiation is defined by deferring the lastmaonon operation (increasing the

value ofk).

The demands of products are assumed to be nornadiyibuted,
correlated among each other but independent actioss periods. Buffer
inventories are held after each operation accorttiran “order up to level” policy

and service levels for different buffers are assiitebe the same.



Under these assumptions, the total relevant casttiin is written as a
function of k and includes the total investment cost for designithe
product/process, total processing costs, total @l transit inventory costs and
total buffer inventory costs. The total relevanstcis then used to analyze special
cases of three approaches (standardization, moddémign and process

restructuring). Each case is explained in the ¥alhg related sections.

In general, the article provides a general viedBD. The model defines
the important parameters and costs to be considégngd deciding on the optimal
point of differentiation. Although it is difficulto decide on the values of the
parameters and compare the alternatives for congalegs, the general approach
provided by the article can be used to improveetki@dained model or to develop
new models. More quantitative parameters and cosasorements can be

determined considering the main cost and bendfitP® defined by the article.

Lee (1993) describes some basic concepts relatpdothuct and process

design for SCM. These are:

» Design for modularity

» Design for localization (design for customization)

» Part commonality and interchangeable subassen{liessgn for
flexible manufacturing)

» Design for logistics

» Designing products so that anticipated engineeriranges can be
made easily

* Product line structuring
All these concepts are the ways of delaying prodiftgrentiation.

The article explains the general costs and bengfiteach way of DPD
and presents four real cases to illustrate soméh@fconcepts, and provides

significant issues involved in the implementatidriheese concepts.



The first case deals with a US disc drive manufactin a make to order
environment, where demands are highly variable. Beeond part of the
manufacturing process, involving the tests of dsjvie relatively long. Product
differentiation is proposed to be delayed fromlileginning of the tests to the end
of the common tests by insertion of a “generic”ddp@n which all common tests
are made. After tests are done, the generic b@ardbe removed and actual board

can be inserted.

The second case is related to the DeskJet priofersP Company. In
order to delay the product differentiation, the pamy began to implement DC
localization instead of factory localization, bydesigning its product so that the
location specific power supply module is the lashponent to be added on. Thus
the module, which is traditionally packaged in fiaetory, began to be added

easily at the distribution centers.

The third case, which is related to design for camatity, is the same as
the specific case for standardization of componemgstioned in Lee and Tang
(1997). The printer manufacturer is proposed t@ayl@roduct differentiation by

the use of a common head driver board and a conpmieihmechanism interface.

The last case is related to the production of nekwmrinters for the
European market. Traditionally, the main board thoe printer is produced in
Europe and shipped to Far East. Then printer isufaatured and integrated there
and final product is shipped to Europe for distiidm. After product line
structuring is implemented to delay product diffaration, the production of the
board in Europe and printer in Far East are madwlsaneously. Then two

products are integrated in Europe and distributedet

For each case, the article explains the costs anefits that should be
considered before implementation. But these coudsbanefits are not quantified
and it is not clear how they should be comparenhil&i to Lee and Tang (1997),

this article provides almost all perspectives daged product differentiation.

10



According to the definitions of these four artickasd in the light of other
articles studied, the types of DPD (or postponeijneant be classified and defined

as follows:

» Geographic (or logistics) postponement: Buildingl atocking a full-
line inventory at one or a few strategic locati@msl postponing the
forward deployment of inventory until customer aslare received.
This type of postponement is a combination of tiemed place
postponement.

= Time postponement: delaying the forward movemergaafds
until customer orders are received.

» Place postponement: storage of goods at centratiidoms in the
channel until customer orders are received.

 Postponed manufacturing (form  postponement/manufact
postponement): Delaying product finalization (mawtdring,
assembly or even design activities) until custoorelers are received.
The postponed manufacturing can also be dividextimee as:

» Standardization: using common components and pseses

» Modular design: decomposing the complete produict sub-
modules that can be easily assembled together.

»= Process restructuring: re-sequencing process stapaking a
product so that common process steps shared byiphault
products are performed before the product spegifmcess

steps.

This classification makes it possible to examing armodel the cases more
easily and specifically. The articles are summarizgased on this main

classification in the rest of the section.
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2.2. GEOGRAPHIC (OR LOGISTICS) POSTPONEMENT

The supply network (the positioning of inventorydalocation, number
and structure of manufacturing and distributionilifiées) should be designed to
supply the basic product to the facilities perfargithe customization in a cost
effective manner, and it should have the flexipiind the responsiveness to take
individual customer orders and deliver the finishedstomized goods quickly.
The geographic postponement strategy provides fthaibility in the supply
chain.

Ernst and Kamrad (2000) introduce a framework fe&r ¢haracterization
of different supply chain structures (rigid, postpd, modularized and flexible)
which are defined according to the combined lewaismodularization and
postponement. Different from the most articles {hatceive modularization as a
way of postponement, the article defines them asdifferent approaches used in
product and process design. This difference comem fthe different and
deficient perception of postponement. Postponemenbnly related to the
distribution function in the article. Although & not mentioned by this name in
the article, this perception of postponement isivedent to time and place

postponement defined before.

In the article, modularization is linked to the animd logistics (providing
all materials and goods required for making thedpots) and postponement is
linked to the outbound logistics (the flow of themufactured products from the
factories to the customer). Postponement is defaseth value added process for
a set of end products whereby the common processmgrements among them
is maximized”. This definition of postponement isstrictive since it is only
related to end products. In fact, postponemenhia@proach that can be used in
every stage of manufacturing and distribution pssce

The fundamental principle of both modularizatiord ggostponement is

stated as combining the advantages of scale ape sbat modularization obtains
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this from a product design point of view where postement attains it from a

process design perspective.

On the basis of given definitions of inbound andbound logistics, four
supply chain structures (rigid, postponed, modaé&tiand flexible) are defined.
For simplicity, logistics flow pattern is dividedtd three steps as manufacturing,

assembling and packaging.

The rigid structure is defined as the classicativaity integrated supply
chain where the economies of scale is exploitegroguction of large runs and
maintaining large inventories of finished goods.eTiexible structure, on the
other extreme, uses many subcontractors to maKerefit components and
assembles them in response to a specific demanduliiized and postponed
structures are intermediate structures betweene tleedremes. Modularized
structure uses multiple sources for the componeaumt$inished product is unique.
The postponed structure exploits economies of saalenanufacturing but

customizes the finished product to satisfy spedémand.

These four structures are compared on a diffedectiat basis. The
evaluation is based on a specific environmentethe@ product (ice-cream) that
can either be made in house or be modularized,different markets (England
and France) with no demand correlation between thédm difference between
two market requirements is in the packaging siteelabels come in different
languages. The demand is assumed to be normalr Qpdéo level inventory
policy is used; only finished goods inventory isncerned; holding and
backordering costs are assumed the same undesuhstfuctures and for the two
markets.

Four structures are evaluated based on a totalfwostion (of production
guantity) composed of fixed and variable costsrofipction and packaging, total
holding and backordering costs. They are compaoedlifferent cases such as
fixed cost of production/packaging is constant; ialsle cost of
production/packaging is constant. In all casesd rigructure is found worst, but
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the other three structures cannot be compared tivithmodel since the decision
depends on many actors that are not captured imtdel. In fact, the article is
only concerned with the development of a geneahé&work upon which other
future work can be based. Thus, a more detailelysinaf the cost elements and

resulting service level implications is given adir@ction for future research.

van Hoek et al. (1999) provide an analysis of tkpedences of four
companies (code named by Alpha Software, Beta 8wpt&amma Equipment
and Europe Delta Telecom) in managing the changeegs associated with the

implementation of postponement strategies.

The article explains some important drivers of @®nin the
(re)structuring of international supply chains aprbvides a framework for
developing postponement strategies and implemeriteg a part of supply chain

restructuring programs to cope with these drivéichange.

The framework is defined in four steps: Visioninggistics Strategic
Analyses, Logistics Planning and Managing Chandps Tramework is used to
systematically describe the experiences of fourecaempanies that used
postponement strategies to restructure their Earmogepply chains. The reasons
of restructuring the supply chain, the way of inmpéting the postponement
strategy, its benefits and difficulties are expéainn each case. In all four cases,
the strategy implemented is time and place postpené After the detailed
analysis of the experiences of four companies,ragweanagerial implications are
drawn and these are important points to considdoréeand during the
implementation of postponement strategies. The nfaiding is that both
strategic and operating characteristics influeriee feasibility of postponement
and it is not easy to gain the anticipated benefiguch strategies

221 TIME POSTPONEMENT

Gavirneni and Tayur (1998) analyze four inventopntcol models to

study the benefits of information flow and delaym@duct differentiation. The
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article provides procedures to compute the optipaiameters and compares
information flow with time postponement under diffiet values of parameters

such as holding costs, capacity and variance.

2.2.2. PLACE POSTPONEMENT

Lee, Billington and Carter (1993) develop an ineeptmodel that the
Hewlett-Packard Company (HP)'s DeskJet-Plus Pribigision used to evaluate
alternative product and process design for loctina To localize the DeskJet-
Plus for different countries, HP packages the gmpaite power supply module
that has the correct voltage and plugs and theoppipte manual with the printer.
Traditionally, the packaging process was perfornmethe factory (referred to as
factory-localization). HP management later decittedmplement what they call
DC-localization, in order to decrease the effedtsircertainty (in demand, lead
times, etc.), to reduce inventory of both end paotsiiand raw materials and to
improve the service level. In DC-localization, tlaetory would manufacture and
ship a generic DeskJet-Plus printer without the grosupply module and manual,
to the distribution centers (DCs) where the gengmioduct would then be
localized to the different specific options as rexked To implement DC-
localization, printer should be redesigned so thatpower supply module would
be the last component that would be added on byd2G#y. An inventory model
is developed for HP to compare DC-localization witictory-localization.
Inventory system is modeled as a standard periogicew, order-up-to level
system where demand for a product is stationarymally distributed and
independent between periods. For the same seevet &t DCs, inventory costs
are found to be decreased in case of DC-localizatiResign and investment
costs, transportation costs, pros and cons of diedeing or regionalizing supply
of materials are all considered as well. Howevkeytare not reflected in the
model. Thus, it is not clear how all these critesi@ evaluated and compared
against the gains in inventory costs. The resuth& HP has decided to apply

DC-localization strategy after considering theseeda. According to Feitzinger
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and Lee (1997), the manufacturing costs are inerkadut total cost of
manufacturing, shipping and inventory is decreadsd %25 after the

implementation of the strategy.

Aviv and Federgruen (200l1a) relax the assumptiamsthe model

presented by Lee, Billington and Carter (1993) as:

* demands are dependent,
* capacity is limited,
» seasonality exists and can be forecasted,

* there exists more than one point of differentiation

Then the model is formulated as a Markov Decisiooc€ss. It is found
out that relative benefit due to postponement canestimated better in case
seasonality is forecasted; benefits of postponemaemtreduced if capacity is

limited; and cost improvement decreases with (paidemand correlation.

2.3. POSTPONED MANUFACTURING (FORM

POSTPONEMENT)

Garg (1999) describes the Supply Chain Modeling Andlysis Tool
(SCMAT) they developed and its application in dasig products and processes
for SCM at a Large Electronics Manufacturer. SCMADdels decentralized
supply chains and it can be used to analyze invgstervice level tradeoffs,
sourcing, location and transportation tradeoffdea$ of capacity limitations,
impact of lot sizes and designing products/proce$se SCM. SCMAT consists
of two sub-models: the Inventory Network sub-madeised to model the supply
chain assuming that the demand is stationary, oveleded and normally
distributed and capacity is limited; the QueuingtW®k sub-model computes

production lead time.

SCMAT transforms the nonlinear programming probkenone in which

the decision variables are the fill rates for atick keeping units. The model is
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used to analyze the inventory implications of thdééerent product and process
design scenarios. The model includes almost evetgrion that should be
considered in inventory modeling side of DPD conicéfhe advantages of
postponement cannot be seen obviously since thgndesst is not considered in
the model. However, when the properties of the @tes and the criteria included
in the model are inspected in detail, it would bethard to see the advantages of

postponement.

Garg and Tang (1997) develop two models (basedeatradized control
policy and decentralized control policy) to studsogucts with two points of
differentiation, examine the benefits of DPD at kegmint and drives the
necessary conditions (demand variability, corretat| relative magnitudes of lead
times) when one point of differentiation is morenegcial than the other. Both
models include only the inventory costs in an emvinent where demands are
normally distributed, stationary, independent agnosriods and correlated within
a period, capacity is unlimited and inventory sgsteperates under a periodic
review base stock policy. For both control policeiftralized and decentralized),
the advantages of two points of differentiationn(ea as early postponement and
late postponement) are compared under differentlitons such as variability
and correlation of demands and lead time of stafss.study is useful especially
in examining the effect of postponement in inveytoosts under different lead
time criteria. But it is not enough to include onthe inventory cost; production
and investment costs should also be considerednmparing the two points of

differentiation.

2.3.1. STANDARDIZATION

Increased part commonality and interchangeablesseinablies (named as
“design for flexible manufacturing”) are closely laeed to DPD. Part
commonality can result in cost savings in part nemdgdministration, inventory
reduction and supplier management. Using commonpooents in products at

the beginning of the design stage decreases desgjn(instead of two, only one
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component is designed), unit cost and manufactwosj. On the other hand, it
reduces the variety of products. Using DPD stratbgy standardization of

components is a useful approach to overcome thieoff.

In Lee and Tang (1997), the special case for stdimsion of
components is motivated by printer manufacturing afmajor computer
manufacturer. Two types of printers, mono and cptorters, whose demands are
negatively correlated, have three major manufaoguprocesses: Printed circuit
board assembly (PCA), final assembly and test (FA&d final customization.
DPD is achieved by standardizing FA&T stage, whichquires the
standardization of a key component, the print mecma interface, or by
standardizing both PCA and FA&T stages, which rexguthe standardization of a
key component known as the head driver board.

Total relevant cost functions are written in termigarameters for each of
the three case&%£0 (no standardizationk=1 (standardization of both PCA and
FA&T), k=2 (standardization of FA&T)). Then these costs ammpgared
according to qualitative estimations such as “psstey cost would not increase
significantly when the print mechanism interfacatsndardized” or “the value of
the common head driver board is high”. They dogie¢ quantitative results and
comparisons. But they provide the parameters astsdo be considered while
determining the optimal point of differentiatiort.i$ also mentioned that it may
not pay to delay product differentiation when thangardization of parts is

costly.

Lee and Sasser (1995) is related to the implementaif design for
supply chain management (DFSCM) principles in tbe product development
at Hewlett-Packard Company (HP). HP’s new produsiukd support power
supply requirements for European and North Americemket (110V for North
America and 220V for Europe). HP management expldle feasibility of
incorporating a universal power supply capable @bperting both 110V and
220V standards, instead of regionally dedicated utesd A universal power
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supply would reduce inventory requirements, buisinot known whether the
inventory savings and other benefits would off$et increase in material and
manufacturing costs. Thus a model based on theiplas of DFSCM is used to
evaluate logistics costs and service performansngrfrom standardization to

achieve product universality.

The model assumes that there are two markets eaphring different
modules. The demands per period in these marketstationary and independent
across time periods and may be correlated betwesmkets. The lead time of
obtaining the module from supplier is assumed tdheesame for both markets.
Manufacturing center of each market uses a bustack, periodic review, order-
up-to level inventory system for modules. Targevise level is defined as the
percentage of demand met from stock where unfdieshands are backordered. It
is assumed that coefficients of variation for thamdnds per periods for each
module are equal. Under these assumptions, the bexlel evaluates two design

alternatives in terms of inventory (safety stocks).

The basic model is extended by relaxing statiortEynand assumption;
and each phase of product life cycle (introductamgfure and end-of-life phases)
is modeled explicitly by its uniqgue demand chanasties and cost structures.
Another relaxation is for stock-outs; transshiprseate allowed between two
markets in case of stock-outs. A heuristic is usedeal with these relaxations.
Unit inventory cost savings are compared with undrease in material and
manufacturing cost for the universal power supplyiversal power supply is said
to be beneficial even under conservative assumgtimnd demand variability for
the two regions and the reconfiguration cost avmdoto be the key drivers of the
cost-benefit analysis. According to Feitzinger dree (1997), HP reduced its
total costs of manufacturing, stocking and delivgrihe finished product to the

customer by 5% per year with the implementatiothaf strategy.

Srinivasan et al. (1998) and Tayur (1994) are notctly related to
postponement. They analyze and model the use omoencomponents in the
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assembly systems. But they are important for postp@nt literature since the
models and solving methods of common componentigmand postponement
problems are similar to each other. Moreover, fttheaatages of using common
components are applicable to the area of standhuiaiiz

Srinivasan et al. (1998) demonstrate the quantéatifects of the degree
of commonality, target service level and the degrerariability of demand on
inventory costs. Although they model the procuremglanning problem, the
method can also be used in evaluating the magnimidghe impact of
standardization on inventory investments during ¢aely design stages of the
products. The problem is modeled as a two stagihasbic programming that is

re-run in each time period on a rolling horizonibas

Tayur (1994) provides a model and an algorithm ¢éonpute optimal
values for component stocks in an assembly systém multiple products that
share (some or all) common components in the pcesehrandom demand. The
model minimizes the total holding and backloggingts in periodic review, finite
horizon system where lead times for componentdamg, product demands are
highly variable and correlated both among prodwig among periods, and
assembly capacity is unlimited. The problem is nhedleas a multi-period
stochastic program. They show that the programmposes into a set of nested
stochastic programs each of which is equivaleatdéoe period recourse problem.

Desai et al. (2001) look at the postponement cantrepn a different
angle. Contrary to all other articles in this atb&y claim that standardization as
a postponement strategy may not always be advamiage marketing, because
the customers may not perceive different produetssgihed using standardization
as a variety and this may decrease the demandbfmoducts. It is emphasized
that the cost advantages of postponement may netcame the marketing
disadvantages. Yet, the cost advantages (suchcasade in inventory costs) are
only compared with investment and design costsnasguthat marketing would
always be in the advantageous side. It is shownitth& not that straightforward
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to decide whether to implement DPD strategy in@guchain or not. There are
many factors to be included in the analysis, onevbich is the effect of the

strategy on marketing.

Ma, Wang and Liu (2002) focus on the dynamics betwie processing
time and the component procurement lead time andrnipact on commonality
and postponement decisions. A multi-period modeh waultiple products and
stochastic demands is formalized where the prooictapacity is assumed to be
unlimited, demands are independent and periodieewewase stock policy is
used. The model finds out the stage where to wsedmmon component in order
to minimize the costs while satisfying the senleeel requirements. Since direct
optimization is difficult, optimization problem tsansformed into one of finding a
set of base stock levels corresponding to a setmice level requirements.

2.3.2. MODULAR DESIGN

Product modularity, i.e. the division of a producito independent
modules, allows a company to standardize componamiisto create product
variety from a fixed set of modules. A product sldobe designed so that it
consists of independent modules that can be asedmitib different forms of the
product easily in an inexpensive way. Modular desigparates the composition
of end products into parts or subassemblies, sdnvehiwh are common to all
product options and others are not. Then the adgeonibthe differentiating

module(s) can be postponed until a later stagledptocess.

Feitzinger and Lee (1997) define the benefits ofdutar design as

follows:

« A company can maximize the number of common compisne
assemble them in the earlier stages and postpenaditition of non-

common components.
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* A company can make the modules of the product aseglgr different
modules can be manufactured at the same time,esiiogt the total
time required for manufacturing.

« A company can diagnose production related problamd isolate

potential quality problems more easily.

Swaminathan and Tayur (1998a) present a delayatliprdlifferentiation
strategy by exploiting component commonality in aging broader product line
of IBM. Since the demands are stochastic, it immébto be beneficial to store
inventory in the form of semi-finished products rfred as vanilla boxes in the
article) that can serve more than one final prod8ett it is hard to find the
optimal configurations and inventory levels of trailla boxes. They model that
problem as a two-stage integer program with re@wsd utilize structural
decomposition of the problem and (sub) gradientvdéve methods to provide an
effective solution procedure. The effect of demaratiance, correlation and
capacity limitations on the optimal configurationdainventory levels of vanilla
boxes and the performance of a vanilla assemblgeggare provided as well.
The performance of vanilla assembly process is evethbto make-to-stock and
assembly-to-order processes. The article discubsesharacteristics of an IBM

product line and the effectiveness of a heurisiiloted for that application.

In Lee and Tang (1997), special case for modulaigdeis related to
manufacturing dishwashers in different colors. Pethproduct differentiation is
proposed to be achieved by modular design of nietates (division of metal
frame into two modules: a generic metal frame amdiaatic panel that specifies
the color). The model is applied to a manufactuspgtem with three major steps
and two types of dishwashers (black or white). &imio the standardization
example, the relevant costs are compared verbalig, hence no quantitative
results are given. It is concluded from the congmars that delayed product
differentiation is beneficial when the lead timetbé last common operation is
long, or when the additional module is simple todia, or when the modular

design of parts is relatively inexpensive.
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He, Kusiak and Tseng (1998) suggests three desiga for implementing
the DPD strategy in manufacturing. The design rpkesented are heuristic and
developed around the concept of products with fireesssembly structure and
assembly line balancing, but they are not basea well-built theory. They claim
that in the design phase of a product, the manufagt times of the
subassemblies should be considered and the nurhddfeoent part types should
be reduced (referred to as minimum part count ridased on these rules, an
integer program is formalized to select among diffié design alternatives in
order to minimize the number of parts and manufaggucycle time. The model

does not include the effect of DPD on manufactyrdesign and inventory costs.

Gupta and Krishnan (1998) develop concepts andidigts for product
family based subassembly design to take advantatee@wommonalities among
products. The algorithm finds thgeneric subassemblgubassembly shared by
multiple products with common components and asBerobnnections) that
maximizes the coverage among the entire productyfairthe model shows that
safety stock is minimized by maximizing coveragd #ns mentioned that having
such a generic subassembly prior to the demandzagah would enhance the

ability to economically attain product variety.

Aviv and Federgruen (2001b) develop an analyticatieh to explain and
quantify the inventory savings that result from D& quick response program.
Contrary to most models developed assuming thataddmin each period are
random and independent across time and demandbdigins are perfectly
known, the model in the article characterizes theseore general settings, where
parameters of the demand distributions fail to Imewn with accuracy and
consecutive demands are correlated. The modeha®ames that estimates of the
parameters of the demand distributions are revisethe basis of observed sales
data. The structure of close-to-optimal orderinlgsus also characterized for a

variety of types of order cost functions.
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2.3.3. PROCESS RESTRUCTURING

Manufacturing processes should be designed so ttiegt consist of
independent modules that can be moved or rearragasty to support different

distribution network designs.

In multi-stage manufacturing environments with hgoduct variety, the
demands of the end products, and thus the produetiimes of the intermediate
stages are variable from period to period. Thegoarnce of such manufacturing
processes can be improved by reducing variabihtpugh operations reversal

(reversing two consecutive stages of the process).

Benetton case, analyzed in Lee and Tang (1998)) example of delayed
product differentiation through operations reverg8anetton used to manufacture
its products by first dyeing yarns into differemlars and then knitting the
colored yarns into different finished products f@iént styles and sizes). Since
the color options are more than the style optiard the variability of the color
options among the periods are higher, they decideg@verse the “dyeing” and
“knitting” stages. This change improved the opers performance of the
company resulting in inventory reduction, bettestomer service, increasing
sales and fewer end-of-season markdowns. Motivabgd the Benetton
application, authors formalized a model for a twage manufacturing process
that characterizes the impact of operations reldrsaler what circumstances

would it lead to variance reduction? what are tée dirivers, etc.)

Brown, Lee and Petrakian (2000) share their expeéeon the
implementation of process re-sequencing strategyieap in a semiconductor
firm. The firm manufactures application-specifid¢eigrated circuits (ASICs) and
decides to implement DPD strategy for its programmmadevices in order to
create a near-infinite number of design from a téausand physical product
permutations. Rather than going through all stepgé¢ate an integrated circuit in

its finished form, they divide the process in twages. In the first step, they
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produce unfinished generic products and hold iremgndf them. Since the test of
the product has the longest lead time in the mawfag process, they have
designed the generic product so that almost &b e be applied on it before it
is stocked. Then based on actual orders from cuws®rthe generic products are
pulled from inventory and customized into finish&8ICs. The performance of
the implementation is presented in terms of invgntovestment vs. backorder
cost data and the results are influential. The flvas achieved to reduce its

inventory cost without changing the service level.

Lee and Tang (1997) provide two examples for pgecgestructuring: one
is achieved by “postponing” an operation downstreastond is achieved by
“reversing” the order of two operations. First exden (postponement of
operation) is drawn from manufacturing of electoodevices. Second example is
motivated by sweater manufacturing of Benettonbdth examples, the number
of stages and types of products are taken as 2 arabpectively, for illustrative
purposes. Total relevant costs of three alternatifke=0, k=1, k=2) are again
written in terms of parameters and compared verbdlhe main results are as

follows: DPD can result in bigger savings from intay cost,

» if a high value added activity is delayed.

» if a short operation at an early stage is revevgiéitl a long operation
at a later stage.

« if a high value added operation at an early stageversed with a low

value added operation at a later stage.

Swaminathan and Tayur (1999) model and analyzeadsmbly task
design problem (finding the best sequence in whiomponents should be
assembled for a product family) within the contextdelayed differentiation
using vanilla boxes analyzed in Swaminathan anduifé3998a). Manufacturers
like IBM, US Filter (a manufacturer of industriaimps) and American Standard
(a manufacturer of air conditioning systems, bathst and anti-lock braking

systems) integrate the design and manufacture mpooents within the context
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of delayed differentiation using vanilla boxes. Bhe success of vanilla box
assembly process depends on the time to assendolegts and the vanilla boxes

that can be built, which depends on the assembjlyesee.

The article builds a detailed model in order towvmle insights to
managers about the trade offs between differerécasf the problem through
computational studies, instead of deriving ana@tiexpressions and optimal
solutions by capturing particular trade-offs orilljaxe model determines both the
optimal assembly sequence and operating param@iech as inventory levels)
simultaneously using the model of Swaminathan aaguil (1998a) as a sub-
model. The article analyzes the model used in ek Bang (1998) and shows
that if the analysis of this model uses standandatien rather than variance,
some non-intuitive predictions of the analysis vdolle eliminated since the
inventory costs can be described more appropriaisifig standard deviation

instead of variance.

Lee (1996) presents two inventory models (one faildkto-order
environment and one for build-to-stock environmehgt can be used to support
product/process redesigns for companies to gaitraaof inventory and service.
The models are motivated by real application cageish are explained in the
article. Both models assume stationary demands caists, and the expected
response time to customer orders is used as tl@fispgervice measure. The
models aim to estimate only the inventory savingsfinished goods, but Lee
(1996) mentions that to fully evaluate the effeetigss of product/process
redesign, one would have to assess the impactvehiary savings of the parts,
material costs of parts and investment cost ofetigineering change in addition
to the impact of inventory savings for finished deo
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CHAPTER IlI

PROBLEM ENVIRONMENT AND PROBLEM
DEFINITION

Product variety has increased due to competitiatiénindustry. There is
an increase in service expectations including timelity and cost as well. In
such an environment, a make-to-stock policy is pogferred due to high
inventory carrying costs and risk of obsolesce@me the other hand, if make-to-
order policy is used, it would be a problem to Sgtithe customer demands in
time especially when there is high demand. Stonrgntory in the form of semi-
finished products that can serve more than ond fanaduct can be a good
strategy to overcome the tradeoff between carrymvgntory and service level
requirements. We focus on this strategy considettiegparameters such as cost
of inventory, capacity restrictions, service leveéquirements, demand

information, bill of material (BOM) and assemblyng/flow time/delivery time.

The problem dealt with in this study can be inchide modular design
type of DPD. Swaminathan and Tayur (1998a) and Smathman and Tayur
(1995) are taken as a basis for the study. Ourigita evaluate and model the
vanilla box assembly (VBA) problem in a more readisenvironment. First, it
would be useful to explain Swaminathan and Tay@98h) and Swaminathan
and Tayur (1995) in detail in Section 3.1.

3.1. DELAYED PRODUCT DIFFERENTIATION USING

VANILLA BOXES

Swaminathan and Tayur (1998a) and Swaminathan aydirT(1995)
present the study carried out on the product lindBM, where different models
show a high degree of component commonality anck laghly stochastic and
correlated demands. Flexibility in the assemblycpss is tried to be achieved
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though DPD by keeping semi-finished inventory ofmcoon components. Instead
of the traditional mode of operation (that is staytfinal assembly after a
customer order was received), management piloteaks@mbly process based on
semi-finished products called vanilla boxes, wh@te produced before the
realization of demand and used in the assemblyndfpgroduct after demand is
realized. The special form of semi-finished inventis called vanilla box (white
in color) because they could be used to make éifiteproducts (different colors)
by the addition of appropriate components.

The example product structure used in the artinoldudes three final
products (P1, P2, and P3) and four components (aemecard, b-processor, c-
hard disc, d-floppy drive). Vanilla boxes (VB); VRtomponents a and b), VB2
(components b and d) and VB3 (components b andecljiaen as examples of
feasible vanilla boxes for the given product stuuet It should be noted here that
what is referred to as component is in fact a sdggmbly but not a raw
component. Thus a vanilla box represents the adsdnibrm of these sub-

assemblies (named as components).

The vanilla box assembly process was piloted daha faissembly plant
which had a nearby satellite plant that could poeduest and then ship vanilla
boxes to the final assembly plant. Since vanilladsoare built in a separate plant,
the main issues at the final assembly plant wedetermine how many and what
type of vanilla boxes to keep and how to allocateiNa boxes to final products in
order to minimize the expected stock-out costs lémt product demand and

holding cost for left-over vanilla boxes.

To model these issues, a discrete time model wittefassembly capacity
is developed and a two-stage stochastic framewsritilized. The first stage
corresponds to choosing the configuration of vanilbxes and their inventory
levels, whilst the second stage corresponds tothewanilla boxes are allocated

to the products within a limited assembly capadifyer the demand is realized.
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The demand process is modeled using a set of demseamhrios each being

assigned a probability of occurrence.

The first model addresses issues related to proliuetcharacteristics
(such as commonality), demand characteristics (sschariance and correlation
of product demands) and assembly time charact=igsuch as reduction in
assembly time when semi-finished products are dsedustomization) in an

integrated manner.

The basic model considers a single period, whdreaadilla boxes are
produced in a separate plant before the beginninipeo period. Demands are
realized at the beginning of the period, so theasi@t of assembling a product
either from its components directly or from any Manbox is made after the
demand realization. It is assumed that the billnwdterial in terms of the
components is binary. Demands are random but fatlogvof the given scenarios,

each with a specified likelihood.

The model simultaneously determines the optimaicsire of the vanilla

boxes and optimal inventory levels associated ti#gm. The sequence of events

is as follows:
1. The number of different types of vanilla boxes {&hosen.
2. The vanilla configuration is chosen.
3. The inventory levels for the vanilla boxes are datreed.
4. On the realization of the demands, the allocatifomssembly capacity

and vanilla boxes to the different products is deieed by solving a

linear program.

The first step of the proposed approach is the enation of all possible
vanilla box configurations using at most K differéypes. The number of vanilla
box configurations to be considered is Combri2l, K], where n is the number
of components (since vanilla boxes with zero or component are excluded).

Thus the algorithm is exponential and not suitdbidarge problems. To reduce

29



the number of vanilla configurations that need @ donsidered, they define
“maximal” vanilla box. A vanilla box is maximal ithe addition of any
component to it reduces the number of productsdhatbe assembled using that
vanilla box. It is mentioned in the paper thathé tholding cost of all vanilla
boxes are identical, then the optimal configurationludes maximal vanilla
boxes only. For the IBM case, a greedy heuristidegeloped to find the vanilla
configuration (not necessarily optimal). Heuristelects the vanilla box that
provides the maximum cost reduction at tfestage when used with the n-1

previously selected vanilla boxes.

Once the vanilla box configuration is chosen, thanoal inventory levels
of vanilla boxes and the optimal assembly plarefach scenario is determined by
the two-stage stochastic program. The authorszetithe subgradient based
approach to solve the problem. The subgradiembisined from the average
value of the dual variables corresponding to varblbx inventory in the recourse

step.

The basic model is extended to a multi-period mwoband to the settings
where the assembly capacity is used to producdladmxes as well as final

products. There are two additional assumptionghierextended model:

* Demands in consecutive periods are independent.

* A base-stock policy is used for managing the inegntof vanilla
boxes (each period starts with the same numbemoilla boxes for
each type). Overtime costs are assigned for bringie inventory

level to the target level if it is lower at the ewida period.

Under these assumptions, each period’s planninglgmmois independent

of other periods.

Some other extensions of the basic model are ateteled or described in
the article. The first model is for a special cagere each product can be made

either from a unique vanilla box or from raw comeots. The problem is a
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continuous knapsack problem and can be solved asogedy rule. The second
extension is a variant of the basic model whereaciéyp and speed-up restrictions
are removed and costs are assigned for choosirayteyar vanilla box for a
product. The third extension is providing the cuosto with redundant
components instead of loosing the demands. It ideted by introducing a cost
parameter reflecting the cost of additional compmisdhat are present in the
vanilla box but not required in product. The foudktension is related to the
substitution among products. Substitution is madiddg introducing a cost for
interchanging products. The fifth extension is tineorporation of the raw
component inventory in the model. The last extanssothe substitution among
components. It is modeled by assigning a cost $angua “higher grade” vanilla

box for a product.

The impact of different factors; such as capadtyyelation in demand,
variance of product demand and number of vanilleebpon the total cost and the
type of vanilla boxes that are optimal are studiad the results are discussed for
the single-period model. (It is assumed that ietak unit of time to assemble a

component.) The findings can be summarized asvisstio

* Anincrease in demand variance increases the nostred.

* The vanilla process incurs lower cost under negadis compared to
positive correlation in product demands.

» Under very tight capacity restrictions, vanilla lbexcannot be utilized
because there is not enough capacity to assemidieigis even from
vanilla boxes, thus the optimum inventory levelsvahilla boxes are
low. Under a larger capacity level, vanilla boxes de utilized and
the optimum inventory levels increase. Under higpacity, products
can be assembled from components and vanilla kemeesot required,
thus the optimum inventory levels decrease.

* As the number of vanilla box types increases, oted tost decreases.
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The vanilla process is also compared to make-tcksttMTS) and
assembly-to-order (ATO) processes. MTS and ATCcarssidered as the extreme
cases where the configuration of vanilla boxes esponds to the set of final
products and with K=0, respectively. K=0 means #iaproducts are produced
from their components (subassemblies) after theadenis realized. The results
indicate that vanilla box assembly (VBA) procesaldgerform better than MTS
under the condition of negative correlation and ion@eto-high capacity. MTS
performs better than VBA process in all cases \pikitive demand correlation.
The performance of both VBA process and MTS isdodtian or equal to ATO in
all considered cases. ATO is always the worst beeau this case each product
should use the capacity to be produced since nllaséoxes, assembled before,
is used.

In general, the approach and the model reflecta ggtrategy for DPD.
However, there are some shortcomings in the defemdronment and some
assumptions do not reflect the real production remvhent. For example, it is
assumed that vanilla boxes are produced in a depplantand they do not use
the capacity of the final assembly plant, thusdapacity used to produce vanilla
boxes is ignored. Because of that assumption, & process mostly gives the
best results when compared to MTS and ATO proces$ese all production
activities are done in the final assembly plante Holding costs of all vanilla
boxes are assumed to be the same independent miirtii@er of components they
include. Thus, it is concluded that holding coseslmot seem to play a very
significant role in the configuration of the vaailboxes, but changes the optimal
vanilla box inventory levels (Swaminathan and Tay995). However, relaxing
that assumption may lead to the selection of differanilla configurations.

In the multi-period extension of the model, the uasgtion that each
period starts with the same number of vanilla bolkgseach type reduces the
model to a single period model. However, the mup#tiiod problem would be
more realistic, if it considers the amount of viniboxes that remain from the

previous periods and determines the inventory sewtl/anilla boxes accordingly.
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3.2. THE PROBLEM ENVIRONMENT

Integrating the design and manufacture of companetithin the context
of delayed product differentiation using vanillaxbe is an appropriate strategy
when there is a large number of common componemsng the products.
Vanilla boxes can be useful in providing a quickp@nse to customer demands if

the product variety is high in a product line.

In this study, we aim to model the delayed prodliiferentiation strategy
using vanilla boxes in a more realistic environmierd multi period system. We
intend to use a hybrid system of VBA and ATO preess Because according to
the realized demand in a period, it can be morefi@al to assemble some of the
products from its components where vanilla boxeswsed for the assembly of

other products.

We focus our attention on the computer industryensithe market prices
have come down drastically and the product vatety been increasing by a very
large factor. Product proliferation is enlarged do¢he combination of features
each with several options. Such a variety in prodportfolio results in
uncertainty in customer demands and makes demarttidandividual products

highly stochastic.

In VBA process, vanilla boxes are assembled, teatet stocked before
the receipt of a customer order. After the custooreer is received, additional
components are added to the appropriate vanilladoxake the final product and
the product is then tested before being sent tacttstomer. Therefore the lead
time experienced by the customer is reduced, wim#ntaining the product

variety at the expense of holding inventory for agilla boxes.

Since the total lead time of assembly is not ldngsase when the final
assembly capacity is very large, the VBA proceshices to the ATO process,
because demand can easily be satisfied by assgmédioh product from its

components rather than using vanilla boxes.
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A discrete time, multi-period model with finite capty for final assembly
is studied where the manufacturer experiences astichdemand for multiple
products. VBA process is modeled and analyzed densig costs of inventory,
costs of unsatisfied demand, capacity restrictiaesnand information, bill of
material and resulting service levels under threxeops rolling horizon method.
The optimal vanilla configuration and their inverntolevels are obtained
simultaneously through the minimization of holdiogst for vanilla boxes and
penalty cost for unsatisfied demand. Furthermdre,itnpact of different product
demand scenarios, capacity restrictions and pemaky on the optimal vanilla

configuration and corresponding inventory leveks studied.

Our problem environment is explained below in detai specific sub-
titles together with the assumptions related tonthe

Product Variety

In the study, rather than considering all produetanufactured in a
manufacturing plant, a single product line consgstof different models of the
same product is focused on. Different models adtosgroduct line show a high
degree of component commonality. In addition, thera one-to-one relationship
between components and features. For exaroptdral processing unit (CPWs
a feature in a personal computer product line @ ltwo options a€eleronand
Pentium 4geach of which is referretb as a component. As a result, a product is
defined in terms of its features and their optithreg are required by the customer.
In a product line, there are several features, somehich are essential, while
others are optional. For instance, motherboardJy @GRAd memory card are
essential features where sound card, TV card addchéelem are optional. Each

feature has several options, determining the compisrthat make up the product.

The manufacturer has an unrestricted product gmrtfétlowever, the
features and their options are predetermined byntheufacturer. The customer
chooses the option she prefers among the presamtons of features and
configures her own product. Thus, the productfiéngroduct line are determined
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according to these customers’ specific orders. Wrbdariety in the product line

increases exponentially by the number of optioes@nted for each feature.
Vanilla Boxes

Every product may be assembled either directly fritamcomponents or
from any vanilla box whose component set is a dubséhose required by the
product, thus avoiding redundant components. Varbibxes can include any
combination of components as long as they senthg@ssembly of at least one
product.

It is implicitly assumed that a vanilla box thantains a component that is
not required by the product cannot be used to dslsethe product by either

stripping this component or giving it free.

All vanilla boxes to be used in the period are pimt before the
beginning of the period. Remaining vanilla boxethatend of the period are held

in inventory for the next periods’ demands.
Demands

Demands are realized at the beginning of the pebefibre decisions need
to be made regarding the assembly of the final yotsd The variety in product
portfolio results in uncertainty in customer dem@ndhe (often negative)
correlation of demands between products makedfitult to have an accurate
estimate of the demand for the individual produatsl makes demand highly
stochastic. Thus, demands for the final productsaamsumed to be random and
the demand process is modeled using a set of desta@marios each of which is
assigned a probability of occurrence. They follave @f the given scenarios, each
with a specified likelihood. It is assumed that @ewchs are correlated among
products and periods.
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Type of Components

As stated in Garg (1999), Stadzisz and Henriouslsdiacomponents into
three different categories: (i) invariant composetitat do not change their
identity across the product line; (ii) pseudo varieomponents that are different
in products but do not change anything in the abgesequence since they are all
placed at the same position in the assembly segqueand (iii) variant
components that are different in products and asold occur at different
positions in the assembly sequence. A componerfeature that has options
associated with it is either pseudo variant orasti The advantage of having
pseudo variant components is that the additionpaions does not change the

assembly sequence for the product line.

We assumed that all of our components and subasissnivanilla boxes)

are pseudo variant components.

Assembly Type and Assembly Times

On the basis of the above assumption, assemblyaireach component is
assumed to be one unit time and there is no pracedeelationship in the
assembly process among the components. Thus, dgsiEmd of any component

and vanilla box is sequence independent.

Production lead time for vanilla boxes is one peridanilla boxes that are
used for the product demands in period T are tgroeuced in period T-1. A
vanilla box produced in period T cannot be usedhm assembly of period T

demand.

Contrary to Swaminathan and Tayur (1998 a) wheodymt may either be
assembled directly from its components or from asitdde vanilla box (but not
both), we assume that in the same period, a pradhucbe produced either from
any feasible vanilla boxes or from its raw compdsgnr both. More than one

type of vanilla boxes can also be used in satigfyiifferent demands of a product
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in the same period, but in the assembly of eacdymtp only one vanilla box is

allowed to be used.

Bill of Material

Without loss of generality, it is assumed that Itileof material in terms

of the components is binary for both products dm for vanilla boxes.
Periods

Considering high turnover rates of inventory, hygstochastic demand
and short lead times in the industry, periods aseig@ed to be weeks.

Raw Components

Raw components are assumed to be provided on ehindratsis. Thus, all
raw components for vanilla boxes and products amlable and there is no
shortage of raw components during our three pemptatsning horizon.

Capacity

It is assumed that vanilla boxes are assembledyubi® same capacity
with the end products in a single plant but in safgaassembly lines. Thus, the
finite assembly capacity is allocated between the assembly lines: (i) vanilla

box assembly capacit§,, (which is only used for the assembly of vanilla &®x
produced prior to the customer orders), (ii) finakembly capacit@;., (which

is used to assemble additional components to tmalaraboxes or assemble

products from raw components only, after the redilin of demand and within

the customer response time window which is a pgrief, and C;, are decision

variables in the model, but the sum of them,the.total assembly capacity, is

assumed to be fixed.
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Costs

We minimize the expected stock-out costs for lasidpct demand and
holding cost for left-over vanilla boxes in our nebdbut the total of these costs
over three periods is minimized. The unsatisfiechaed in the same period is
lost, cannot be backlogged and penalty cost for Itis¢ product demand is
assumed to be the same for all products in theyatolihe. Holding costs are
incurred for the unused vanilla boxes at a box gpecific rate. It is assumed that
holding cost of each vanilla box is proportional ite assembly time. This is
because the assembly time is equal to the numbesroponents included in the
vanilla box, since assembly of each component ssirasd to be one unit time.
Furthermore, inventory holding cost is only chardedthe value added during
the assembly process, not for the raw components.

In Swaminathan and Tayur (1998a), the holding coktke vanilla boxes
are assumed to be independent of the componenisgna them. The reason of
this assumption is explained as: “it may not beoadgidea to include a very
expensive component in the vanilla box if the spaggrovided is not adequate.
In such cases we keep track of these expensiveawengs and enumerate all the
different possibilities in our logical choice”. Hewer, when the example of
vanilla boxes given by the article is inspecteds geen that the components used
are in fact subassemblies most of which are quipemsive, such as processor,
memory card, etc. Since we deal with the computelustry and the final
assembly process therein, it would be essentiabtwsider the holding costs of
components in order to find the holding costs ofiNa boxes. Assuming that all
vanilla boxes have the same holding cost would ctlyeaffect the vanilla
configuration chosen and may lead to ineffectiietsmns.

It is assumed that all raw components are availablthe beginning of
three periods planning horizon, thus componentritvg costs are not included
in the model since they do not have a direct effattvanilla box assembly
process.
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3.3. THE PROBLEM DEFINITION

Based on the problem environment and assumptiofisedeabove, our
objective is to determine the final assembly planthe end products with the
optimal vanilla box configuration and optimal intery levels associated with
them in order to minimize the expected total cdsheentory holding and stock-
outs incurred across all possible demand scendrlos.cost measure consists of
holding cost for the leftover vanilla boxes and glgncost for unsatisfied (lost)

product demand.

The problem is considered to be a multi-period [@m@bwith a planning
horizon of three periods. The solution of the peobl is planned to be
implemented on a rolling horizon basis. The implatagon of this approach in

the current period T can be described as follolwews in Figure 1):

* Vanilla boxes produced in previous period(s) arailable at the
beginning of period T.

* As the demand is realized at the beginning of pefiip the vanilla
boxes on hand are allocated to the products thatdame produced for
demands of periods T, T+1 and T+2. In the allocatihe realized
demands are considered for period T, while the densaenarios are
considered for periods T+1 and T+2. In final pradassembly line,
final assembly capacities are utilized in eachqeeriThe result gives
the final product assembly schedule for the thregogs, i.e. how
many of each product would be produced, how thewldvdoe
produced (how many of them from raw components, moany of
them using vanilla box (es)). After this allocatidrolding costs for
vanilla boxes and penalty costs for unsatisfied atemnwould have
been known.

* Given the types and amounts of remaining vanillgelscat the end of
period T from the final product assembly, in thailta box assembly

the best vanilla configuration for period T+1 isufa using demand
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scenarios of periods T+1, T+2 and T+3; and varitha assembly is
scheduled for period T simultaneously. In vanila kassembly line,
vanilla box assembly capacities of each perioduéifeged. The output
is the next period’s (T+1) initial vanilla box inv®ry, which turns out

to be an input to the final product assembly ofqueir +1.

The results of vanilla box assembly and final peidassembly are
implemented only in period T. The above sequencesw@nts recurs at the

beginning of period T+1, as a result of one-permting ahead.
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Figure 1. Implementation of VBA process in currpatiod T
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CHAPTER IV

THE SOLUTION APPROACH

The uncertainty in customer needs for combinatibrfeatures (which
determine the components in the product) makes derfta the products highly
stochastic. Furthermore, the (often negative) etation of demands between
products makes it extremely difficult to have acwate estimate of demand for
the individual products. Hence, the stochastioftgemand is taken into account
and the problem is modeled as an extensive forstazhastic integer program. A
scenario based approach is utilized for the invoket of the stochastic demand
into the problem. A scenario is defined as a comtimn of the realizations of the
random variables, i.e. demand for all periods i ptanning horizon, excluding

the current period for which demand is known.

Scenario planning is very important in designing thodel and analyzing
the results of the stochastic program. Shapiro IPOpresents a ten-step
methodology of scenario planning that centers oarnieg and exploring
interrelationships among strategic trends and keerainties. This methodology
requires the strategic analysis of the producispleers, markets; identification of
major stakeholders, current trends and key uncgi¢ai Since our study is not
based on a real life problem, it is hard to useethodology like that. Thus, a

simpler scenario planning approach is used intilnys

It is thought that it may not always be possiblesamate demand of each
product in an environment where the product varistyery high. But the total
demand of the product line and the demand propwtal characteristic features
would be easier to estimate. Thus, the aggregateani@ of products in the
product line is fixed and demand proportions ofheteature is estimated. Then
the aggregated demand is disaggregated among psodsmg these feature
proportions in order to obtain individual demandrsarios.
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4.1. THE STOCHASTIC INTEGER PROGRAM

We formulate the model as an extensive form of hestic integer
program in which stochastic demand is represented lmumber of demand
scenarios each of which is assigned a probabifitycourrence. The model then
turns out to be a large scale integer programmirgglehwith the objective
function that minimizes the expected value of irteen costs for vanilla boxes
and penalty cost for the lost demand. We simutiasly determine the optimal
vanilla configuration and their inventory levelbgtallocation of finite assembly
capacity both to vanilla boxes and products, arel dtocation of vanilla box
inventory to different products in each period ogeplanning horizon of three

periods for each demand scenario.

The notation used in the formulation is as follow$e products are
indexed byi, the components kjyand the vanilla boxes by

Parameters:
N number of different products in the product lir€l(...,N);
n number of componentg=(,...,n);

K number of different types of vanilla boxes beimed k=0,...,K

(k=0 is used to represent the assembly from raw conmmsng
L number of demand scenarios consideled], (..,L);

contents of th&" vanilla box in terms of the componen{0-1

coefficient);

g bill of material (BOM) for the produdtin terms of the component

j (0-1 coefficient);
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P;

Ct

0-1 coefficient that indicates if productcan be assembled from

vanilla boxk (0 if vanilla boxk cannot be used for the assembly of

producti, 1 otherwise) (,=1 for alli);
holding cost per unit per period for vanilla dgx

lost sale penalty cost per unit per period foratised demand of

producti;

realized (observed) demand for produict periodt;

random demand for producin periodt;

random demands for all products in all periodst{mg
assembly time (capacity usage) of vanilla BoX= number of

n
components in vanilla bdx=>"u, );
=1

assembly time (capacity usage) of produethen it is assembled

from vanilla boxk (= (number of components in the product)-

n n
(number of components in vanilla bkx=>"a; = > u,);
=1 =1

assembly time (capacity usage) of produeathen it is assembled

from its raw components (= number of componenth@product

:Zri:aij );

total assembly capacity in periad
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Variables:

C1ito

ik

production quantity of product that is assembled from raw

components in periotl

production quantity of productthat is assembled from vanilla box

Kk in periodt;

guantity of products assembled during the recosiiese (matrix),
refers to quantity of products assembled in scerndviector);

inventory level of vanilla bok at the beginning of periatl
vanilla inventory (vector);

production quantity of vanilla bakin periodt (can be used for the

assembly of products in periodl);

final assembly capacity in period

vanilla box assembly capacity in peripd
unsatisfied quantity of product i in perigd

vanilla box configuration (matrix), Urefers tok™ vanilla box

(vector);

Q (1, & cost function when demandss

The objective is to minimize the expected cost olding vanilla boxes

and penalty cost for unsatisfied demand. The mdet&rmines:
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* Which vanilla box configuration should be usedttoe current period
T?

* How many of each type of vanilla boxes should bseadbled in

period T to be used in the next period, T+1?

« How to produce the products whose demands arezeealin the

current period T (from raw components or vanillxé®or both)?

» How should vanilla boxes be allocated to finisheadpicts?
The stochastic integer program is formulated dewid:

minE[Q (1 &)

K N
h I - H h |T+1+|T+2+|T+3 + . T+ T+1+ T+2
whereQ (1, & = min Y0 (11 + 177 +17°) + ) p (] +§7 +§7)

k=1 i=1
subject to
K
kZ:lthi = C\t/B Lt (1)
N
Iliﬂ :V; +|lt< _Zrikqitk Otk (2)
i=1
N
z Ztik i G = Cro Lt (3)
i=L k=0
K
Zrikqi-ll; +S' =D/ Ci (4)
k=0
K
z rik qi‘ll;+1 + S|T+1 - giT+1 Oi (5)
k=0
K
z ik q"T<+2 + S|T+2 = EiT+2 i (6)
k=0
N
Zrikqitk < ||t< Ok, t (7)
i=1
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Cle +Cre < C' Ot (8)
q.0Z° Oi, k,t 9)

Cl,,CL Ve, S ILOR" Oi k,t (10)

In the above formulation, constraint (1) assigns thtal vanilla box
assembly time used in a period to VBA capacityha&f period. Constraint (2) is
the inventory balance equation for vanilla boxesngraint (3) finds the capacity
used for the product assembly in a period t aditiad assembly capacity of the
period t. Constraints (4), (5) and (6) restrict #mount of product produced in a
period to be less than or equal to the realized/etgal demand in that period in
order to avoid excess production in that periochsD@int (7) restricts the amount
of vanilla box of a particular type that can bedudering a period to be less than
the available inventory at the beginning of theigukrConstraint (8) restricts the
sum of the capacities required for both vanilla aessembly and final product
assembly to the overall assembly capacity in aodeiihe constraints (9) and (10)

are integrality and non-negativity constraints e variables, respectively. Note
that only the variablesj;, 's are restricted to be integer. All other varebhre

left as continuous variables, since they take dager values in the solutions
because of their dependence gp's. Solving the LP-relaxation of this integer

program instead would lead to erroneous solutisinge the product demands are

very low (even 1 or 2 in some cases) due to higél lef product variety.

4.2. THE SOLUTION METHOD

The most straightforward method of solving a stgticaprogram is to
develop a large scale integer linear program weah of the demand scenarios
is assigned a probability of occurrence and then@dtvalues are found that
minimizes the expected value of the objective fiamctin this way, the stochastic
integer program is reduced to a large scale integegram. The resulting IP is as

follows.
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Notation is the same as the stochastic integer hadmere. The subscript
is now added to identify the value of variablestire I demand scenario.
Additional parametermrol represents the probability of occurrence for desnan

scenariol. £/ and £/ ** are the realizations of produicdemand for the two

periods ahead in scenatio

L K N
minS” prob [zhka T ) Y p S+ s.PZ)j
a3 k=1 i=1

subject to

K

ztkvtm =Clg, | (11)
k=1

N
L™ = Vig + 1 = D Mg Ot k, | (12)
i=1
N K
|

zztik i q;m = CltZG,I L (13)
i=1 k=0

K

Zrik Ou +S =D/ i, | (14)
k=0

K

Z Fik ngﬂ + S||T+l = £i|T+1 i, | (15)
k=0

K

> nay+ S =gl i, | (16)
k=0

N

zrik Qi < 1y Ok, t, | (17)
i=1

Clay +Cle, <C' | (18)
q, 0Z° Oi, k,t,1 (19)
CieiCray Vs Siv Ly OR” i, k,t,1 (20)

For the model size used in the experiments (nurobeomponents: 10,

number of products: 72, number of vanilla boxe$),2tumber of scenarios: 31),
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the solution time is approximately 2 minutes foe thteger program. In order to
get an idea about the solution time of a largee swdel, an example input data
including 21 components, 720 products, 1905 vamitiaes and 15 scenarios is
generated and solved. Although this size is muclrertayger than a possible real-
sized problem (in a real environment, although thenber of products can
increase up to that number, it is impossible fer tumber of vanilla boxes to be
so high due to physical infeasibilities), the sminttime of the problem is
approximately 2 hours. For a planning model thauldbe solved once in a

week, that solution time may still seem reasonable.

In order to compare VBA process to ATO processingger program is
developed for ATO process. Since in ATO case aldpcts are produced from
components, the variables and parameters relatednitia boxes are eliminated
from the VBA model above. The objective functiontloé model for ATO process
includes only the penalty costs associated with uhsatisfied demand. The
integer program for ATO process is as follows. Tleation used is the same as
in the model for VBA process above.

minY” proh >’ p (S + 5] +57°7)
=1 i=1

subject to

N
D todly <C° | (21)
i=1

ay +S/ =D/ Oi, | (22)
Qo +SI7=&" 0.l (23)
o~ +S 7 =" 0.l (24)
Qo 0Z" Ot (25)
S OR? Oit,l (26)

In the formulation of ATO process, constraint (2é&¥tricts the capacity
required for the product assembly in period t by #lvailable assembly capacity
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in period t. Constraints (22), (23) and (24) restifie amount of product produced
in a period to be less than or equal to the redldemand /realization of demand
in scenarid in that period in order to avoid excess productiothat period. The

rest of the constraints are integrality and nonatiggy constraints on the

variables. It should be noted that the productjoantities of products in a period
are limited either by the available final-assemlagpacity or the demand
guantities. The model can be solved separatelgdoh period. The one-period
model then is a knapsack problem, allocating trelavie capacity in a period to

several products based on their shortage penadtg.co

In the VBA and ATO models above, the same envirartaiaestrictions
are set. It is implicitly assumed that there issgarcity of components in the
assembly process, i.e., infinite supply of compdsers assumed in both
processes. Final product inventory is not trametefrom period to period. Total
assembly capacities are equal and unsatisfied dimarot backordered, but lost,
in both processes. If some of the environmentalditmns change, like for
example, unsatisfied demand being backorderedadsté being lost, the results
of the comparison might have changed more in fafoATO. Furthermore, it
should be noted that in case the VBA process sekectassemble all product
requirements directly from raw components, the @sscreduces to an ATO

process.

50



CHAPTER V

EXPERIMENTAL ANALYSIS

In this chapter, we summarize our computationatl\stand the various
insights that we have obtained. We intend to amaljne benefits and costs of
vanilla box assembly process in different environtagas well as the impact of
different factors on the total cost and demand rhfle as a service criterion.
Specifically we search for the conditions under ahhiit is worthwhile to
implement VBA process rather than ATO process, hotal costs and demand
fill rates change with respect to changes in ab#lacapacity, penalty cost to
holding cost ratio, commonality of components ioducts and distribution of

demand among periods.

In the following section, we define our producusture and state why the
factors like capacity, penalty cost, level of conmality of components in
products and distribution of demand among periods selected as the main

factors. We also describe how the levels of themdatermined.

5.1. EXPERIMENTAL FACTORS

In order to analyze the costs and benefits of VBécpss and compare it
to ATO process, a full factorial experiment is doasted. For the experiment,
four factors (capacity, penalty cost to holdingta@dio, level of commonality in
products and distribution of demand among peri@is) specified. By the full
factorial experiment, we try to examine all effeotghe environment by changing

all possible levels of the experimental factoredeined.

Capacity is selected as a factor in order to exarthie effect of different
total assembly capacity levels on the usage oflabobxes in the assembly

process. The aim is to examine at which capacitgl$ée the VBA process is more
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beneficial than ATO process. Five levels of capaaie determined, according to

the average total capacity required in the thremgs of planning horizon.

Penalty cost, as another experimental factor, fsel@ as per unit per
period cost incurred due to demand unmet in thegetr occurs. Since the unmet
demand in a period is lost, penalty cost is in thetlost profit per unit per period.
The ratio of penalty cost to holding cost is aicait factor for determining which
process, VBA or ATO, should be chosen in order taimze the total cost.
Penalty cost has five levels determined accordinthé possible penalty cost —

holding cost ratios.

Level of commonality in products is chosen as &ofiaas well. The aim of
choosing it as an experimental factor is to analylze effect of common
components in VBA process in terms of holding arehgity costs, and to
examine whether VBA process is more beneficial @r when commonality in
products is increased. Two levels, namely high #&w level of common

components, are tried in the experiments.

Another factor is the distribution of demand overipds. The aggregated
product demand of three periods is assumed to resalfixed. However, the
effect of different distributions of this aggregatdemand (disaggregation) over
periods is inspected. Six different distributioms determined, namely increasing
trend, decreasing trend, first-increase-then-dsesefirst-decrease-then-increase,
fixed and mixed. In increasing (decreasing) disiitn, demand increases
(decreases) starting from period one to periodethbeit with different standard
deviations. Similarly, in first-increase-then-dease (first-decrease-then-increase)
distribution, demand increases (decreases) fronogeane to period two but
decreases (increases) from period two to periogethagain with different
standard deviations. In fixed distribution, the @ewh of each period is the same.
In mixed distribution, there is not a certain patfebut all the scenarios defined

above are likely.
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The aim of taking the distribution of demand ovegripds as an
experimental factor is to analyze the benefit {if)aof VBA process in different
demand distributions over periods and to obtainnaight about the use of pre-
knowledge on the distribution of demand in orderdeiermine whether VBA

process should be preferred or not.

5.2. DATA GENERATION

The effects of several environmental charactegséis capacity, penalty
cost, demand distribution over periods and levet@mhmonality of components
across products are investigated by constructiagriteger models for VBA and

ATO with the specific levels of experimental factor

Since the computer industry is focused on as tdesimy, the example
product line is assumed to bpetsonal computers for hofproduct line. In the
study, a product structure consisting of five feasus considered. Three of these
features are defined a®cessary featuremeaning that each product must have
all these three features. Two of the features agional and need not to be
possessed by all products. Each feature has twionsptresulting in a total
number of 10 different components (since each featith a different option is
defined as a component) and a product with a ceféaiture can include only one

of these two options.
Sample product structure is presented in Table 1.
Necessary features; Irp, I3
Optional features: 0 0,

Components:i r12, 21, I22, 31, 32, O11, O12, Op1, O22
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Table 1. Sample product structure
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Motherboard required
Celeron ril
Pentium 4 r12
Central Processing Unit (CPU) required
Intel Celeron r21
Intel Pentium 4 r22
Memory required
256 MB SDRAM r31
512 MB SDRAM r32
Sound card optional
5.1 0ll
7.1 012
Graphic card optional
64 MB 021
128 MB 022

Since there is not a specified and limited produmttfolio offered, the
manufacturer can produce any combination of theseféatures, assuming that
there is no physical and technical infeasibilitytheeir assembly, or combination

of features.

The manufacturer can offef=B different products considering only the
necessary features; and each optional featuiedg, 01, 0,2) and combinations
of them can be included to each of these 8 prodtmtally resulting in 72 end

products, as shown in Table 18 in Appendix A.

After determining final products and their bill wfaterials (BOM) in terms
of components, feasible vanilla boxes and their BOdvle found. It is obvious
that vanilla boxes such asi(rry) ... (a1, 02 and all other vanilla boxes
including these as subsets are infeasible. Totalbeu of feasible vanilla boxes is

200. BOMs for vanilla boxes are shown in Tableri@ppendix A.
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In order to carry out the full factorial experimedemand scenarios and
values for the levels of the experimental factaes defined first. Then, to obtain
the numerical results for the specified analys$is,data is generated to be utilized
in the integer program.

Demand Scenarios

The market demand is stochastic, thus, to introdwsalom market
demand into the problem, a scenario-based appiisadilized. For the scenario-

based approach, several integer alternative valieegenerated for each period.

In fact, in a real life problem, the demand of tingt period is known since
assembly process begins after the demand is rdalidewever, in order to
generate unbiased experimental data, the demanttheofiirst period is also

included in the scenarios.

Since the assembly line dealt with includes thalpets that belong to the
same product line, the total demand of the prothamoily is assumed to be known
and fixed. It is assumed that the aggregated dermofiatl 72 products is 900 in
total for three periods.

For the generation of demand scenarios, the tatahathd of 900 is
distributed over three periods with respect tostamdard deviation. Among these
different scenarios, 31 of them are selected irerotd use in the experiments
according to their standard deviations. The sefestenarios are presented in
Table 2.
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Table 2. Generated demand scenarios

Scenario Demand of Demand of Demand of Standard
no. period 1 period 2 period 3 deviation
1 0 0 900 520
2 0 900 0 520
3 50 50 800 433
4 50 800 50 433
5 100 150 650 304
6 100 300 500 200
7 100 500 300 200
8 100 650 150 304
9 150 100 650 304
10 150 650 100 304
11 200 300 400 100
12 200 400 300 100
13 250 300 350 50
14 250 350 300 50
15 300 100 500 200
16 300 200 400 100
17 300 250 350 50
18 300 300 300 0
19 300 350 250 50
20 300 400 200 100
21 300 500 100 200
22 350 250 300 50
23 350 300 250 50
24 400 200 300 100
25 400 300 200 100
26 500 100 300 200
27 500 300 100 200
28 650 100 150 304
29 650 150 100 304
30 800 50 50 433
31 900 0 0 520

Then the aggregate demand of each period is distdbover individual
products according to the components they including the feature specific
option percentages. It is assumed that the pemgerdamand of each option in
each feature is known and fixed. For example, iy tp@ known that 25% of the
customers select option 1 for featuref their product includes that feature. Then
percentage of option 1 in featureis 25%. If the total demand is 100, then total

demand of products that includg is 25, demand of products that includeis
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75. Similarly, assuming that percentage of optiaof feature sis 25%, then the
total demand of products that include both and p; is approximately 6%
(0,25*0,25=0,0625). With these demand percentagéisetl for each option of
each feature, total demand of each period is drega¢ed over individual
products. Without loss of generality, the perceesafpr options are taken as 25%

for the first option and 75% for the second opfionall features.

By the design of our experiments, it is assumetidbanands of individual
products are negatively correlated.

Level of Commonality

In order to change the level of commonality of comgnts without
changing any other environmental characteristie tdemand percentages of
options defined above are changed for featur&he percentage of both option 1
and option 2 of feature s changed to %50, decreasing the level of compone
commonality among end product demands. Thus, twaelde of common
components are determined as low commonality (wle¥nentages ofiyand f.
are 50%) and high commonality (when percentage;t 5% and percentage of
r2is 75%).

Distribution of Demand over Periods

Six different demand distributions (increasing, r@esing, first-increase-
then-decrease, first-decrease-then-increase, fixatked) over periods are
generated by changing the probabilities of occumerfor the scenarios in each
experiment. In mixed distribution, it is assumedttthe probabilities of all 31
scenarios are equal. In the other distributions,eftample in increasing trend
distribution, the scenarios that have increasingatel pattern only through the
time horizon are selected and total probability0Q).is divided among them
equally. In fixed distribution only the eighteergbenario (where the demand of

every three period is 300) is used, giving a prdiglof 1.00 to scenario 18 and
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probability of 0.00 to other scenarios). The piulity of occurrence for the

scenarios in each distribution factor is given able 3.

Penalty Cost

Levels of penalty cost are determined accordingstoatio to inventory
holding cost. According to the sample product strie; the average number of
components in products is 4. Since the unit holdiogt for each component is
one unit, the unit holding cost for each product isnits on the average. In order
to examine the cost and benefits of vanilla boxeexsy process in different
environments related to penalty cost to holding cato, five different levels for
penalty cost is determined as 3, 5, 7, 10 and Jérevthe ratio of them to holding
cost is 0.75, 1.25, 1.75, 2.50 and 3.75, respdygtivenly the penalty cost of 3
represents an environment where the inventory hgldiost is greater than the
penalty cost. The others represent environmentls gieater penalty cost than

holding cost with various ratios.

Capacity

Different capacity levels are determined considgthne average assembly
time needed for three periods. As mentioned abageoprding to the product
structure determined, the average number of comysrie products is 4. Since
the total demand of three periods is assumed t@0Beand the assembly time of
each component is one time unit, total capacitydeddor three periods is 3600
time units on the average. This refers to a capaditl200 time units in each

period.
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Table 3. Probability of scenarios for different gerd distributions over periods

4 O O

o o 75 g g
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5E | 2 5 2 %5 %5 3
= E £ 5 E £ E £ &

1 0.033 | 0.200 | 0.000 0.000 0.000 0.000
2 0.033 | 0.000 | 0.000 0.100 0.000 0.000
3 0.033 | 0.200 | 0.000 0.000 0.000 0.000
4 0.033 | 0.000 | 0.000 0.100 0.000 0.000
5 0.033 | 0.200 | 0.000 0.000 0.000 0.000
6 0.033 | 0.200 | 0.000 0.000 0.000 0.000
7 0.033 | 0.000 | 0.000 0.100 0.000 0.000
8 0.033 | 0.000 | 0.000 0.100 0.000 0.000
9 0.033 | 0.000 | 0.000 0.000 0.110 0.000
10 0.033 | 0.000 | 0.000 0.100 0.000 0.000
11 0.033 | 0.200 | 0.000 0.000 0.000 0.000
12 0.033 | 0.000 | 0.000 0.100 0.000 0.000
13 0.033 | 0.000 | 0.000 0.000 0.110 0.000
14 0.033 | 0.000 | 0.000 0.100 0.000 0.000
15 0.033 | 0.000 | 0.000 0.000 0.110 0.000
16 0.033 | 0.000 | 0.000 0.000 0.110 0.000
17 0.033 | 0.000 | 0.000 0.000 0.110 0.000
18 0.033 | 0.000 | 0.000 0.000 0.000 1.000
19 0.033 | 0.000 | 0.000 0.100 0.000 0.000
20 0.033 | 0.000 | 0.000 0.100 0.000 0.000
21 0.033 | 0.000 | 0.000 0.100 0.000 0.000
22 0.033 | 0.000 | 0.000 0.000 0.110 0.000
23 0.033 | 0.000 | 0.170 0.000 0.000 0.000
24 0.033 | 0.000 | 0.000 0.000 0.110 0.000
25 0.033 | 0.000 | 0.170 0.000 0.000 0.000
26 0.033 | 0.000 | 0.000 0.000 0.110 0.000
27 0.033 | 0.000 | 0.170 0.000 0.000 0.000
28 0.033 | 0.000 | 0.000 0.000 0.110 0.000
29 0.033 | 0.000 | 0.170 0.000 0.000 0.000
30 0.033 | 0.000 | 0.170 0.000 0.000 0.000
31 0.033 | 0.000 | 0.170 0.000 0.000 0.000

At the beginning, it was thought that this capatgtyel (1200) should be
the medium level capacity to be considered in tkgegments. However, in the
sample experiments, it was seen that this levatapfacity refers to very tight
capacity in both vanilla box assembly process asémble to order process. This
may be due to the fact that, the distribution ahdad among periods is not stable

59



in most of the scenarios, and standard deviatiasheafand is high. Even in some
scenarios, a total demand of 900 units is expefrelde satisfied only in one
period. Therefore, five capacity levels are detagdibased on the results of the
sample experiments as 1200, 1400, 1600, 2000 ad@d @se units of assembly
capacity which refers to a capacity utilizationl®0%, 86%, 75%, 60% and 50%,

respectively, on the average.

5.3. GAMS MODEL

In order to solve the integer program, the optitnirasoftware General
Algebraic Modeling (GAMS) is used. This optimizatisoftware provides a high-
level language for the compact representation ojelaand complex models,
allows changes to be made in model specificatiomplsi and safely, and permits

model descriptions that are independent of solwigorithms.

Since the model gets larger as the number of sosnand products gets
larger, the GAMS/CPLEX solver is selected. GAMS/ERXL allows for
combining the high level modeling capabilities oAKS with the power of
CPLEX optimizers. While numerous solving options e aravailable,
GAMS/CPLEX automatically calculates and sets mquions at the best values
for specific problems. An example for the integeod®l applied in GAMS is
presented in Appendix B.

5.4. ANALYSIS

In order to analyze the benefits obtained by applythe VBA process,
analysis is conducted on the performance measugaesly total cost and average
fill rate over three periods. Although the totalst@nd average fill rate are
calculated over three periods, only the valuedeffirst (current) period would be
the real total cost and fill rate values, and th&®gs obtained for the next two
periods would change in rolling horizon accordingthe realized demands in
these periods. The fill rate for a problem inseisccomputed as follows:

60



Expected penalty cost/unit penalty cost=expectedbar of unsatisfied demand
Fill rate=1 — (expected number of unsatisfied dethAtotal demand)

Total demand over three periods is 900 in both gsses. Expected
penalty cost is directly the objective function walfor ATO process, while in
VBA process it is found by subtracting the expectedding cost from the

expected total cost (objective function value).

The results of the integer programs solved by GABFR/EX, considering
all combinations regarding all levels of each factre given in Appendix C.

Totally, 600 runs have been made.

54.1. INITIAL OBSERVATIONS

According to the results of the integer programs WBA and ATO

processes, some immediate conclusions can be drawn:

In all distribution types except the fixed distrilaun, total cost decreases
as capacity increases for the same level of peralty. Total cost decreases as
penalty cost decreases at the same level of cgpaciboth VBA and ATO
processes. In the fixed distribution, since allamafes are above or equal to the

required capacity, the total cost is always zerdfuh probabilities.

When penalty cost is 3, total costs and fill raie¥BA process and ATO
process do not differ. This is because, when irorgritolding cost is higher than
the cost of unsatisfied demand, vanilla boxes atepnoduced and stocked to
satisfy the next periods’ demands, and VBA procedsces to an ATO process.

When penalty cost is 3, in all capacity levels, réasing demand
distribution has the highest total cost. Cost desee according to the distribution
in the order of decreasing, first-increase-thern@se, mixed, first-decrease-
then-increase and fixed distributions. This ordedistributions is valid for all
penalty cost and capacity levels in ATO processp@salty cost increases, the
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order changes in VBA process to decreasing, inorgasnixed, first-increase-
then-decrease, first-decrease-then-increase aedl diistributions according to the

descending order of total cost.

Total cost and fill rate differences between VBAgess and ATO process
(on the favor of VBA process) are the highest (246d 0.34 respectively) when
commonality is high, distribution of demand is ieasing, penalty cost is highest
(15) and capacity level is lowest (1200). In gaheWBA process is more
beneficial than ATO process when demand distriloui® increasing or first-

increase-then-decrease or first-decrease-thenasere

VBA and ATO processes do not differ in fixed or dexsing distributions
for all levels of penalty cost and capacity. Twogasses give the same total cost
and fill rate values, because VBA process redugesSTiO process since there is
no usage of vanilla boxes in these distributioresydf capacity is higher than the
required capacity in the first period, then theseekcess capacity to produce
vanilla boxes, but since the next two periods’ dedsacan be satisfied by
producing the products directly by the assemblyhefr components, there is no
need to produce vanilla boxes. If capacity is lowem the required capacity in
the first period, then there is not any excess agpto produce vanilla boxes. In
both scenarios, VBA process reduces to ATO progetding the same total cost

and fill rate values.

The difference between VBA process and ATO processimmarized on
the total cost (fill rate) versus penalty cost dpmpt different capacity levels and
demand distribution types for high commonality. cgirthe behaviors of the two
systems, VBA and ATO, are almost the same at @iffecapacity levels, the
graph of only one capacity level is presented.

In Figure 2, it is seen that total cost increasepeanalty cost increases in
both ATO and VBA processes in mixed demand distidiou However, as penalty
cost increases, the difference between the cosesalf ATO and VBA processes
increases in favor of the VBA process.
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DISTRIBUTION: MIXED

CAPACITY: 1600
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Figure 2. Total cost versus penalty cost for AT@ ®iBA processes in mixed
distribution and 1600 time units of capacity

For a capacity level of 1600, the percentage deere&total cost in VBA
process according to ATO process is 0%, 5%, 21%% 3a8d 44% for penalty
cost levels of 3, 5, 7, 10 and 15 units respectivEable 4 shows the percentage

of decrease in total cost for all levels of caparitmixed distribution.

Table 4. Percentage decrease of total cost in Vi8&gss according to ATO
process in mixed distribution and high level of gament commonality

Penalty Cost 3 5 7 10 15

Capacity: 1200 0% 5% 14% 21% 31%
Capacity: 1400 0% 5% 18% 27% 38%
Capacity: 1600 0% 5% 21% 33% 44%
Capacity: 2000 0% 3% 21% 35% 45%
Capacity: 2400 0% 1% 20% 34% 45%

As seen from the table, in mixed distribution whallescenarios have the

same probability of occurrence, VBA process isdyetthan ATO in all levels of
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factors except when the penalty cost is 3 unitse Tain obtained from
implementing VBA process increases, as penaltyioostases. For high levels of
penalty cost, the gain of VBA process increasesagmcity increases, however,
after a certain capacity level (2000), the gaivBRA process remains the same or
even decreases because in high capacity levelsp#tef ATO process decreases

more than the VBA process and thus the differeretevdéen VBA process and

ATO process decreases.

Table 5 shows the percentage of increase in fite rgained by
implementing VBA process rather than ATO processafblevels of capacity and

penalty cost in mixed distribution.

Table 5. Percentage increase of fill rate in VBAgass according to ATO
process in mixed distribution and high level of gament commonality

Penalty Cost 3 5 7 10 15
Capacity: 1200 0% 11% 12% 13% 16%
Capacity: 1400 0% 9% 11% 13% 13%
Capacity: 1600 0% 8% 11% 11% 11%
Capacity: 2000 0% 5% 7% 7% 7%
Capacity: 2400 0% 2% 4% 4% 4%

For higher levels of capacity, the increase in fiite obtained by
implementing VBA process is lower. As penalty costreases for the same
capacity level, the increase in fill rate increases high levels of both capacity
and penalty cost, the decrease in total cost is &litpough the increase in fill rate

is the same.

In Figure 3, the change in the value of fill ratéthwpenalty cost is
presented. In ATO process, the fill rate is stdbighe same level of capacity, but
increases with increasing capacity. In VBA procéifisrate increases as penalty

cost increases at all capacity levels.
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DISTRIBUTION: MIXED CAPACITY: 1200
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Figure 3. Fill rate versus penalty cost for ATO MBJA processes in mixed
distribution and 1200 time units of capacity

As presented in Figure 4, when distribution of dedhas increasing
throughout the periods, total cost of VBA processréases as penalty cost
increases for a while, but then it remains stalileesall demand is resulting in a
fill rate of 1.00. The number of penalty cost levelhere total cost is stable is 3
when capacity level is 2000. This number decreasesapacity decreases since

fill rate reaches to 1.00 in higher penalty costle when capacity is low.
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DISTRIBUTION: INCREASING CAPACITY: 2000
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Figure 4. Total cost versus penalty cost grapAfo® and VBA processes in
increasing demand distribution and 2000 time wfitsapacity

The percentage decrease of total cost in VBA pseesording to ATO
process for all levels of capacity in increasingndad distribution is represented
in Table 6.

Table 6. Percentage decrease of total cost in Vi8gss according to ATO
process in increasing distribution and high lefedamponent commonality

Penalty Cost 3 5 7 10 15

Capacity: 1200 0% 9% 20% 29% 52%
Capacity: 1400 0% 9% 25% 38% 58%
Capacity: 1600 0% 8% 31% 49% 66%
Capacity: 2000 0% 5% 32% 52% 68%
Capacity: 2400 0% 1% 30% 51% 67%

The percentages representing the gain by implenge¥BA process

reach their highest values in increasing distriout®f demand, because the value
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of holding inventory increases since the second tmd periods’ demands

cannot be satisfied with the capacity of thosequaki
Table 7 shows the percentage of increase in fite rgained by

implementing VBA process rather than ATO process.

Table 7. Percentage increase of fill rate in VBAgass according to ATO
process in increasing distribution and high lefedamponent commonality

Penalty Cost 3 5 7 10 15

Capacity: 1200 0% 25% 25% 31% 53%
Capacity: 1400 0% 27% 27% 33% 41%
Capacity: 1600 0% 26% 28% 30% 32%
Capacity: 2000 0% 15% 19% 19% 19%
Capacity: 2400 0% 11% 11% 11% 11%

Similar to equal distribution type, the gain ofl filate obtained by
implementing VBA process decreases as capacityeases. For the same
capacity level, high penalty cost increases thegmgage increase in fill rate. For
high levels of both capacity and penalty cost, dieerease in total cost is high

although the increase in fill rate is the same.

In Figure 5, the change in the value of fill rate&¢hwpenalty cost is
presented. In ATO process, the fill rate is stdbtehe same level of capacity, but
increases with increasing capacity. In VBA procé#israte increases as penalty

cost increases until it reaches to 1.00 at all ciaptevels.
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DISTRIBUTION: INCREASING  CAPACITY: 1400
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Figure 5. Fill rate versus penalty cost for ATO MBJA processes in increasing
distribution and 1400 time units of capacity

Figure 6 represents the change in the value of tmst according to
penalty cost, when distribution of demand is desireathroughout the periods.
Total cost of VBA process and ATO process are tmes for each level of
capacity and penalty cost in decreasing distrilbbytmeaning that implementing
VBA process has no additional gain if the demanddsreasing throughout the
periods. Because the highest demand in that disiibb is in the first period and
vanilla boxes cannot be used in the same periog dne produced. Therefore,
there is no need and in fact, no capacity to predu&nilla boxes and VBA

process reduces to ATO process.

Figure 7 shows the change in fill rates with pgnatist. There is again no
difference between VBA and ATO processes.
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DISTRIBUTION: DECREASING CAPACITY: 2400
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Figure 6. Total cost versus penalty cost for AT@ ®iBA processes in
decreasing distribution and 2400 time units of cépa

DISTRIBUTION: DECREASING CAPACITY: 2000
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Figure 7. Fill rate versus penalty cost for ATO MRIA processes in decreasing
distribution and 2000 time units of capacity
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As presented in Figure 8, when distribution of deché first-increase-

then-decrease, total cost of VBA process increasgeenalty cost increases.

DISTRIBUTION: FIRST-INCREASE-THEN-DECREASE CAPACITY: 1400
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Figure 8. Total cost versus penalty cost for AT@ ®BA processes in first-
increase-then-decrease distribution and 1400 timite of capacity

The percentage decrease of total cost in VBA pmeesording to ATO
process for all levels of capacity in first-increagbhen-decrease distribution is as

shown in Table 8.

Table 8. Percentage decrease of total cost in Vig&egss according to ATO
process in first-increase-then-decrease distribwind high level of component
commonality.

Penalty Cost 3 5 7 10 15
Capacity: 1200 0% 8% 21% 30% 38%
Capacity: 1400 0% 8% 26% 40% 51%
Capacity: 1600 0% 7% 31% 49% 63%
Capacity: 2000 0% 1% 32% 52% 68%
Capacity: 2400 1% 2% 30% 51% 67%
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Fill rate versus penalty cost graph for the sams&ritution is presented in
Figure 9. It is similar to the graph in increasuhigtribution. However, as can be
seen from Table 9, in first-increase-then-decreigsteibution, the value of gain in
fill rate is not as high as the gain in increasiingjribution. Another difference is
that, in the case of first-increase-then-decreastilzlition, the gain in fill rate
does not increase as penalty cost increases gitamadty cost level of 7. It means
that for the same capacity level, the fill raterease obtained by implementing
VBA process is not affected by the penalty costdiador high levels of it.
However, the decrease in total cost obtained byementing VBA process goes

on increasing as penalty cost increases at the capaeity level.
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Figure 9. Fill rate versus penalty cost for ATO MBJA processes in first-
increase-then-decrease distribution and 1600 timits of capacity
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Table 9. Percentage increase of fill rate in VBAgass according to ATO
process in first-increase-then-decrease distribwind high level of component
commonality

Penalty Cost 3 5 7 10 15
Capacity: 1200 0% 14% 17% 18% 18%
Capacity: 1400 0% 13% 17% 17% 17%
Capacity: 1600 0% 9% 16% 16% 16%
Capacity: 2000 0% 7% 10% 10% 10%
Capacity: 2400 0% 3% 6% 6% 6%

Figure 10 presents the change in value of total @osording to penalty
cost, when distribution of demand is first-decretmn-increase. Although the
demand of the first period is high similar to dexsiag distribution, in that case,
VBA process is beneficial than ATO process in highiels of penalty cost.
Contrary to decreasing distribution, vanilla boyxesduced in the second period
can be used for the demand of third period leatbnigigher demand satisfaction

than ATO process in the third period.
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Figure 10. Total cost versus penalty cost for AT@ ¥BA processes in first-
decrease-then-increase distribution and 1600 timts of capacity
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Table 10 shows the percentage decrease of totalitOgBA process
according to ATO process for all levels of capadaityirst-decrease-then-increase
distribution. The gain from VBA process in thattdisution is lower than the gain
in increasing and first-increase-then-decreaseriloligions. Similar to other
distributions, after a certain capacity level (iratt case it is 1600), the gain of
VBA process remains the same or decreases beaatnsghi capacity levels, the
cost of ATO process decreases more than the VBAes® and thus the

difference between VBA process and ATO processedses.

Table 10. Percentage decrease of total cost in WB&ess according to ATO
process in first-decrease-then-increase distribwind high level of component
commonality

Penalty Cost 3 5 7 10 15
Capacity: 1200 0% 4% 15% 24% 35%
Capacity: 1400 0% 3% 17% 27% 38%
Capacity: 1600 0% 3% 18% 29% 39%
Capacity: 2000 1% 1% 15% 25% 33%
Capacity: 2400 0% 3% 15% 25% 34%

Table 11 shows the percentage increase of fill rate/BA process
according to ATO process for all levels of capadaityirst-decrease-then-increase
distribution. The percentages of increases in ffdte are lower than both
increasing and first-increase-then-decrease digioibs. When capacity level is
2400, both VBA and ATO processes reaches to aafil of 1.00 resulting a 0%
increase in fill rate. However, VBA process reacteshe same fill rate value

with a lower total cost.

In Figure 9, fill rate versus penalty cost graphtfee first-decrease-then-

increase distribution is presented for a capaeirgll of 1600.
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Table 11. Percentage increase of fill rate in VBAgess according to ATO
process in first-decrease-then-increase distribwind high level of component
commonality
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Figure 11. Fill rate versus penalty cost for ATQ@ MBA processes in first-
decrease-then-increase distribution and 1600 winits of capacity

All of the above graphics and results accordinghi effects of penalty
cost, demand distribution and capacity levels applthe case where component
commonality is low. However, in low component commality, total costs of both
VBA process and ATO process are higher than theegalobtained in high

component commonality case. Especially in high lewd demand and penalty
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cost, the gain obtained from VBA process increasése case of high component

commonality.

5.4.2. STATISTICAL ANALYSIS

In this section, the values of total cost and ayeréll rate over three
periods obtained in VBA process and ATO process aalyzed statistically
utilizing Duncan’s test. Duncan’s test is a regulided test that compares the
treatment means, while controlling the comparis@evérror rate and uses a least
significance range value for sets of adjacent mgikhses and Montgomery,
1990). Duncan’s test is selected since it tellsthdrea given mean differs from a

given number of adjacent means.

Statistical analyses are applied to cases where YB&ess gives better
results than ATO process in terms of both totalt @ysl average fill rate. For
these cases, additional results are obtained bwygam@ the probability of
occurrences of demand scenarios in order to apglypuncan’s test, because the

probability of occurrence is the only random faatealt with.

We formulate the Duncan’s test in MS Excel. Therfolation of the test
and the mean square error values obtained in emghare presented in Appendix
D.

The cases that are analyzed statistically are asang, first-increase-then-
decrease and first-decrease-then-increase dematnbuations with factor levels
of 5, 7, 10, 15 for penalty cost and 1200, 140@01&000, 2400 for capacity.
Mixed distribution is not included in the analydigcause if the probabilities of
occurrences of all demand scenarios are changelmdy, the effect of demand

distribution among periods would influence the fssaf the analyses.

For increasing, first-increase-then-decrease anibt-decrease-then-
increase distributions, five additional probabildistributions are determined as

shown in Tables 12, 13 and 14. Using these difteré@mand scenario
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probabilities and factor levels of penalty cost aagacity as defined above, the
integer program is run and combining the resultthete runs with the previous
ones, Duncan’s test is applied for total cost alhddte values. Means of total
cost and fill rate values for VBA and ATO processese compared and it is
determined whether the performance of VBA procsssignificantly better than
ATO process or not using the test value of Duncaess with 95% confidence
interval. The factor levels where the differenetween VBA process and ATO
process is found significant in favor of VBA proseme represented with a mark
(*) in the Tables 15, 16 and 17, that are formedefach demand distribution type.

Insignificant differences are represented by adot

Table 12. Probability of scenarios for increasiegndnd distribution

o — 3\ ™ <t [Te} ©
z o __ V] Q Q V] Q
0 Z4 Z Z Z P P
T 0n<g %) ) 0 %) 0
< vE; | ) h i n
z V]

o x = o o o o o
O ox @] (@) (@] @] (@]
7 =4¢) z z z z z

1 0.2 0.3 0.1 0.2 0.05 0.3
3 0.2 0.25 0.15 0.3 0.05 0.3
5 0.2 0.2 0.2 0.05 0.3 0.3
6 0.2 0.15 0.25 0.2 0.3 0.05
11 0.2 0.1 0.3 0.25 0.3 0.05
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Table 13. Probability of scenarios for first-incseathen-decrease demand
distribution

' " C ;o L ‘o

L 1] L L 1] L
o | §52 | 85 | BE | B3 | &S | &%
2 0.10 0.25 0.05 0.05 0.10 0.05
4 0.10 0.20 0.05 0.05 0.15 0.05
7 0.10 0.10 0.05 0.15 0.05 0.20
8 0.10 0.10 0.05 0.05 0.15 0.10
10 0.10 0.10 0.05 0.10 0.20 0.05
12 0.10 0.05 0.10 0.15 0.05 0.25
14 0.10 0.05 0.10 0.15 0.05 0.15
19 0.10 0.05 0.10 0.15 0.05 0.05
20 0.10 0.05 0.20 0.05 0.10 0.05
21 0.10 0.05 0.25 0.10 0.10 0.05

Table 14. Probability of scenarios for first-decedhen-increase demand
distribution

pd ==z0 ==z == == ==z ==
9 0.11 0.15 0.05 0.10 0.25 0.05
13 0.11 0.15 0.05 0.20 0.05 0.10
15 0.11 0.15 0.05 0.20 0.05 0.10
16 0.11 0.15 0.05 0.10 0.05 0.25
17 0.11 0.15 0.10 0.05 0.20 0.05
22 0.11 0.10 0.15 0.05 0.15 0.20
24 0.11 0.05 0.15 0.05 0.15 0.05
26 0.11 0.05 0.20 0.10 0.05 0.10
28 0.11 0.05 0.20 0.15 0.05 0.10

Table 15 shows the results of the Duncan’s testtlier three demand
distribution types. As mentioned earlier, the patages representing the gain by
implementing VBA process reach their highest valndacreasing distribution of
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demand. Thus, as expected, most of the differeace$ound to be significant in
increasing distribution. VBA process results a #gigant fill rate increase
according to ATO process in all levels of capaaityl penalty cost (except when
penalty cost is 3). On the other hand, the decreas¢otal cost due to
implementing VBA process is not significant for eapty level 2400 unless the
penalty cost is 15. In a low level of penalty cO4BA process gives lower total
cost value than ATO only when capacity is tightmedium or large capacities,
total cost does not decrease, but only the avdithgate increases significantly.
Thus, it can be concluded that, if demand is knéevhave an increasing trend,
then VBA process performs better than ATO procasteims of fill rates in all

factor levels, when the penalty cost is higher ttieninventory holding cost.

As seen from the results of the Duncan’s test fost-increase-then-
decrease demand distribution in the table, VBA esscdoes not significantly
differ from ATO process when penalty cost is loviheTvalue of gain in fill rate
and the value of decrease in total cost are saamfly high when penalty cost is
high and capacity is tight or medium.

The results of first-decrease-then-increase dendéstdbution are similar
to those obtained in case of first-increase-thesradese distribution of demand.
However, in first-decrease-then-increase distrdoytiVBA process performs
significantly better than ATO process in termsithfrate even in low penalty cost
in tight capacity. When capacity is large, the gabtained from implementing
VBA process becomes insignificant for both totalstcand fill rate values,
because in high capacity levels, both VBA and ATrOcpsses reaches a fill rate
of 1.00.
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Table 15. Duncan’s test results for high level@inponent commonality

Increasing Distribution

PENALTY COST 5 7 10 15

TOTAL COST

Capacity:

1200

*

Capacity:

1400

*

Capacity:

1600

Capacity:

2000

Capacity:

2400

FILL RATE
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Capacity:
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Capacity:
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Capacity:
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Capacity:
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First-Increase-Then-Decrease Distribution
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*
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Capacity:
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First-Decrease-Then-Increase Distribution
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TOTAL COST
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1200
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*

*

Capacity:
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*

*

Capacity:

1600

*

Capacity:

2000

Capacity:

2400

FILL RATE

Capacity:

1200

Capacity:

1400

Capacity:

1600

Capacity:

2000

Capacity:

2400
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Although our model for modular design of DPD isfeliént from the
model developed by Swaminathan and Tayur (19959)199 a number of
directions, some of the insights we have obtair@dthie VBA process are the
same as theirs. Both studies indicate that undgyr tright capacity restrictions,
vanilla boxes cannot be utilized, because thers doeexist sufficient capacity to
assemble products even from vanilla boxes; antearother extreme of very high
capacity case, products can be assembled dirgcthy faw components within
the period they are required and therefore VBA ceduto ATO, making ATO
preferable to VBA.
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CHAPTER VI

CONCLUSIONS AND FURTHER RESEARCH ISSUES

Delayed product differentiation (DPD), also referte as postponement,
is a strategy to achieve flexibility of the supmllgain in meeting uncertain and
changing customer demands and to reduce inventody i@prove customer
service performance simultaneously in an envirorimadrere there is a tradeoff
between keeping inventory and satisfying custoneenahds due to high product
variety. DPD delays the point in time when a prdadagsumes its identity until

customer orders are received.

In this study, we aim to form a general framewarkthe light of basic
articles and classify the main types of DPD andeasased studies in order to
make it possible to examine and model the realscamee easily and specifically.

We examine the articles in the literature accordmnthis classification.

After the general framework is formed, we studyvanilla box assembly
process, which can be related to modular desiga ¢ygpostponed manufacturing
in DPD literature. We optimize the vanilla box asbty process, that is, we
intend to find optimal configurations and inventdeyels of the vanilla boxes,
considering costs of inventory and unsatisfied deina a capacitated assembly
system in which several models of a product linéhwincertain demand are
assembled. In order to achieve this, we designribeéel as an extensive form of
stochastic programming with a rolling horizon ofet@ periods and solve it as a
standard integer programming model that minimizes éxpected value of the
objective function. Then, we study the impact obduct demand scenarios,
distributions of demand throughout the periods,aitgncost, commonality of
components and capacity restrictions on the pedooa measures like total cost
and fill rate. Vanilla box assembly (VBA) processalso compared to assemble-
to-order (ATO) process where all products are abssinafter the demand is

realized. We compare the costs and service levdlseotwo systems in order to
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find the environmental characteristics that supploet use of VBA process and

provide some insights on the performance of VBAcpss as well.

Our analyses show that VBA process outperformsAfh® process when
distribution of demand throughout the periods israkting between high and low
values or has an increasing trend. Especially wthen unit penalty cost of
unsatisfied demand is higher than the unit invgntmst and under reasonable
capacity constraints, VBA process outperforms AT@cpss. If demand is known
to have an increasing trend, then VBA process paddoetter than ATO process
in terms of fill rates in all factor levels, whelmet penalty cost is higher than the
inventory holding cost. Furthermore, we observet tim case the demand
distribution throughout periods is decreasing »edi, the VBA process reduces to
the ATO process. The same conclusion is valid érglty cost level that is lower

than inventory holding cost.

Our analyses also indicate that when the levebaigonent commonality
is high, the gain obtained by implementing VBA pss is more than in case of
low level of component commonality. Since the comgrd commonality level is
changed by changing the percentage demand of ai@enadp one feature, the
effect of common components cannot be observedgasficant as thought it
would be. However, if difference in component conmaldy had been made by
another method without changing the effect of otfaetors, the effect of high
level component commonality in increasing the gebtained from VBA process

might have been more obvious.

It is obvious that the values obtained for finabguct and vanilla box
production quantities are not directly implemengablHowever, the expected
values of the production quantities can be usedeal life applications. All
constraints, including the capacity constraintg satisfied when the expected
values are used for each variable. Only when timtimuous expected values are

rounded to integers, we cannot be certain thatoabtraints are satisfied.
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Further Research Issues

The models for VBA and ATO processes are based omreze-period
rolling horizon. However, we do not consider tmepiementation of rolling
horizon method in our experiments. A more reaisind a more fair method of
comparing the two processes, ATO and VBA, wouldtdsimulate them on a
rolling horizon basis by implementing the curreatipd’s decision only and then
observe the actual total cost and the fill raterduthe current period. A real-life
system can be simulated with different realized @eanvalues in each period of
the 3-period horizon. In this method of comparisc&ises may be observed in

which ATO process outperforms VBA process in teahtotal cost.

In this study, we assume that there is no neeédesign the products or
processes for VBA process; hence the only cost BA \process is the unit
holding cost of vanilla boxes. But in some realesasn order to implement VBA
process, firms need to redesign their productsoamatbcesses. For example, in
order to increase component commonality among ptsdw component with
higher cost can be used in a product althoughnbtsnecessary, or the sequence
of the processes needs to be changed in ordeilize whe vanilla boxes. In such
cases, those additional costs (redesign costs)dgsbeuconsidered in determining
the benefits of VBA process. As a future researetiesign cost can be included
in the models in order to compare VBA process ajailO process more

accurately.

Another future research direction can be the amalysthe environments
where substitution among products/components andgeusof redundant
components is possible. Our model can be extengenhtlbducing a cost for
interchanging products/components in order to maadistitution. In case of
redundant components, the model can be extendedfmcially considering the
optional features. It might be a good strategyptovide the customer with
redundant optional features instead of losing tlemahd under stockout
conditions. The model can be easily modified talrads the component
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redundancy by introducing the cost of additionainponents included in the

vanilla box but not required in the product.

We have been able to obtain results for a reatdlgzeblem in reasonable
computation times. However, the size of the moe¢s$ ¢garger with the number of
scenarios and components. For the large-scaletiydsige problems where the
computation time of integer program is prohibitivelong, the solution
techniques, as the integer L-shaped method, dyngmnegramming and
decomposition, can be utilized for solving the bastic integer program. For
using these techniques, the two-stage stochasigrgmnming can be chosen for
modeling, because the decision variables of théleno can be partitioned into
two sets, the stages of the problem (first stagesmetond stage) should be made
comletely independent from each other. This besopussible if the vanilla box
assembly capacity and the final product assembpadty, which are now
variables in our model, are predetermined and fixd@then the stages could be
defined as follows: the first stage variables cgpond to the decisions that need
to be made prior to the realization of demand (lae@ now decisions) which are
the vanilla box configuration and amounts of vanitioxes to be produced; the
second stage decisions (wait and see decisionshaalocation of vanilla boxes
produced to the finished products and the amountsished products, given a
realization of the random demand. In stochastix€d:) integer programming
with recourse, integrality constraints are imposed (some of) the first stage
and/or second stage decision variables. When dmdy first stage decision
variables are required to be integer, the problam lze approached using fairly
conventional adaptations of stochastic linear @ogning (SLP) methods. When
integrality is also required for the second stageision variables, two difficulties
arise. First, each evaluation of the second staglelgm requires the solution of
an integer program, which is in general NP-hardtNehe recourse function does
not conserve the desirable properties of continigiu8s” (Kenyon and Morton,
2001). Since the properties for stochastic integeagrams are mostly case

specific, general efficient methods for solvingrthare lacking. Some techniques
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that attempt to exploit different properties of cdtastic integer programs are
discussed in the literature (Kenyon and Morton, 120Birge and Louveaux,
1997).
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APPENDIX A

BILL OF MATERIAL FOR FINAL PRODUCTS AND

VANILLA BOXES

Table 16. Bill of material for final products
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Table 17. Bill of material for vanilla boxes
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Table 17. Bill of material for vanilla boxes (coah}’
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APPENDIX B

GAMS MODEL OF THE INTEGER PROGRAMMING
MODEL OF VBA PROCESS

set i product /1*72/;
set j conponent /1*10/;
set k vanil | abox /1*200 /;
set t period/1*4/,

set | scenarios/1*31/;

parameter penalty(i) penalty cost for product i;
penalty(i)=5;

paraneter prob(l) probability of scenario |

1 0.3 12 0 23 0
2 0 13 0 24 0
3 0.25 14 0 25 0
4 0 15 0 26 0
5 0.2 16 0 27 0
6 0.15 17 0 28 0
7 0 18 0 29 0
8 0 19 0 30 0
9 0 20 0 31 o/;
10 0 21 0
11 0.1 22 0
table u(k,j) <content of VB k in terns of conponents
1 2 3 4 5 6 7 8 9 10
11 0 1 0 0O O 0 O 0 O
21 0 0 1 0 O 0 o 0 O
3 0 1 1 0 0 O O O 0 O
1§9 0O 0 0 1 0 1 0 1 1 0
2000 0 012 0 1 0 1 0 1
table a(i,j) content of product i in ternms of conponents
1 2 3 4 5 6 7 8 9 10
11 0 1 0 1 0 0 O 0 O
21 0 1 0 0O 1 0 O 0 O
31 0 0 1 1 0 O O 0 O
71. 0 1 0 1 1 0 0 1 0
72 0 1 0 1 0 1 0 1 0 1

par armet er hol di ng(k) hol di ng cost per unit per period;
holding(k)= sum(j, u(k,j));
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paraneter initialinv(k)
initialinv(k)=0;

initial

tabl e denmand(i,l) demand for

tabl e expdemand2(i,l) expected denmand for product

1
1 0 O
2 0 O
3 0 O
4 0 O
68 0 O
69 0 O
70 0 O
71 0 O
72 0 O
period 2

1 2

1 0 4
2 0 11
3 0 11
4 0 32
68 0 18
69 0 6
70 0 18
71 0 18
72 0 53

tabl e expdemand3(i,l) expected denmand for product

period 3
1 2

1 4 O

2 11 O
3 11 O
4 32 O
68 18 O
69 6 O
70 18 O
71 18 O
72 53 0

NRrRON

WrRRkOR

1
0
1
1
3

3
3
9
9
28

16

16
16
47

NP ROW®

Wk RkOR

16
5

16
16
47

ONNEN

4
0..
1..
1
4

©ww.

.. 13
)
.. 13
.13
.. 39

DN N

O ww

13

pr oduct
5..28 29 30 31

16

4 5

13
13
39

O ww

DN

parameter r(k,i) coefficient

r(k,)$((a(,'1") ge u(k,'1))and(a(, 2" ge u(k,

u(k,'3")and(a(i,'4") ge u(k,'4"))and(a(i,’s") ge u
ge u(k,'6"))and(a(i,'7") ge u(k,'7"))and(a(i,'8) g
u(k,'8")and(a(i,'9") ge u(k,'9")and(a(i,'10") ge

16
16
47

[N

weE R

inventory for VB Kk;

in scenario |

at period 1

4
11
11
32

18
6
18
18
53;

in scenario | at

w
cocooco®

oocooo

in scenario | at

w
cooco®

coooo

of vanilla box usability;

2"%)and(a(i,'3") ge
(k,'5")and(a(i,'6")

u(k,'10%))=1,



paraneter VBasstine(k) assenbly tinme of vanilla box k ;
VBasstime(k)= sum(j, u(k.j));

par amet er FGVasstime(i,k) assenbly tine of product i when it is
assenbl ed fromvanilla box k ;
FGVasstime(i,k)= sum(j, a(i,j))- sum(j, u(k, B

paranmeter FCRasstime(i) assenbly tinme of product i when it is assenbl ed
fromits raw conponents;
FGRasstime(i)= sum(j, a(i,j));

vari abl es

cost the expected value of total inv holding cost a nd penalty
cost over VB configuration and production quantitie s

qr(,l,t) production quantity of product i that is assembled from raw
components at period t in the Ith demand scenario

qv(i,k,l,t) production quantity of product i that is assembled from
vanilla box k at period t in the Ith demand scenari o]

Inv(k,l,t)  inventory level of vanilla box k at the beginning of period
tin the Ith demand scenario

v(k,l,t) production quantity of vanilla box k at pe riod t

CVB(l,t) vanila box assembly capacity at period t in the Ith demand
scenario

CFG(l,1) final assembly capacity at period t in the [th demand
scenario

S(i,1t) unsatisfied quantity of product i at perio dtinthe Ith

demand scenario
totalholdingcost;
positive vari abl es CVB, CFG, S, Inv, v, totalholdingcost;

i nteger variabl es qr, qv;

equati ons

costdef define objective function

Initialinventory (k,l) initial inventory of VB k (a t the beginning of
period 1)

VBassembly(l,t) vanilla box assembly capacity for period t

Leftoverutil(k,t,I) utilization of leftover V Bs of previous

periods

FGassembly(l,t) final assembly capacity for pe riod t

DemandSatisfactionl (i,l) amount of product produce d for period 1 should
be less than or equal to the realized demand
at t for each product

DemandSatisfaction2 (i,l) amount of product produce d for period 2 should

be less than or equal to the expected demand
at period 2 for each product
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DemandSatisfaction3 (i,l) amount of product produce

d for period 3 should

be less than or equal to the expected demand

at period 3 for each product
DemandSatisfaction4 (i,]) amount of product produce

d for period 4 should

be less than or equal to the expected demand

at period 4 for each product

InventoryUsage (k1) VBs used in period t for dem

ands of period t

should not exceed the vanilla box inventory at

the beginning of period t
TotalCapacity(l,t) restricts the total capacity

HoldingCost computes total holding cost

costdef..cost=e=sum(l,prob(l)*(sum(k,holding(k)*(In
+Inv(k,1,'4))+sum(i,penalty(i)*(S(i,l,'"1)+S(i,

Initialinventory(k,I)..Inv(k,1,'"1")=e=initialinv(k)
VBassembly(l,t)..sum(k,(VBasstime(k)*v(k,l,t)))=e=C
InventoryUsage(K,t,1)..sum(i,r(k,iy*qv(i,k,l,t))=I=

Leftoverutil(k,t1)..Inv(k,|,t+1)=e=v(k,l,t)+ Inv(k
sum(i,r(k,iy*qv(i,k,1,t);

FGassembly(l,t)..sum(i,sum(k,FGVasstime(i,k)*r(k,i)
ime(i)*qr(i,l,t))=e=CFG(l,t);

DemandSatisfactionl (i,l)..sum(k, r(k,i)*qv(i,k,l,'
S(i,1,'1)=e= demand(i,l);

DemandSatisfaction2 (i,l)..sum(k, r(k,i)*qv(ik,l,'
S(i,1,'2")=e= expdemand2(i,l);

DemandSatisfaction3 (i,l)..sum(k, r(k,i)*qv(i,k,l,'
S(i,1,'3")=e= expdemand3(i,l);

DemandSatisfaction4 (i,l)..sum(k, r(k,i)*qv(i,k,l,'
S(i,1,'4")=e= expdemand4(i,l);

HoldingCost..totalholdingcost=e=sum(l,prob(l)*(sum(
Inv(k,l,"2)+Inv(k,l,'3)+Inv(k,l,'4)))));

TotalCapacity(l,t)..CVB(I,t)+CFG(l,t)=1=2400;
nodel vanilla /all/;

solve vanilla using mip mnimzing cost;
di splay qv.lgr.lv.l,S.lInv.|,CFG.|,CVB.l totalholdingco
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VB(l,b);
Inv(k,l,t);
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*qv(i,k,|,t))+FGRasst
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APPENDIX C

RESULTS OF THE GAMS MODEL FOR VBA
PROCESS AND ATO PROCESS

Table 18. Results of GAMS model

FACTOR LEVELS

VBA PROCESS

ATO PROCESS

Component Penalty Total Fill Total Fill
Commonality | Distribution of Demand Cost| Capacity Cost Rate Cost Rate
High Mixed 3 1200 653 0,76 653 0,76
High Mixed 3 1400 504 0,81 504 0,81
High Mixed 3 1600 401 0,85 401 0,85
High Mixed 3 2000 248 0,91 248 0,91
High Mixed 3 2400 144 0,95 144 0,95
High Mixed 5 1200 1029 0,84 1088 0,76
High Mixed 5 1400 795 0,89 840 0,81
High Mixed 5 1600 637 0,92 669 0,85
High Mixed 5 2000 401 0,95 413 0,91
High Mixed 5 2400 238 0,96 240 0,95
High Mixed 7 1200 1304 0,85 1523 0,76
High Mixed 7 1400 966 0,91 1176 0,81
High Mixed 7 1600 738 0,94 936 0,85
High Mixed 7 2000 456 0,97 578 0,91
High Mixed 7 2400 270 0,98 336 0,95
High Mixed 10 1200 1713 0,86 2176 0,76
High Mixed 10 1400 1222 0,92 1681 0,81
High Mixed 10 1600 891 0,94 1337 0,85
High Mixed 10 2000 539 0,97 827 0,91
High Mixed 10 2400 318 0,98 480 0,95
High Mixed 15 1200 2244 0,88 3264 0,76
High Mixed 15 1400 1570 0,92 2521 0,81
High Mixed 15 1600 1125 0,95 2006 0,85
High Mixed 15 2000 676 0,97 1238 0,91
High Mixed 15 2400 398 0,98 720 0,95
High Increasing 3 1200 945 0,65 945 0,65
High Increasing 3 1400 790 0,71 791 0,71
High Increasing 3 1600 652 0,76 653 0,76
High Increasing 3 2000 430 0,84 431 0,84
High Increasing 3 2400 269 0,90 269 0,90
High Increasing 5 1200 1434 0,81 1575 0,65
High Increasing 5 1400 1203 0,90 1318 0,71
High Increasing 5 1600 1003 0,95 1088 0,76
High Increasing 5 2000 684 0,96 718 0,84
High Increasing 5 2400 443 1,00 449 0,90
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Table 18. Results of GAMS model (cont’d)

High Increasing 7 1200 1768 0,81 2205 0,65
High Increasing 7 1400 1380 0,90 1845 0,71
High Increasing 7 1600 1049 0,97 1523 0,76
High Increasing 7 2000 683 1,00 1005 0,84
High Increasing 7 2400 443 1,00 629 0,90
High Increasing 10 1200 2246 0,85 3150 0,65
High Increasing 10 1400 1645 0,94 2636 0,71
High Increasing 10 1600 1120 0,99 2176 0,76
High Increasing 10 2000 683 1,00 1436 0,84
High Increasing 10 2400 443 1,00 898 0,90
High Increasing 15 1200 2271 0,99 4725 0,65
High Increasing 15 1400 1645 1,00 3954 0,71
High Increasing 15 1600 1119 1,00 3264 0,76
High Increasing 15 2000 683 1,00 2154 0,84
High Increasing 15 2400 443 1,00 1347 0,90
High Decreasing 3 1200 827 0,69 827 0,69
High Decreasing 3 1400 672 0,75 672 0,75
High Decreasing 3 1600 555 0,79 5565 0,79
High Decreasing 3 2000 366 0,86 366 0,86
High Decreasing 3 2400 229 0,92 229 0,92
High Decreasing 5 1200 1377 0,69 1378 0,69
High Decreasing 5 1400 1120 0,75 1120 0,75
High Decreasing 5 1600 925 0,79 925 0,79
High Decreasing 5 2000 610 0,86 610 0,86
High Decreasing 5 2400 382 0,92 382 0,92
High Decreasing 7 1200 1928 0,69 1929 0,69
High Decreasing 7 1400 1568 0,75 1568 0,75
High Decreasing 7 1600 1295 0,79 1295 0,79
High Decreasing 7 2000 854 0,86 854 0,86
High Decreasing 7 2400 534 0,92 534 0,92
High Decreasing 10 1200 2753 0,69 2756 0,69
High Decreasing 10 1400 2241 0,75 2241 0,75
High Decreasing 10 1600 1850 0,79 1850 0,79
High Decreasing 10 2000 1221 0,86 1221 0,86
High Decreasing 10 2400 763 0,92 763 0,92
High Decreasing 15 1200 4130 0,69 4134 0,69
High Decreasing 15 1400 3361 0,75 3361 0,75
High Decreasing 15 1600 2774 0,79 2774 0,79
High Decreasing 15 2000 1831 0,86 1831 0,86
High Decreasing 15 2400 1145 0,92 1145 0,92
High First-increase-then-decrease 3 1200 672 0,75 672 0,75
High First-increase-then-decrease 3 1400 520 0,81 520 0,81
High First-increase-then-decrease 3 1600 412 0,85 412 0,85
High First-increase-then-decrease 3 2000 250 0,91 250 0,91
High First-increase-then-decrease 3 2400 145 0,95 146 0,95
High First-increase-then-decrease 5 1200 1030 0,86 1120 0,75
High First-increase-then-decrease 5 1400 799 0,92 867 0,81
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Table 18. Results of GAMS model (cont’d)

High First-increase-then-decrease 5 1600 639 0,93 687 0,85
High First-increase-then-decrease 5 2000 399 0,97 417 0,91
High First-increase-then-decrease 5 2400 239 0,97 243 0,95
High First-increase-then-decrease 7 1200 1244 0,88 1568 0,75
High First-increase-then-decrease 7 1400 899 0,95 1214 0,81
High First-increase-then-decrease 7 1600 662 0,99 962 0,85
High First-increase-then-decrease 7 2000 399 1,00 584 0,91
High First-increase-then-decrease 7 2400 239 1,00 340 0,95
High First-increase-then-decrease 10 1200 1560 0,88 2240 0,75
High First-increase-then-decrease 10 1400 1040 0,95 1734 0,81
High First-increase-then-decrease 10 1600 698 0,99 1374 0,85
High First-increase-then-decrease 10 2000 399 1,00 834 0,91
High First-increase-then-decrease 10 2400 239 1,00 485 0,95
High First-increase-then-decrease 15 1200 2085 0,88 3360 0,75
High First-increase-then-decrease 15 1400 1281 0,95 2601 0,81
High First-increase-then-decrease 15 1600 755 0,99 2061 0,85
High First-increase-then-decrease 15 2000 399 1,00 1251 0,91
High First-increase-then-decrease 15 2400 239 1,00 728 0,95
High First-decrease-then-increase 3 1200 372 0,86 372 0,86
High First-decrease-then-increase 3 1400 238 0,91 239 0,91
High First-decrease-then-increase 3 1600 166 0,94 166 0,94
High First-decrease-then-increase 3 2000 76 0,97 77 0,97
High First-decrease-then-increase 3 2400 24 0,99 24 0,99
High First-decrease-then-increase 5 1200 598 0,92 620 0,86
High First-decrease-then-increase 5 1400 386 0,96 398 0,91
High First-decrease-then-increase 5 1600 270 0,97 277 0,94
High First-decrease-then-increase 5 2000 127 0,99 128 0,97
High First-decrease-then-increase 5 2400 39 1,00 40 0,99
High First-decrease-then-increase 7 1200 736 0,92 869 0,86
High First-decrease-then-increase 7 1400 462 0,96 557 0,91
High First-decrease-then-increase 7 1600 318 0,97 387 0,94
High First-decrease-then-increase 7 2000 153 0,99 179 0,97
High First-decrease-then-increase 7 2400 47 1,00 55 0,99
High First-decrease-then-increase 10 1200 944 0,93 1241 0,86
High First-decrease-then-increase 10 1400 577 0,96 795 0,91
High First-decrease-then-increase 10 1600 390 0,97 553 0,94
High First-decrease-then-increase 10 2000 191 0,99 255 0,97
High First-decrease-then-increase 10 2400 59 1,00 79 0,99
High First-decrease-then-increase 15 1200 1212 0,94 1861 0,86
High First-decrease-then-increase 15 1400 745 0,96 1193 0,91
High First-decrease-then-increase 15 1600 509 0,97 830 0,94
High First-decrease-then-increase 15 2000 255 0,99 383 0,97
High First-decrease-then-increase 15 2400 79 1,00 119 0,99
High Fixed 3 1200 90 0,97 90 0,97
High Fixed 3 1400 0 1,00 0 1,00
High Fixed 3 1600 0 1,00 0 1,00
High Fixed 3 2000 0 1,00 0 1,00
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Table 18. Results of GAMS model (cont’d)

High Fixed 3 2400 0 1,00 0 1,00
High Fixed 5 1200 150 0,97 150 0,97
High Fixed 5 1400 0 1,00 0 1,00
High Fixed 5 1600 0 1,00 0 1,00
High Fixed 5 2000 0 1,00 0 1,00
High Fixed 5 2400 0 1,00 0 1,00
High Fixed 7 1200 209 0,97 210 0,97
High Fixed 7 1400 0 1,00 0 1,00
High Fixed 7 1600 0 1,00 0 1,00
High Fixed 7 2000 0 1,00 0 1,00
High Fixed 7 2400 0 1,00 0 1,00
High Fixed 10 1200 296 0,97 300 0,97
High Fixed 10 1400 0 1,00 0 1,00
High Fixed 10 1600 0 1,00 0 1,00
High Fixed 10 2000 0 1,00 0 1,00
High Fixed 10 2400 0 1,00 0 1,00
High Fixed 15 1200 441 0,97 450 0,97
High Fixed 15 1400 0 1,00 0 1,00
High Fixed 15 1600 0 1,00 0 1,00
High Fixed 15 2000 0 1,00 0 1,00
High Fixed 15 2400 0 1,00 0 1,00
Low Mixed 3 1200 646 0,76 646 0,76
Low Mixed 3 1400 515 0,81 515 0,81
Low Mixed 3 1600 405 0,85 406 0,85
Low Mixed 3 2000 254 0,91 254 0,91
Low Mixed 3 2400 147 0,95 147 0,95
Low Mixed 5 1200 1017 0,84 1077 0,76
Low Mixed 5 1400 814 0,89 858 0,81
Low Mixed 5 1600 645 0,92 676 0,85
Low Mixed 5 2000 412 0,95 424 0,91
Low Mixed 5 2400 244 0,96 246 0,95
Low Mixed 7 1200 1289 0,85 1508 0,76
Low Mixed 7 1400 988 0,90 1202 0,81
Low Mixed 7 1600 750 0,94 946 0,85
Low Mixed 7 2000 468 0,97 593 0,91
Low Mixed 7 2400 277 0,98 344 0,95
Low Mixed 10 1200 1693 0,86 2154 0,76
Low Mixed 10 1400 1249 0,91 1717 0,81
Low Mixed 10 1600 906 0,94 1352 0,85
Low Mixed 10 2000 552 0,97 847 0,91
Low Mixed 10 2400 327 0,98 491 0,95
Low Mixed 15 1200 2205 0,89 3231 0,76
Low Mixed 15 1400 1603 0,92 2575 0,81
Low Mixed 15 1600 1145 0,95 2028 0,85
Low Mixed 15 2000 693 0,97 1271 0,91
Low Mixed 15 2400 408 0,98 737 0,95
Low Increasing 3 1200 940 0,65 940 0,65
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Table 18. Results of GAMS model (cont’d)

Low Increasing 3 1400 796 0,71 797 0,70
Low Increasing 3 1600 658 0,76 659 0,76
Low Increasing 3 2000 438 0,84 438 0,84
Low Increasing 3 2400 272 0,90 272 0,90
Low Increasing 5 1200 1426 0,81 1567 0,65
Low Increasing 5 1400 1215 0,90 1328 0,70
Low Increasing 5 1600 1015 0,95 1098 0,76
Low Increasing 5 2000 694 0,97 730 0,84
Low Increasing 5 2400 449 0,97 454 0,90
Low Increasing 7 1200 1770 0,81 2194 0,65
Low Increasing 7 1400 1398 0,90 1859 0,70
Low Increasing 7 1600 1070 0,97 1537 0,76
Low Increasing 7 2000 695 1,00 1022 0,84
Low Increasing 7 2400 449 1,00 636 0,90
Low Increasing 10 1200 2263 0,89 3134 0,65
Low Increasing 10 1400 1671 0,94 2656 0,70
Low Increasing 10 1600 1152 0,98 2196 0,76
Low Increasing 10 2000 695 1,00 1460 0,84
Low Increasing 10 2400 449 1,00 908 0,90
Low Increasing 15 1200 2275 1,00 4701 0,65
Low Increasing 15 1400 1670 1,00 3984 0,70
Low Increasing 15 1600 1152 1,00 3294 0,76
Low Increasing 15 2000 695 1,00 2190 0,84
Low Increasing 15 2400 449 1,00 1362 0,90
Low Decreasing 3 1200 825 0,69 825 0,69
Low Decreasing 3 1400 683 0,75 683 0,75
Low Decreasing 3 1600 560 0,79 560 0,79
Low Decreasing 3 2000 372 0,86 372 0,86
Low Decreasing 3 2400 232 0,91 232 0,91
Low Decreasing 5 1200 1375 0,69 1375 0,69
Low Decreasing 5 1400 1138 0,75 1138 0,75
Low Decreasing 5 1600 933 0,79 933 0,79
Low Decreasing 5 2000 621 0,86 621 0,86
Low Decreasing 5 2400 386 0,91 386 0,91
Low Decreasing 7 1200 1925 0,69 1925 0,69
Low Decreasing 7 1400 1593 0,75 1593 0,75
Low Decreasing 7 1600 1307 0,79 1307 0,79
Low Decreasing 7 2000 869 0,86 869 0,86
Low Decreasing 7 2400 540 0,91 540 0,91
Low Decreasing 10 1200 2751 0,69 2751 0,69
Low Decreasing 10 1400 2276 0,75 2276 0,75
Low Decreasing 10 1600 1867 0,79 1867 0,79
Low Decreasing 10 2000 1241 0,86 1241 0,86
Low Decreasing 10 2400 772 0,91 772 0,91
Low Decreasing 15 1200 4126 0,69 4126 0,69
Low Decreasing 15 1400 3414 0,75 3414 0,75
Low Decreasing 15 1600 2800 0,79 2800 0,79
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Table 18. Results of GAMS model (cont’d)

Low Decreasing 15 2000 1862 0,86 1862 0,86
Low Decreasing 15 2400 1158 0,91 1158 0,91
Low First-increase-then-decrease 3 1200 670 0,75 671 0,75
Low First-increase-then-decrease 3 1400 532 0,80 533 0,80
Low First-increase-then-decrease 3 1600 418 0,85 418 0,85
Low First-increase-then-decrease 3 2000 257 0,91 257 0,90
Low First-increase-then-decrease 3 2400 149 0,95 149 0,94
Low First-increase-then-decrease 5 1200 1028 0,87 1117 0,75
Low First-increase-then-decrease 5 1400 821 0,89 888 0,80
Low First-increase-then-decrease 5 1600 650 0,91 697 0,85
Low First-increase-then-decrease 5 2000 411 0,94 429 0,90
Low First-increase-then-decrease 5 2400 246 0,97 248 0,94
Low First-increase-then-decrease 7 1200 1233 0,89 1564 0,75
Low First-increase-then-decrease 7 1400 919 0,95 1243 0,80
Low First-increase-then-decrease 7 1600 678 0,98 976 0,85
Low First-increase-then-decrease 7 2000 410 1,00 601 0,90
Low First-increase-then-decrease 7 2400 246 1,00 347 0,94
Low First-increase-then-decrease 10 1200 1543 0,89 2234 0,75
Low First-increase-then-decrease 10 1400 1068 0,95 1776 0,80
Low First-increase-then-decrease 10 1600 719 0,98 1394 0,85
Low First-increase-then-decrease 10 2000 410 1,00 858 0,90
Low First-increase-then-decrease 10 2400 246 1,00 496 0,94
Low First-increase-then-decrease 15 1200 2057 0,89 3351 0,75
Low First-increase-then-decrease 15 1400 1315 0,95 2664 0,80
Low First-increase-then-decrease 15 1600 788 0,98 2091 0,85
Low First-increase-then-decrease 15 2000 410 1,00 1287 0,90
Low First-increase-then-decrease 15 2400 246 1,00 246 0,98
Low First-decrease-then-increase 3 1200 365 0,87 365 0,86
Low First-decrease-then-increase 3 1400 250 0,91 250 0,91
Low First-decrease-then-increase 3 1600 167 0,94 167 0,94
Low First-decrease-then-increase 3 2000 82 0,97 83 0,97
Low First-decrease-then-increase 3 2400 28 0,99 28 0,99
Low First-decrease-then-increase 5 1200 588 0,93 609 0,86
Low First-decrease-then-increase 5 1400 406 0,96 417 0,91
Low First-decrease-then-increase 5 1600 273 0,97 278 0,94
Low First-decrease-then-increase 5 2000 137 0,98 138 0,97
Low First-decrease-then-increase 5 2400 46 0,99 46 0,99
Low First-decrease-then-increase 7 1200 724 0,93 853 0,86
Low First-decrease-then-increase 7 1400 482 0,96 584 0,91
Low First-decrease-then-increase 7 1600 319 0,97 390 0,94
Low First-decrease-then-increase 7 2000 164 0,99 193 0,97
Low First-decrease-then-increase 7 2400 55 0,99 65 0,99
Low First-decrease-then-increase 10 1200 922 0,93 1219 0,86
Low First-decrease-then-increase 10 1400 598 0,96 835 0,91
Low First-decrease-then-increase 10 1600 389 0,97 557 0,94
Low First-decrease-then-increase 10 2000 204 0,99 275 0,97
Low First-decrease-then-increase 10 2400 69 0,99 92 0,99
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Table 18. Results of GAMS model (cont’d)

Low First-decrease-then-increase 15 1200 1168 0,95 1828 0,86
Low First-decrease-then-increase 15 1400 768 0,96 1252 0,91
Low First-decrease-then-increase 15 1600 504 0,97 835 0,94
Low First-decrease-then-increase 15 2000 271 0,99 413 0,97
Low First-decrease-then-increase 15 2400 92 0,99 139 0,99
Low Fixed 3 1200 0 1,00 0 1,00
Low Fixed 3 1400 0 1,00 0 1,00
Low Fixed 3 1600 0 1,00 0 1,00
Low Fixed 3 2000 0 1,00 0 1,00
Low Fixed 3 2400 0 1,00 0 1,00
Low Fixed 5 1200 0 1,00 0 1,00
Low Fixed 5 1400 0 1,00 0 1,00
Low Fixed 5 1600 0 1,00 0 1,00
Low Fixed 5 2000 0 1,00 0 1,00
Low Fixed 5 2400 0 1,00 0 1,00
Low Fixed 7 1200 0 1,00 0 1,00
Low Fixed 7 1400 0 1,00 0 1,00
Low Fixed 7 1600 0 1,00 0 1,00
Low Fixed 7 2000 0 1,00 0 1,00
Low Fixed 7 2400 0 1,00 0 1,00
Low Fixed 10 1200 0 1,00 0 1,00
Low Fixed 10 1400 0 1,00 0 1,00
Low Fixed 10 1600 0 1,00 0 1,00
Low Fixed 10 2000 0 1,00 0 1,00
Low Fixed 10 2400 0 1,00 0 1,00
Low Fixed 15 1200 0 1,00 0 1,00
Low Fixed 15 1400 0 1,00 0 1,00
Low Fixed 15 1600 0 1,00 0 1,00
Low Fixed 15 2000 0 1,00 0 1,00
Low Fixed 15 2400 0 1,00 0 1,00
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APPENDIX D

FORMULATION AND RESULTS OF DUNCAN'S
TESTS

Table 19. Formulation of Duncan’s Tests

Standard Error of Each

Range for 95%

Difference Between Means of

N (]
0| s e
- Al o E S
© c ol 8o =
S o 2 so| 973 n
— © °w T o 0 c
=] ) S= ES| o0& © 0
2 3 3S| 38|° sz
1 2 3 4 5 6 - =
TR B R R G
Sl g| 8] g g
VBA > (vba) | sum;(vba)/6 | VBA-ATO | SSrtrea 1 MStreat.
— N ™ <t 19 [{e]
2 2] 8| 2| &2 & |sum
ATO © © © © © © (ato) sum; (ato))/6 | Error SSkror 10 | MSkror
Total SSrota 11
Least
Significant

DUNCAN result for

Mean (S) Cl (R2) VBA and ATO (D) 95% ClI
IF(D>R2;"significant";
POWER(MSgo/6;1/2) 3,15*S [sum; (ato;)-sum; (vba)]/6 "not")
Table 20. Results of Duncan’s Tests
TOTAL COST
>
> =
= 3)
g5 S
s 3 S DUNCAN
Distribution MSerror S R2 D Result
Increasing 1200 76745 | 113 | 356 | 362 | significant
Increasing 1200 98567 | 128 | 404 | 435 | significant
Increasing 10| 1200 | 124568 | 144 | 454 | 478 significant
Increasing 15| 1200| 252463 | 205| 646 | 762 | significant
Increasing 1400 78891 | 115| 361 | 364 | significant
Increasing 1400 96578 | 127 | 400 | 425 | significant
Increasing 10| 1400 | 111456 | 136| 429 | 512 significant
Increasing 15| 1400 | 247221 | 203 | 639 | 679 significant
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Table 20. Results of Duncan’s Tests (cont’d)

Increasing 5] 1600 76677 | 113| 356| 336 |not
Increasing 7] 1600 91456 | 123 | 389 | 392 | significant
Increasing 10| 1600 98745 | 128 | 404 | 412 | significant
Increasing 15| 1600 | 212223 | 188 | 592 | 601 | significant
Increasing 2000 53649 95| 298| 278 |not
Increasing 2000 72544 | 110| 346 | 389 | significant
Increasing 10 | 2000 85478 | 119 | 376 | 405 | significant
Increasing 15| 2000| 198114 | 182| 572 | 614 | significant
Increasing 2400 27397 68| 213| 156 | not
Increasing 2400 36475 78| 246| 231 |not
Increasing 10 | 2400 48125 90| 282| 257 ]not
Increasing 15| 2400 78457 | 114 | 360 | 380 | significant
First-Increase-Then-Decrease 1200 86814 | 120| 379| 354 |not
First-Increase-Then-Decrease 1200 98145 | 128 | 403 | 409 | significant
First-Increase-Then-Decrease 10| 1200| 135465| 150| 473| 487 | significant
First-Increase-Then-Decrease 15| 1200| 257145| 207 | 652 | 654 | significant
First-Increase-Then-Decrease 1400 78115| 114| 359 | 342 |not
First-Increase-Then-Decrease 1400 96477 | 127 | 399 | 403 | significant
First-Increase-Then-Decrease 10| 1400| 111446| 136| 429 | 485 | significant
First-Increase-Then-Decrease 15| 1400| 254123| 206| 648| 653 ] significant
First-Increase-Then-Decrease 1600 76677 | 113| 356 | 335]not
First-Increase-Then-Decrease 1600 91446 | 123 | 389 | 400 | significant
First-Increase-Then-Decrease 10| 1600 99257 | 129 | 405| 467 | significant
First-Increase-Then-Decrease 15| 1600 | 202547 | 184 | 579 | 652 | significant
First-Increase-Then-Decrease 2000 43649 85| 269 | 258]|not
First-Increase-Then-Decrease 2000 58984 99| 312| 304 |not
First-Increase-Then-Decrease 10 | 2000 64751 | 104 | 327 | 339 | significant
First-Increase-Then-Decrease 15| 2000| 197114 | 181| 571 | 589 | significant
First-Increase-Then-Decrease 2400 27397 68| 213 | 199 | not
First-Increase-Then-Decrease 2400 36474 78| 246 | 218 |not
First-Increase-Then-Decrease 10 | 2400 45758 87| 275| 255]not
First-Increase-Then-Decrease 15| 2400 77447 | 114 | 358 | 416 | significant
First-Decrease-Then-Increase 1200 65489 | 104 | 329 | 347 | significant
First-Decrease-Then-Increase 1200 74261 | 111| 350| 379 | significant
First-Decrease-Then-Increase 10| 1200 | 124563 | 144 | 454 | 469 | significant
First-Decrease-Then-Increase 15| 1200| 247569 | 203 | 640 | 688 | significant
First-Decrease-Then-Increase 1400 63289 | 103| 324| 321 |not
First-Decrease-Then-Increase 1400 72158 | 110| 345| 365 | significant
First-Decrease-Then-Increase 10| 1400| 112639 | 137 | 432| 458 significant
First-Decrease-Then-Increase 15| 1400| 218988 | 191| 602 | 652 | significant
First-Decrease-Then-Increase 1600 59784 | 100| 314 | 305 |not
First-Decrease-Then-Increase 1600 69124 | 107 | 338| 324 |not
First-Decrease-Then-Increase 10| 1600 99548 | 129 | 406 | 428 | significant
First-Decrease-Then-Increase 15| 1600| 201363 | 183| 577 | 604 | significant
First-Decrease-Then-Increase 2000 28546 69| 217 | 201 |not
First-Decrease-Then-Increase 2000 34787 76| 240| 215 |not
First-Decrease-Then-Increase 10| 2000 54967 96| 301 | 278 ]not

105




Table 20. Results of Duncan’s Tests (cont’d)

First-Decrease-Then-Increase 15| 2000 | 105462 | 133 | 418 359 | not
First-Decrease-Then-Increase 2400 17566 54| 170| 165 | not
First-Decrease-Then-Increase 2400 24541 64| 201| 186 |not
First-Decrease-Then-Increase 10| 2400 38978 81| 254 | 216 |not
First-Decrease-Then-Increase 15| 2400 59898 | 100| 315| 304 | not
FILL RATE
> 2

U &3 3 DUNCAN
Distribution MSkrror S R2 D Result
Increasing 1200 0,04| 0,08| 0,26| 0,26 | significant
Increasing 1200 0,02| 0,06| 0,18| 0,24 ] significant
Increasing 10 1200 0,02| 0,06| 0,18| 0,22 | significant
Increasing 15 1200 0,01| 0,04| 0,13| 0,17 | significant
Increasing 1400 0,02| 0,06| 0,18 | 0,20 | significant
Increasing 1400 0,01| 0,04| 0,13 | 0,19 | significant
Increasing 10 1400 0,01| 0,04]| 0,13| 0,18 significant
Increasing 15 1400 0,01| 0,04| 0,12 0,17 | significant
Increasing 1600 0,02| 0,06| 0,18 | 0,19 | significant
Increasing 1600 0,02| 0,06| 0,18 | 0,19 | significant
Increasing 10 1600 0,01| 0,05]| 0,15]| 0,17 | significant
Increasing 15 1600 0,01 | 0,04| 0,14| 0,16 | significant
Increasing 2000 0,01| 0,05| 0,15| 0,19 | significant
Increasing 2000 0,01| 0,05| 0,15| 0,17 | significant
Increasing 10 2000 0,00 | 0,03]| 0,08| 0,12 ] significant
Increasing 15 2000 0,00| 0,02] 0,06| 0,09 | significant
Increasing 2400 0,00 | 0,03| 0,08| 0,09 | significant
Increasing 2400 0,00 | 0,03| 0,08| 0,09 | significant
Increasing 10 2400 0,00 | 0,02| 0,07 | 0,08 | significant
Increasing 15 2400 0,00| 0,01]| 0,04| 0,07 ] significant
First-Increase-Then-Decrease 1200 0,02| 0,06| 0,18| 0,23 ] significant
First-Increase-Then-Decrease 1200 0,02| 0,06| 0,18| 0,21 | significant
First-Increase-Then-Decrease 10 1200 0,01 | 0,05| 0,15| 0,20 | significant
First-Increase-Then-Decrease 15 1200 0,01| 0,04| 0,13| 0,18 significant
First-Increase-Then-Decrease 1400 0,02| 0,06| 0,18| 0,17 | not
First-Increase-Then-Decrease 1400 0,01| 0,04]| 0,13| 0,16 | significant
First-Increase-Then-Decrease 10 1400 0,01 | 0,04| 0,13 | 0,14 | significant
First-Increase-Then-Decrease 15 1400 0,01| 0,04| 0,12| 0,13 ] significant
First-Increase-Then-Decrease 1600 0,02| 0,06| 0,18| 0,17 | not
First-Increase-Then-Decrease 1600 0,01| 0,05| 0,15| 0,16 | significant
First-Increase-Then-Decrease 10 1600 0,01 | 0,04]| 0,14| 0,17 | significant
First-Increase-Then-Decrease 15 1600 0,01| 0,04| 0,13 | 0,16 | significant
First-Increase-Then-Decrease 2000 0,01| 0,05| 0,15| 0,14 | not
First-Increase-Then-Decrease 2000 0,01| 0,04| 0,13| 0,12 | not
First-Increase-Then-Decrease 10 2000 0,00| 0,03| 0,08| 0,07 | not
First-Increase-Then-Decrease 15 2000 0,01 | 0,03| 0,09| 0,12 ] significant
First-Increase-Then-Decrease 2400 0,00 | 0,03| 0,08| 0,07 | not
First-Increase-Then-Decrease 2400 0,00| 0,03| 0,08| 0,05] not




Table 20. Results of Duncan’s Tests (cont’d)

First-Increase-Then-Decrease 10 2400 0,00| 0,02 0,07| 0,02 ] not
First-Increase-Then-Decrease 15 2400 0,00 0,01]| 0,04| 0,01]not
First-Decrease-Then-Increase 1200 0,03| 0,07| 0,22| 0,24 | significant
First-Decrease-Then-Increase 1200 0,02| 0,06| 0,18 | 0,22 ] significant
First-Decrease-Then-Increase 10 1200 0,02| 0,06| 0,18| 0,19 significant
First-Decrease-Then-Increase 15 1200 0,01 | 0,04| 0,13 | 0,17 | significant
First-Decrease-Then-Increase 1400 0,03| 0,07 0,22| 0,23 ] significant
First-Decrease-Then-Increase 1400 0,02| 0,06| 0,18 | 0,20 | significant
First-Decrease-Then-Increase 10 1400 0,01| 0,04]| 0,13]| 0,17 | significant
First-Decrease-Then-Increase 15 1400 0,01| 0,04]| 0,12| 0,14 ] significant
First-Decrease-Then-Increase 1600 0,02| 0,06| 0,18 | 0,19 | significant
First-Decrease-Then-Increase 1600 0,01| 0,05| 0,15| 0,16 | significant
First-Decrease-Then-Increase 10 1600 0,01 | 0,04| 0,14| 0,15 significant
First-Decrease-Then-Increase 15 1600 0,01| 0,04]| 0,13| 0,14 ] significant
First-Decrease-Then-Increase 2000 0,01| 0,05| 0,15| 0,14 | not
First-Decrease-Then-Increase 2000 0,01| 0,04| 0,13| 0,10 not
First-Decrease-Then-Increase 10 2000 0,00| 0,03| 0,08| 0,06 | not
First-Decrease-Then-Increase 15 2000 0,00 0,02| 0,06| 0,03 ] not
First-Decrease-Then-Increase 2400 0,00| 0,03| 0,08| 0,07 | not
First-Decrease-Then-Increase 2400 0,00| 0,03| 0,08| 0,06 | not
First-Decrease-Then-Increase 10 2400 0,00| 0,02| 0,07| 0,04 ] not
First-Decrease-Then-Increase 15 2400 0,00| 0,01] 0,04| 0,02 ] not
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