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ABSTRACT

EXPLORING THE RELATIONSHIP BETWEEN THE SOCIO-ECONOMIC
STRUCTURE AND SOME TOPOGRAPHIC VARIABLES IN CANKIRI

Dilekli, Naci

M. Sc. Department of Geodetic and Geographical Information Technologies
Supervisor: Assistant Prof. Dr. Sebnem Dizgin

Co-supervisor: Assistant Prof. Dr. H. Lutfi Stzen

July 2004, 159 Pages

This study aims to develop a method to investigate the relationship between
socio-economic status of village settlements and some topographic variables
using geographical information systems (GIS) and spatial statistical methods.
The study area is Cankiri province, a mountainous region that lays at the
northeast of Ankara. 331 villages represented by areal units are used in this
study.

195 variables are used to extract a single socio-economic status indicator. First,
all the variables are divided under three groups, namely economic, social and
service. Principal Components Analysis (PCA) is used to construct an index
indicating socio-economic status. The parameters that represent natural
environment are; mean elevation, mean slope, mean aspect and the ratio of

high quality soil in the total area, for each settlement unit. The data is visualized

v



by choropleth, cartogram and 3D techniques. Then it is explored by using
correlograms, spatial moving averages and geographically weighted regression
(GWR). Finally linear non-spatial regression and spatial regression methods are
utilized in order to establish a relation between the socio-economic status and

environmental parameters.

Key words: GIS, Spatial Statistics, Socio-economic status, Environmental

Factors, Cankiri



oz

CANKIRI'DA SOSYO-EKONOMIK YAPI VE BAZI TOPOGRAFIK
DEGISKENLER ARASINDAKI ILISKININ INCELENMESI

Dilekli, Naci
Yuksek Lisans, Jeodezi Ve Cografi Bilgi Teknolojileri
Tez Yoéneticisi: Yar. Dog. Dr. Sebnem Dizgin
Ortak Tez Yoneticisi: Yar. Dog. Dr. M. Lutfi Stzen

Temmuz 2004, 159 sayfa

Bu calisma Cografi Bilgi Sistemleri (CBS) ve mekansal istatistik yontemleri
kullanarak sosyo-ekonomik statl ve bazi topografik degiskenler arasindaki
iliskiyi incelemeyi amaclamaktadir. Yontem, Ankara’nin kuzeydodusunda
bulunan, daglik bir alani kapsayan Cankiri ilinin 331 kdoy yerleskesinde

uygulanmigtir.

Sosyo-ekonomik statl gostergesini elde etmek icin 195 degisken kullaniimistir.
Oncelikle bltlin degiskenler ¢ grup altinda toplanmistir. Temel Bilesenler
Analizi sosyo-ekonomik statu gostergesi elde etmek icin kullanilmigtir. Dogal
fiziksel yapiy! temsil eden parametreler; her yerlesim birimi igin, ortalama egim,
ortalama yuUkseklik, baki skoru, ve yuksek kabiliyetli topragin toplamdaki
oranidir. Veri koroplet, kartogram ve 3 boyutlu sembollerle gorsellestiriimigtir.
Sonrasinda, korelogramlar, mekansal hareketli ortalama ve cografi agirlikl
regresyon analizi ile incelenmigtir. Son olarak veri lineer mekansal olmayan

regresyon ve mekansal regresyon ile modellenmigtir. Modelleme isleminde

vi



bagiml degisken sosyo-ekonomik statl, bagimsiz degiskenler ise dogal yapi

parametreleridir.

Anahtar Kelimeler: CBS, Mekansal istatistik, Sosyo-ekonomik yapi, Cevresel

Faktorler, Cankiri

vil



To My Parents

viil



ACKNOWLEDGMENTS

| would like to gratefully thank to my supervisor Assist. Prof. Dr. Sebnem
Duzgln for her great guidance, encouragement and support throughout all the
stages of this thesis. This research would not have been possible without her
assistance. | would also like to thank to my co-supervisor Assist Prof. Dr. Lutfi
Suzen for his great guidance and orientation during the technical

implementation, as well as theoretical discussions.

| would like to thank to my professor and Chair of my committee, Dr.Oguz Isik

for his motivations, sharing his ideas and wonderful guiding not only during this
program but also throughout my undergraduate studies. Thank you also to my
committee members Dr. Vedat Toprak and Dr. Zuhal Akyurek, for the time and

effort they contributed.

| would also like to thank to Assoc. Prof. Dr. Nurunnisa Usul for her assistance

on acquisition of the village boundary maps, which were difficult to find.

| gratefully acknowledge to my professors in Geodetic and Geographical
Information Technologies Department, METU, for giving me their valuable time

and for sharing their valuable comments during this graduate program.
| would like to express my special thanks to Prof.Dr. Sibel Kalaycioglu and
Assoc. Prof.Dr. Helga Tili¢ for their valuable contributions on the classification of

the socio-economic data.

Special thanks to Rural Services Office for their data provision of soil capability

maps.

X



Special thanks to the Department of Geology for providing a work place with

necessary computer and software.

Final thanks go to my family members, my mother Leyllfer Dilekli, my father
Muammer Dilekli and my brother Meri¢ Dilekli for their endless encouragement
and support from the beginning.



TABLE OF CONTENTS

PLAGIARISM. ... iii
F = I ¥ X I iv
(@ Y4 Vi
ACKNOWLEDGMENTS ...ttt eeeesaeeeeesseeeesssensnneeeaaeaeaans iX
TABLE OF CONTENTS ..ottt e e e e e e e e e e Xi
IS IO T N = S XV
LIST OF FIGURES ..ottt sssessessssnnnnnnne XVii
CHAPTER
I NV 2 151 L T 1
1. StUAY Ara ... 3
1.2. Method of StUAY ...ooveeeiieeeeee e 5
1.3. Organization of TNESIS ........cceeiiiiiiiicee e 5

2. BACKGROUND INFORMATION ON HUMAN DEVELOPMENT AND

STUDY OF ENVIRONMENT .....coiiiiiieeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeee e 7
2.1. On the Determinants of Human Progress .........cccoooeeviviiiiiiiiieiieeeeeeeeeen, 7
2.1.1. Environment and Geography ... 7
2.1.2. Geographical DeterminiSm ... 9
2.1.2.1. From Ultimate to Proximate Factors ............cccccoovviiiiiiiiiinnnnnnn. 10
21.22. The ClIMate ......ooeviiiiiiiiiiiieeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeee e 11
2.1.2.3.Land FEAtUIeS ........coi i 14
2.1.2.4. Flora and LIVESIOCK ........ccovveiiiiiiiiiee e 15
2.1.2.5. Critics of Geographical Determinism ..............ccccevviiiieeneeeenn. 17

Nt T T T (1] = PP 19
2.1.4. Culture also as Product of Geography? ..........ccccvvviiiiiiiiiiiiiiinnnnn. 21
2.2. Conclusion and Remarks on Environment...........ccccccciiiiiiieiiieeiiinnnnnn. 22
2.3. The Proper Way of Studying Environment .............ccccoooiiiiiiiiiinnnn. 24

x1



3. THEORETICAL BASIS FOR SPATIAL DATA ANALYSIS ..., 26

3.1. GIS and Spatial Data Analysis . ......ccccoeiiiiiiiiiieee e 26
3.2. Analysis of Area Data .........ccoooiiiiiiiiiiii e 27
3.2.1. ViSUANZAtION ... 28
3.2.2. EXPIOration ......cooeeiiiii e 29
3.2.2.1. Stationary and Isotropic Spatial Processes ..........ccccceevvvvnnnnnn.. 30
3.2.2.2. Proximity Measures with Area Data .............cccoiiiieiiiiiiieeennnnn. 30
3.2.2.3. Exploration by Spatial Moving Averages ............ccccceevvvvvvnnnnnn.. 31
3.2.2.4. Exploration by Autocorrelation ..............cccccueeiiiiiiiiiiiiiiiiiie 32
3.2.2.5. Exploration by Geographically Weighted Regression .............. 33
3.2.3. MOEIING ... 36
3.3.3.1. Non-Spatial Regression Model .............cooovmiiiiiiiiiiiiiiiiin. 36
3.2.3.2. Spatial Regression Model ... 36
4. FRAMEWORK OF DEVELOPED METHODOLOGY .....cccovvviviiiiiiiiiiieieieeeeen. 39
4.1. Description of the Data and Methodology ...........ccooovviiiiiiiiiiieeiieieee, 39
4.2. SoCio-Economic Status ........ccooiiiiiiii e 42
4.2.1. DefiNitioN ooeeeeeieeee e 42
4.2.2. Index Determination Using Indicators for
Socio-Economic Status .........ooovvviiiiiiiii 42
4.2.3. Use of Principle Components Analysis (PCA) ........coooiiiiiiiiiiiiieee 44
4.2.4. Application of PCA for Index Determination ................ccoovvevviiinnnnnnn. 45
4.2.5. Socio-Economic Parameters for Cankiri ..........cccccooeeeeeeeiiiiiiiiiinnnnn. 47
4.3. Graphical Data.............uoiiiiiiee e 47
4.3.1. Boundary EXtraction ... 47
4.3.2. Natural-Environmental Parameters ..........ccccooeviiiiiee e 48
4.3.2.1. Natural and Geographic Structure of Cankiri .............c.....eeeee.. 48

Xii



4.3.2.2. Selected Environmental Parameters .........coooevvoeeiiiiiiiiinaenn... 51

B AN ALY SIS 57
5.1. Construction of Socio-economic INdeX ...........ccccoeeeiiii 57
5.1.1. Classification of Indicators ............cooevviiiiiiiiiiiiiiiiiiiiiiiieee 58
5.1.2. Principle Components Analysis .............coiiiiiiiiiiiiiciee e 58
5.2. Extraction of Environmental Variables ............ccccoooiiiiiiiii 60
5.2.1. DEM Parameters .......coooeiiiiiiiiiii et 61
5.2.2. Proportion of High Capable Soil ............ccooviiiiiiiiiicieeeeeeeee, 61
5.2.3. Integration of Index and Environmental Forces
into the Areal UNitS .........oooimiiiii e 64
5.3. Visualization of Data .........cccooiiiiiiiiiii e 64
5.4. Exploration of Data ........ccoooeiiiiiiiiie e 71
5.4.1. COITEIOGIramS ......coiieieeieeece et e e 71
5.4.2. Spatial MOVING AVEIrages ..........coueiiiiiiiiiiiiiiiiiiieieeieeeeeeeeeeeeeeeeeeeeeeees 73

5.4.3. Geographically Weighted Regression Analysis ............................76

5.5. Modeling the Relation between Socio-Economic Structure

and Natural Environment ... ..o 82
5.5.1. (Non-Spatial) Multivariate Linear Regression Analysis.................... 82
5.5.2. Spatial Regression ANalysis ..............uuuuuuieiiiiiiiiiiiiiiiiiiiiiiiiiiiiiieenns 85

5.6. Estimation of the Socio-Economic Index of the Villages
WIith MisSiNg Data .......coovniiii e 88
5.7. DISCUSSIONS ....euiiiiieeeeieeiiitee e et e e e e e e e et e e e e e e e e eeeennnnaaeeeeeeeeeees 90
6. CONCLUSIONS AND RECOMMENDATIONS.......covtiiiiiiiiiiieeeiieeeeeeeeeeeeeeeee 96
B.1. CONCIUSION.....coiiiieeeieeeeeeeee 96
6.2. ReCOmMmMENAALtiONS .......ccoiiiiiiieiee e 98
REREFENGCES ... e 100

xiil



APPENDICES

A. The Tabular Data SOUICE..............uuuuiiiiiieeeees 107
B. List of Variables for Economic, Social and Service Groups..................... 123
C.INAICES LiSt... e 130
D. Principle Components Analysis Outputs..........ccccoiiiiiiiiiiiie 138
E. Distance Matrix Used for Spatial Moving Averages..........ccccccevveeeeeeeeenne. 142
F.GWR RESUILS. ...ttt e e e e 143
G. SCripts WItIEN... . 157

X1v



TABLES

Table 4.1.

Table 4.2.

LIST OF TABLES

Some climatic differences between Central and Cerkes

townships of CanKIrl ........oooviiiiiiiiieee e
Area and percentage distributions of soil capability classes over
CaANKITT <.

Table 4.3. Corresponding aspect values of 0 — 240 range for 0 — 360 range ...54
Table 5.1. Overlayed Table with Raw Values ..............ccccc, 62
Table 5.2. Overlayed Table with Aggregated Values .............ccccoeeeieiiiiiiininnnnnn.. 63
Table 5.3. Overlayed Table with Transformed Values ...............ccccoeeeiiiiinninnnnnnn. 64
Table 5.4. Moran’s | and Geary’s CValues ............ccccooeiii 72
Table 5.5. Linear Regression Model Summary ...........ccccccuuviiiiiiiiiiiiiiiiiiieiiennnns 83
Table 5.6. Linear Regression ANOVA ... 83
Table 5.7. Linear Regression Coefficients ..............eeeieiiiiiiiiiiicceeeeeeeee, 84
Table 5.8. Linear Regression Model Summary (LTI) ... 84
Table 5.9. Linear Regression ANOVA (LTI) ... 85
Table 5.10. Linear Regression Coefficients (LTI) ......ueeeeeiiiiiiiiiiiciieeeeeeee, 85
Table 5.11. Spatial Regression Parameters with SAR Model and

5000 meters weight matrix ............oeeviiiiiiiiiiiiiiieeeeeeeee e 86
Table 5.12. Spatial Regression implemented with SAR and MA Models

with 5000 meters weight matrix, for initial and logarithmically

transformMed INAEX ........uueeiiieiiiii e 86
Table 5.13. Spatial Regression Parameters for Logarithmically transformed

index with MA Model and 5000 meters weight matrix, where

aspect parameter is dropped out of analysis .........cccccccceeeieeeeeeennn, 88

XV



Table B.1.

Table C.1.

Table D.1.

Table D.2.

Table D.3.

Table E.1.
Table F.1.

The list of the variables in the whole database,

including 195 variables, which are classified into

economy, social and SErviCe groupPs .........ovevveeruieeeeeiriieeeeeeineeeeeennns 124
The indices for each of the groups: economic, service

and social, as well as the final composite index and the

logarithmically transformed iNndexX ...........ccoovvviiiiiiiiiiiiiiiiiiiiiiiiiiieeee, 130
Component loadings of the variables for economy dimension,

after the number of the variables is reduced t0 6 ...............cc.euueeee 139
Component loadings of the variables for service dimension,

after the number of the variables is reduced t0 6 ............ccccccooo... 140
Component loadings of the variables for social dimension,

after the number of the variables is reduced t0 6 ...............cc..ueeeee 141
The distance matrix used for spatial moving averages .................. 142
Residuals and t values for each independent variable in GWR .....149

XVi



LIST OF FIGURES

FIGURES
Figure 1.1. Location map of the study area ..............cccooo 4
Figure 4.1. A simple flowchart showing the methodology used in this study .....41
Figure 4.2. Village BoOUNAries .............uuuuuiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiieaiieeeieeeeeeenees 48
Figure 4.3. Elevation Map .......coooouiiiiiiii e 51
Figure 4.4. SIOPE MAP ......ooeiiieiie e 52
Figure 4.5. ASPECEMAP ... oo 53
Figure 4.6. A scheme showing classification of aspect values by

brightness, according to the direction ...............ccooiiiiii s 54
Figure 4.7. Classified ASPECE MAP ......cooeiiiiiiiiiceee e 55
Figure 4.8. Soil Capacity Map ............uuuuiuiiiiiiiiiiiiiiiii s 56
Figure 5.1. A village boundary as an example to arbitrary boundaries .............. 60

Figure 5.2. A village boundary as an example to boundary creation

by taking account of natural structure ...............ccccciiiiiii i, 61
Figure 5.3. A scheme showing a possible overlay ...............cccoviiiiiiiiiiiiiiiiinneee. 63
Figure 5.4. Mean SIOpe Map ........uuiiiiiiiiiiieeee e 65
Figure 5.5. Mean Elevation Map ........cccouiiiiiiiiii e 65
Figure 5.6. Mean ASPeCt Map ........oiiiiiiiiii e 66
Figure 5.7. Highest Capacity Soil Map ... 67
Figure 5.8. Distribution of ECONOmMy SCOres ..., 68
Figure 5.9. Distribution of Service Scores .............uuviiiiiiiiiiiiiiiieeee e, 68
Figure 5.10. Distribution of Social SCOres ..........cccoeveiiiiiiiiiiiiiie 69
Figure 5.11. Socio-Economic Status Map ... 70

Figure 5.12. Socio-Economic Status Map: Cartogram mapping
WIth SD VIEW ... 71

Xvil



Figure 5.13.
Figure 5.14.
Figure 5.15.
Figure 5.16.
Figure 5.17.
Figure 5.18.
Figure 5.19.
Figure 5.20.
Figure 5.21
Figure 5.22.
Figure 5.23.
Figure 5.24.
Figure 5.25.
Figure 5.26.
Figure 5.27.
Figure 5.28.
Figure D.1.

Figure D.2.

Figure D.3.

Figure D.4.

Figure D.5.

Figure D.6.

Correlogram: Moran’s | ..........eoiieeiiiiiiiccee e 72
Correlogram: Geary’s C .......oovviiiiiiiiiiiiiiiiiiiieeeeeeeeeeeeeeeeeeeeeeee e 73
Spatial Moving Averages with 3 neighbors ............ccccooiiiiiiiiiiinnnns 74
Spatial Moving Averages with 10 neighbors ............cccccccceeeeeeeee. 75
Spatial Moving Averages with 20 neighbors ...........ccccccccceeeeeeeeee. 76
GWR: INtercept ... 77
GWR: Coefficient of Mean SIope ...........oovviiiiiiiiiii e 78
GWR: Coefficient of Mean Elevation ............cccccoeeiiiiiiiiiiiiiiiin, 79
. GWR: Coefficient of Mean Aspect .........ccccoovviviiiiiiiiieie e, 79
GWR: Coefficient of Ratio of High Capable Soil .............ccc.ooeeeee... 80
GWR: R? for the firSt iNAX ..........cevevecueveeceeieeeeeceeeeeee e 81
GWR: R? for the logarithmically transformed index ....................... 81
SAR Model Residuals ............cooovviiiiiiiiiiiiiiiiiiiiiiiieeeeeeeeeeeeeeeeeee 87
MA Model ReSIAUAIS .......oooeeiiiiieee e 87
Predicted Values Map ..o 89
Predicted Values Map with 3D cartogram technique ..................... 89
Relative importance of principal components for economy
dimension, before the number of the variables is reduced ........... 138
Relative importance of principal components for economy
dimension, after the number of the variables is reduced to 6 ....... 138
Relative importance of principal components for service
dimension, before the number of the variables is reduced ........... 139
Relative importance of principal components for service
dimension, after the number of the variables is reduced to 6 ....... 139
Relative importance of principal components for social
dimension, before the number of the variables is reduced ........... 140
Relative importance of principal components for service
dimension, after the number of the variables is reduced to 6 ....... 140

XViii



CHAPTER |

INTRODUCTION

It has always been a puzzling question, why some are wealthier than
others. This question may rise at smaller scales, for example when
comparing two farms; why one is more productive and therefore richer, and
other is not. These farms may be in very distinct places; but not
necessarily. Differences can be seen even in adjacent farms. Scale may
change when comparing different unit sizes: villages, cities, intra national
regions, nations, or even larger scales including comparison of groups of
nations. Scales may change, however the question remains the same;

“Why are some richer and more developed?”

The answer depends, to some extend, on the scale. When explaining a
farm’s revenue, it would be much related to soil fertility, the type and range
of plants sowed and the agricultural techniques used. The answer
becomes more complex as the scale increases. How can the level of a
whole country be explained? This question may be explained by pure
geographical influences, or by social systems, culture, values and politics.
It is clear that one may get lost when trying to explain the whole set of
reasons without failing. Furthermore, justification of intangible causes of

many factors is almost impossible.



In this study, therefore, a simplistic approach has been adopted. It is
mainly the basic topographical parameters of environment that will be used
to explain human progress. The fundamental point is that the physical
structure has different characteristics in different locations. Such
differences lead to the fact that, the environment is sometimes an obstacle,
and sometimes an opportunity. Also it is known that some certain types of
land are easier to utilize, while some other are more troublesome for a
society’s development. Beside, the human beings’ creativity and power to
overcome the difficulties which are brought by the nature is well known.
Moreover, not every single society is the same in the behavior to exploit

and utilize nature.

It is the question of “How much does the environment affect the level of
society with respect to its prosperity and development?”, that will be tried to
be answered by this study. The aim of this thesis is to assess the possible
effects of nature on the socio-economic structure of a settlement. For this

purpose, the village settlements in Cankiri are used.

Mentioning the environment’s effect on society may remind the reader of
geographical determinism. That is why a considerable amount of the thesis

is devoted of the inspection of idea and its possible linkage to this thesis.

In order to find whether there exists a relationship between the socio-
economic structure and the physical structure and its strength, quantitative
methods mainly dependent on Geographic Information Systems (GIS) and
statistical analyses are necessary. The tool GIS is important here, because
it is the spatial data that will be dealt with, and there is an obvious need for

and geo-based system with a number of analyses capabilities.



At the starting point, this study can be seen as a product as influenced
from the curiosity about the factors leading to the progress of man.
Therefore, people trying to understand the reasons lying behind
development and underdevelopment may find this study useful. The
findings in this thesis can form basis for policy development. Moreover, this
study shows the use of GIS coupled with spatial statistical methods in
understanding the spatial distribution of socioeconomic and environmental

parameters.

1.1. Study Area

Cankirt lies in the north Anatolia between the Kizilirmak and West
Blacksea main river basins, Turkey. It is located between 40° 30” and 41°
northing, 32° 30” and 34° easting. Its mean elevation is 723 meters, and
has an area of 845111 hectares as seen in Figure 1.1. Elevation of the

region ranges from 400 m to 2400 m at ligaz Mountain.

Cankiri is a suitable region for such an analysis to evaluate environment’s
effect on the development. There is a vast variety of environmental and
climatic conditions (also shown as the differences between the Merkez and
Cerkes townships in Table 3.1) in Cankiri, so that the influence of such

conditions can be revealed easier.
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Figure 1.1. Location map of the study area. Grey rectangles are 1:25.000 scale

topographic maps. Blue lines show major streams in the study area. (Source: Surmeli,

2003)




1.2. Method of Study

Most of this thesis is completed as an office work. The office work is
composed mainly of computer utilities such as digitizing graphics, tabular

data inputting and processing.

Data Used:

e Tabular data collected from a rural survey of Cankiri region made in
1980 by from General Directiore of Rural Services. These data were
used to extract a single index indicating the socioeconomic status.

e 1/25.000 scaled maps with the boundaries of the villages of Cankiri,
taken from State Institute of Statistics. These maps were used to
digitize those boundary polygons.

e A DEM (SRTM) of the area with 90 meters spatial resolution was
used to extract topographical features of the area.

e Land Fertility Maps were taken from General Directiore of Rural
Services. These maps provide information to extract the amount of

high capable soil for each village settlement.

1.3. Organization of Thesis

The rest of this thesis is organized as follows:

Chapter Il is devoted to present the ideas available in the literature to
explain the phenomenon of human progress. First, the idea of
environmental determinism is emphasized, as it embodies the similar
arguments used in this thesis. However, it would be unfair to only include

environmental determinism as it is many times crucially criticized, and it is



argued that environment is not the only or the most powerful determinant
of human progress. Therefore, criticisms of environmental determinism,
and also another recognized determinant; culture are discussed. This
chapter ends with the discussions of how the environment should be

studied in a proper way.

Chapter Il reviews the theoretical basis for spatial data analysis. It starts
with discussing the importance of Geographic Information Systems (GIS)
and spatial statistics, and how they relate to each other. The analysis of
area data is emphasized, through visualization, exploration and modeling

stages.

Chapter IV presents the developed methodology for assessing relationship
between socioeconomic structure and environmental parameters that are
used in the study. This begins with discussions of socio-economics (which
is the phenomenon studied as the dependant variable) and socio-
economic index determination with background studies. Before the
environmental parameters used are presented, a general information about

the natural structure of Cankiri was given.

Chapter V describes the implementation of the developed method and the
analyses carried out to assess relationship between socioeconomic

structure and environmental parameters that are used in the study.

Chapter VI is the conclusion and recommendations part of the thesis. The
results, why they came about as they did, and the problems faced with

were discussed and explained.



CHAPTERIII

BACKGROUND INFORMATION ON HUMAN DEVELOPMENT AND
STUDY OF ENVIRONMENT

This chapter first deals with the two major recognized determinants of the
human progress, which are environment and culture. The last part of this

chapter is devoted to discuss how the environment should be studied.

2.1. On the Determinants of Human Progress

2.1.1. Environment and Geography

‘[Geography] tells an unpleasant truth, namely, that nature like life is unfair,
unequal in its favors; further, that nature’s unfairness is not easily
remedied.”

(Landes, 1998)

It is generally thought that, environment is something that surrounds
people. Yet, such an explanation is usually very simple and therefore

insufficient. Hawley (1950) makes a deep explanation of environment,



referring it as a generic concept that consists of all external forces and
factors to which organisms are responsive. Environment compromises the
raw materials and the conditions, which can be both favorable and
unfavorable to organisms. The availability of necessary materials and
conditions limiting the use of these materials constitute an ever-lasting

problem for living creatures.

The environment can be simply classified as (1) inorganic and (2) organic.
Inorganic environment consists of all the mechanical and nonliving
conditions that surround an organism, such as light, air, pressure, humidity,
temperature, minerals, topography, etc. The organic environment includes
all elements of life whose activities affect an individual or group of
individuals. Therefore, man’s organic environment consists of the
vegetation that obstructs his movements, animals that prey upon him and
upon which he preys, domesticated plants and animals, and most

importantly, his fellow men (Hawley, 1950).

As Hawley (1950) put it, understanding what is environment is elusive;
however comprehending what effects it has on people is even harder to
grasp. Sack (1993) argues that the self evident powers of space and place
are really complex and difficult to understand. People and objects interact
in space and there could be laws of behavior which govern these
interactions. It forces the models of how distance and the relative locations
of people and things affect behavior. This view of thinking leads central-
place models and gravity and potential models, all of which emphasize that
space has an effect on interaction and that this effect is expressed as a
function of distance (Sack, 1993).



2.1.2. Geographical Determinism

Also known as environmental determinism, or environmentalism, this idea
means that geographical conditions have a role in shaping the human
societies. Because of its commonsense logic, the idea has been rephrased

through the time.

Frenkel (1994) refers to Semple (1911), who is considered to be one of the
pioneers of this thought, especially for being the one that introduced the
idea to the American Geography, by arguing that the environment was
assumed to affect and to actually determine all the aspects of social and
economic development. However, Harris (1968) shows that the idea goes
back to early stages of the history of thought, long before the
Enlightenment rooted in the Ancient Greek. He also gives examples from
the Roman period, and among Arab geographers of twelfth and fourteenth-
century, from whose works, eighteenth-century understanding of

geographical determinism was also influenced.

Diamond’s “Guns, Germs and Steel” (1997) can be seen as one of the
most recent works, directly reflecting geographical causation. He evaluates
the human progress from a broader perspective. He indicates, around
11000 BC, all people of all continents were hunter-gatherers. This means
all those people were almost equal in their development level. Different
rates of development on different continents, from 11000 BC to 1500 AD,
were what led to the technological and political inequalities of AD 1500.
Accordingly Diamond (1997) asks, why did human development proceed at
such different rates on different continents? He argues it was the same
kind of man that originated in Africa in the beginning, then spreading over

all the different geographies the world. However, when the history is



examined, innate differences among people are obvious. Therefore, the
progress shouldn’t be much linked with the capability of man, which is
many times linked to the biological features, but rather the environment

that surrounds him.

2.1.2.1. From Ultimate to Proximate Factors

The progress is many times explained with previous achievements and
advances. As Sachs (2000) maintains, technological innovation operates
like a chain reaction in response to initial stock of ideas, boosting the
progress, and widening the gap between the rich and poor at the same
time. Harris (1971) also argues that the pre-existing mode of production
determines the spread and development of new technologies. Similarly
Diamond (1997) says, guns, nasty germs and steel can be seen as the
reasons why Europeans dominated the world. However, Diamond (1997)
also points out that this explanation is yet incomplete. Because such an
explanation offers only a proximate (first-stage) explanation. This in turn
invites the search for ultimate causes, the causes that led to the

emergence of guns, germs, and steel.

Diamond (1997) further argues that the whole modern world has been
shaped by lopsided outcomes. Hence they should have inflexible
explanations, which should be more basic than some details related to
battles won, inventions developed, or accidents faced on some occasion.
All these facts should be then explained by the ultimate forces, which are

the environmental forces (Diamond, 1997).
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2.1.2.2. The Climate

Climate has been viewed as an important factor for explaining food
production, human behavior and health. Its explanatory power is generally
derived from the comparative characteristics of tropical and temperate
climates. Tropical climates offer high temperature and irregular rainfall
patterns. The latter on the other hand, provide mild temperature and

regular rainfall.

Climate diversity and its effect on human life is shown by Landes (1998),
as he asserts that throughout the world, there is a wide range of
temperature patterns which depend on location, altitude and declination of
the sun. These patterns are important as they affect the rhythm of activity
of all species. As for human beings, they avoid the extreme climate
conditions as much as possible. However, when compared, the discomfort
of heat is much more than that of cold. The main reason is that, the human
body must release heat to maintain a proper temperature. But if the cooling
conditions are not sufficient in an environment, then the easiest way to
overcome this problem is to avoid generating heat; in other words, keep
still and don’t work (Landes, 1998).

The problems created by tropical climates are shown with many cases.
Bandyapadhyaya (1978) tries to explain backwardness of India by tropic
climatic conditions. When compared, it is shown that the human energy
which is the major determinant of the productivity of labor, is much lower in
tropical regions than in the temperate zones. Bandyapadhyaya (1978)
refers to Burridge (1944), a professor of medicine, finding that Indian
workmen need longer rest pauses even for weaker strokes, compared the

workers of the cooler climates. Burridge argues that this is an indication of
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the fact that high temperature causes low metabolic turnover
(Bandyapadhyaya, 1978).

Food is also a major problem in tropical climates. In these regions, the
plant food is low in protein and mineral content. Additionally the nutrition
content is even more insufficient as the animal food is scarce and of poor
quality. This malnutrition causes reduced work efficiency and higher risks
of susceptibility to disease (Bandyapadhyaya, 1978). Landes (1998)
similarly observed: biodiversity favors every species but man and his

limited array of crops in Tropics.

The soil quality of the tropic lands is lower. It is because climatic conditions
which bring about high humidity and temperature accelerate the
decomposition of organic ingredients of the soil, and thus lower the
nutritional content. This process is supported as the organic and mineral
compounds are dissolved and removed by water running through the soil.
In addition, due to very high evaporation rates and rainfall being lost as
runoff, same amount of precipitation is less efficient than in the temperate
zones. Therefore, even in the generally humid areas of the tropical
countries therefore, there may be temporary droughts on a regular basis.
(Bandyapadhyaya, 1978; Sachs, 2000) The situation is even worsened by
high erosion rates, high incidence of agricultural and veterinary pests,
increased spoilage of food in storage and reduced photosynthetic potential

due to warm nighttime temperatures (Sachs, 2000).
Water sources are also scarce despite of high rainfall rates, as the rains

are very irregular, and it is not much possible to store the water due to the
high rates of evaporation (Landes, 1998; Sachs, 2000).
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Another classic attribute of tropical climates, the iliness rate is not high only
because of malnutrition. Tropical climates also provide a suitable
environment for the fast spread of diseases. Heat increases reproduction
rate of life forms that are hostile to man, which in turn results in the faster
transmission of disease. (Bandyapadhyaya, 1978; Landes, 1998; Sachs,
2000)

Food production and health conditions in tropics led to several other results
that have larger-scale effects. Sachs (2000) argues, as the agricultural
surplus is very low, a large proportion of the population engages with the
agricultural activities. Another most obvious result is that, large populations
live in the remote high altitude zones, which reduce the problems created
by heat. Lower life expectancy and smaller accumulation of the human

capital are also the products of the tropical climate (Sachs, 2000).

Bandyapadhyaya (1978) attracts to a more general but crucial point from
the tropical climates’ most clear and verifiable product which is the
relatively low productivity of labor. He observes that low productivity of
labor causes the final result of an unsound economic development, both in

agriculture and industry.

Harris (1971) briefly explains the outcomes of environmental differences
not for only tropics, but rather in general. He points that agriculture is not
as efficient as in arctic or desert environments as in river valleys or well
watered plains. Therefore, similar kinds of technologies in different
environments may result in very different levels of output and amount and
quality of labor, and this may in turn affect the social structure and system
of economic management. The formation of entirely different settlement

patterns depend on the form of irrigation, which in turn varies according to
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the size and dependability of the water supply, the availability of flat terrain,

the amount of minerals in the water, and other conditions (Harris, 1971).

2.1.2.3. Land Features

It is obvious that some regions are more advantageous as they have
natural resources, especially strategic energy resources and precious
minerals. Additionally, other factors like access to the efficient
transportation nodes like coasts and navigable rivers and proximity to other
developed regions are also important favorable factors. (Sachs, 2000)
Similarly, Landes (1998) points out that, it was not an accident that

civilizations were founded close to the rivers, as they provided advantages.

Additionally, states rather than hinterland states, regions with fertile
agriculture, states close to powerful economies and major trade routes are
geographically favored. On the other hand, for example, mountainous

regions bring about high transportation costs (Sachs, 2000).

Moreover, Diamond (1997) questions the differences at the continental
scales. He asks, why, Eurasia (He also uses this term to include North
Africa) was more developed than Americas, Africa and Australia. His
answer lies in the differences in the orientation of continents. According to
Diamond (1997), orientation of continents affected the human progress,
with varying spread rates of agricultural crops, livestock and innovations.
The reason why spread was possible and fast lies in the western-eastern
orientation of Eurasia, which provided localities at the same latitudes
sharing similar climatic pattern (regimes of temperature and rainfall, and
habitats) and similar day lengths seasonally. On the other hand, America

and Africa’s north-south orientation made such a spread very difficult,
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since such patterns change greatly as moving from north to south, or vice

versa.

2.1.2.4. Flora and Livestock

Diamond (1997) argues that, continental diversifications do not end with
the orientation differences. According to him, the progress was not only the
outcome of pure geographical features, but also the products presented by
geography. The first product is the domesticable plants and animals. Food
production was indirectly a prerequisite for the development of the
proximate factors like guns and steel. This would be possible by feeding
non-food producing specialists. Availability of more calories meant more
people. Animals also provided crucial opportunities for the development of
societies. First of all, animals are the main source of the protein.
Additionally big mammals served as sources of milk and milk products.
They also increased the agricultural output by pulling plows. Another
advantage some large mammals presented is that they provided main
means of transportation. In a similar fashion, horses were used as military
power to dominate other societies. It is clear then, how much important are
the plant food and animals. However, only a very small portion of wild
plants and animal species are useful, as most others are indigestible,
poisonous, low in nutritional value, tedious to prepare, difficult to gather

and dangerous to hunt.

For example, cereals and pulses which were abundant in Western Eurasia,
adapted in a way to be most useful to people. They put most of the energy
into the large seeds, by wasting little energy on making wood and fibrous
stems. On the other hand, eastern Asia and New World’s rice and corn

have lower protein contents compared to those of Fertile Crescent.
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Eurasia’s (including North Africa) Mediterranean zones had 32 crops, out
of 56 with largest seeds. Out of 14 domesticated mammals in the whole

World, 13 were confined to Eurasia (Diamond, 1997).

The starting point of human progress is very important to understand the
underlying factors behind this progress. Diamond (1997) attracts to the
Fertile Crescent, where has been the heart of human development. The
answers lies in the wide range of altitudes and topographies within a
relatively shorter distance covering all Fertile Crescent, resulting in high
variations of environments; Mediterranean climatic zone with mountainous
areas, lowlands with rivers, flood plains and deserts suitable for irrigation.
This variation also led high diversity of crops. Again, in separate parts of
the areas, the sheep, goat, pig and cow were domesticated. Since these
species lived in areas close enough, they could spread all over the Fertile

Crescent, providing it a clear advantage for food production.

In short, geographical means provided opportunities as well as constraints
on the quality and quantity of human populations. By quality, nomadic-
sedentary lifestyle, social stratification, political organization and
innovativeness are referred. (Diamond, 1996) Hence, in Malthusian way of
thinking, it determined the maximum size of the population. For the reviews
of Diamond (1996), see Dawson (2002), Blaut (1999), Economist (1997),
Begley (1997).

Geographical constraints are also emphasized by Harris (1971). It is
assumed that most human populations depend on the carrying capacities
of their territory, and that only few populations have ever risen all the way
to the demographic ceiling imposed by energy input and output formula
(Harris, 1971).
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2.1.2.5. Critics of Geographical Determinism

As much as environmental determinism has been influential on the
academy, it has been subject to criticisms. Frenkel (1992) indicates that,
for a half century environmental determinism provided many students of
society not only to geographers, a theoretical guide for generalizing about
the world. However it is often treated as part of geography’s distant and

shameful past.

Environmental determinism generally suffered from being over simplistic.
Likewise, Heider (1972) argues, according to its attackers,
environmentalism demands a causality so direct, efficient and exclusive

that it is easy to refute.

Landes (1998) criticizes geographical thought, which was much affected
from the idea of environmental determinism. According to him, geography
emits a sulfurous odor of heresy. Other intellectual disciplines have also
propagated nonsense or excess, however no other has been so

depreciated and disparaged.

Bassin (1992) quotes, Hartshorne (1939) claiming that environmentalism is
a mere division of disciplinary focus away from geography’s proper object
of study: areal differentiation. Bassin (1992) also refers to Sauer (1962)
considering environmentalism as a field of study which could do no more

than leading a parasitic existence within the body of geographical science.

Many critics mainly arose because of the use of environmental

determinism as a tool for imperialism. It has been argued that in its day,
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environmentalism represented nothing more or less than a thoroughly
opportunistic attempt to explain and justify scientifically the abominations of
the late nineteenth-century European imperial domination of the non-
European world (Bassin, 1992). Examples include Panama (Frenkel,
1992), and Caribbean (Richardson, 1996) cases for which the scientific
basis of environmental determinism provided an acceptable explanation

and rationalization for imperialism.

Even a number of geographers who advanced environmentalist notions,
such as Friedrich Ratzel or Halford Mackinder, were at the same time

political actors with a major influence on colonial policy (Bassin, 1992).

This concept seemed to offer early-twentieth-century geographers a
scientific foundation for theories by which it was possible to understand
how people lived and acted in a changing world. Destiny of any society
could be accordingly predicted by mapping isoterms and humidity.
Although these ideas had lost much of their academic value; outside
universities and colleges they retained considerable influence, perhaps a

result of their apparent commonsensical nature (Frenkel, 1992).

Environmental determinism influenced in Panama on issues of labor,
housing, social life, and justification for imperialism. Based on
representations influenced from environmental determinism, policies were
formulated, people subjugated, and places built. Environmental
determinism provided policymakers and Canal Zone residents with an

acceptable way to explain other more quarrelsome ideas (Frenkel, 1992).
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2.1.3. Culture

“Geography is, no doubt, just one part of the puzzle. There are exceptions
to the pure geographical explanations.”
(Sachs, 2000)

Culture is used to refer to the entire way of life of society: its values,
practices, symbols, institutions and human relationships (Huntington,
2000).

Harrison (2000) emphasizes on culture as a determinant of human
progress and claims that underdevelopment is not caused by geographical
conditions. Additionally, Harrison (2000) also shows there are exceptions
in the tropical zone, where there are few developed countries, contrasting

to geographically deterministic ideas.

Landes (2000) makes a similar conclusion with a different approach. He
attracts attention to the minorities in many countries that achieve economic
success compared to the other ethnicities, whose cultural structures are
different. Sachs also asserts that certain social systems have supported

modern economic growth, whereas others have not.

Landes (2000) points to the cultural notions that affect how a society
approaches to a problem, are either in favor of economy or not. When
things go wrong, people may ask two different questions. One is “what did
we do wrong”, and the other “who did us wrong”. First question leads to
another question “‘how do we put it right’, and the second leads to
conspiracy theories and paranoia (Landes, 2000). Grondona (2000) also

attracts to cultural differences with respect to making choices related to
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economy: “When people’s investment yields outcome and they feel richer,
they may be inclined to work less. On the other hand, consumption may
increase, thus decreasing the surplus, so that development turns into

enrichment.”

To what extend can culture explain human development? Porter (2000)
indicates that the answer is not easy since interpreting culture’s role in the
context of other influences and isolating the independent influence of
culture is challenging, although the role of culture in economic progress is
unquestioned. Approaches to culture in economic prosperity tend to focus
on generic cultural attributes that are believed desirable, such as hard
work, initiative, belief in the value of education, as well as factors drawn
from macroeconomics, such as propensity to save and invest. These are
absolutely relevant to prosperity, but none of these generic attributes is
precisely correlated with economic progress. Hard work is important, but
what guides and directs the type of work done is also at least important as
that. Saving is good, but only if the savings are used in productive ways.
Moreover, the same cultural attribute can have vastly different implications
for economic progress in different societies, or even in the same society at
different times. This makes evaluation of effects of culture even more
difficult (Porter, 2000).

In addition, Landes (2000) also realizes that culture is not the only
determinant explaining economic status. Complex processes like economy
should have many invariably plural and interrelated determinants.

Therefore, monocausal explanations will not work.
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2.1.4. Culture also as Product of Geography?

It is widely accepted that, culture has an unquestionable role in explaining
human progress (Weber 1905; Porter 2000; Landes 2000; Grondona 2000;
Sachs 2000; Huntington 2000; Harrison, 2000). But, one may still wonder,
why there are cultural differences among societies. One possible answer
may lie in the environment factor, for what Diamond (1997) refers as the

ultimate cause.

Harner (1970) suggests that food scarcity, measured by population
pressure, is a major determinant of social evolution. Among agricultural
societies, those with greater population pressure are more likely to have
developed greater political complexity and integration, more class
stratification, and to have shifted from unilineal to cognatic descent

organization (Heider, 1972).

Heider (1972) uses Eskimos, Cree and Ojibway hunting groups, Mbuti
pygmies examples social, demographic and economic patterns as the
outcomes of environment in terms of natural harshness and food
resources. In these cases however, quantitative techniques were not used.
According to Heider (1972), in general, the environment plays a role in
determining Marriage patterns, practice of female infanticide, population
density and sizes of social units. He concludes that there is a complex
systematic relationship in which the environment plays a role, although not

a sole causal role.
The founder of cultural materialist school Harris (1968) states that the

Darwinian strategy in the realm of sociocultural phenomena is the principle

of techno-environmental and techno-economic determinism. According to
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this principle, similar technologies applied to similar environments tend to
produce similar arrangements of labor in production and distribution, and
these intermediate results produce similar kinds of social groupings,
supported by similar systems of values and beliefs. Translated into
research strategy, Harris’ (1968) principle of techno-environmental and
techno-economic determinism assigns priority to the study of the material
conditions of sociocultural life, as much as the principle of natural selection
assigns priority to the study of differential reproductive success (Harris,
1968).

Milton (1997) argues that, throughout much of its 100-year history, the
discipline of ecological anthropology has been dominated by one simple
idea that the features of human society and culture can be explained in
terms of the environments in which they have developed. This leads to an
understanding that environmental factors determine human social and
cultural features. The power of this idea is easy to understand, presented
at a time when biologists were enthusiastically embracing the insights
generated by Darwinian theory. If biological diversity could be explained by
environmental factors, then why cultural diversity could not be explained

with the very same factors (Milton, 1997).

2.2. Conclusion and Remarks on Environment

Hawley (1950) states man’s adaptive capacity is indeterminate, and he
tends to preserve and expand life to the full extend permitted by
environmental limitations. Bassin (1992) similarly concludes that care must
be taken to avoid falling back upon on overly rigid reductionist analysis
referring the man and environment relationship. Going even further,

Murdock and Albrecht (1998) argue that humans are capable of developing
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technologies that enable them to manipulate their environment. Such
arguments may reach to a point that the environment has not any affect on
human societies anymore. However, such approaches are very optimistic
as Harris (1971) criticizes. He asserts that, in industrial societies, the
influence of environment, in the short run, appears to be subordinate to the
influence exerted by prior modes of production and by demographic,
political, and ideological factors. This statement must be carefully
distinguished from the often repeated but dangerously incorrect belief that
industrial societies have liberated themselves from the influence of the
environment, and therefore the interaction between technology and
environment can no longer account for cultural differences and similarities.
It is true that replicas of cities can be built in deserts or even on the moon.
However, energy and materials used by humans are limited and
irreplaceable. In addition to extinction of resources, environmental
degradation is also another fact, that is and will be putting restraints upon

production, social structure and other aspects of culture (Harris, 1971).

Both the environment and man are very complex entities; therefore the
relationship between them is even more complex. However, no matter how
complex this relationship, as Sack (1993) argues, people and objects
interact in space and there could be laws of behavior which govern these
interactions. This argument constitutes the ideal basis for this thesis. The
aim of this thesis may be seen as a reflection of the idea of environmental
determinism, for the search of geographical causation. But it is also
frequently mentioned that, the study is built on the acceptation of the power
of many influences (like culture), other than environment. The actual aim is
therefore, to seek only for the effect of the environment among all other

factors.
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2.3. The Proper Way of Studying Environment

Generally the arguments made concerning human progress were made at
the micro scales (Diamond 1997; Landes 1998) making the problem more
difficult to grasp. That is, it has been tried to explain the progress and
status of societies altogether; how they interacted, progressed, evolved,

advanced and dominated others.

Complexity of the phenomenon gives rise to one problem. How can other
variables controlling the development be controlled, so that the influence of
environment can be observed? One of the reasons that the debate over
environmental determinism does not end is that, the observations are
made on the global scale. As getting far from the local scale to regional or
even global, other factors (which are evaluated as proximate factors by
Diamond, 1997) may become to be more effective and involved compared
to the environment. Although these factors may be regarded as the
products of environment as the ultimate cause, it is not easy to clearly
define what these are, and how much effect do they have. It is also not

possible to quantify them.

Heider (1972) makes considerations about when the environment’s effect
on development could be observed. According to him, if one is dealing with
a system of multiple variables, one must pick societies as much alike as
possible in order to control for as many variables as possible. (Heider,
1972) Likewise, it will be unsound to compare completely different

societies since culture itself is an independent variable with high influence.

By carefully selecting the societies to be compared, some variables can be

controlled and the workings of the system better seen. The model for
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contrastive comparison uses closely related, culturally similar groups which
live in slightly different environments to show that the slight environmental
differences cause differences in their social patterns. The assumption
therefore is that formerly the two groups were similar and that any present
differences can be accounted for by differential adaptation to the

environments (Heider, 1972).

That is why; if the environment is being studied, the factors other than
environment should be close to each other. (Low cultural variability, high
environmental variability) This enforces the method of comparison of the
societies which are similar in their intrinsic features, which are culture,
technology level and ethnical structure. Therefore, such a relationship
should be inquired at smaller scales, since there are many factors

influencing the development other than environment.
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CHAPTERIII

THEORETICAL BASIS FOR SPATIAL DATA ANALYSIS

3.1. GIS and Spatial Data Analysis

The classical GIS functions alone are not sufficient for all types of spatial
analysis. According to Bailey and Gatrell (1995), the GIS can for example
is able to perform “point in polygon” operations so that the number of
points for each polygon can be calculated. However, it is hard to find a
system which evaluates statistically the nature of the association between

the set of points and the set of polygons.

Therefore, when it is about investigation of a relationship between different
phenomenons, spatial statistical analysis techniques take place. According
to Bailey and Gatrell (1995), there are several ways to couple GIS and
spatial analysis. The first one is full integration, which implies that spatial
analytical functionality is embedded in GIS. An alternative to this is the
loose coupling between GIS software and other software used for spatial
analysis. This alternative suggests exporting the data obtained by GIS into
a statistical spatial analysis framework. Another approach is the close
coupling, which involves calling a spatial analysis routine from within the

GIS. One other choice is developing a user made self-contained spatial
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analysis system. The last option is integration of spatial analysis systems
and limited GIS functions into statistical analysis systems. In this thesis,
several ways were used as. For some analyses (like Spatial Moving
Averages and Geographically Weighted Regression) loose coupling
method was used, that is; the data was exported from GIS to other
programs to execute analyses. Sometimes routines were written and
executed on this data when needed. When analyses were finished, the
data was imported back to GIS to display the information created. Close
coupling method was also used, as in the spatial regression
implementation case. In this case, the S+Spatial Stats (v.1.1) module
within Splus Statistics (v.6.2) software package was called via an

extension written for Arcview GIS (v.3.2).

3.2. Analysis of Area Data

The main data unit, on which all the analyses were carried out, is of area.
Area data implies that the data is composed of closed zones, for which the
attributes remain over each area. There can be either regular lattices, or
irregular areal units. As for this thesis, the case study is made up from

irregular areal data, and the areal units are the villages.

The major steps of analyzing the area data is presented in the preceding
sections in three steps: visualization, exploration and modeling, all of which
are necessary for a comprehensive data analysis. They are in fact, pieces
of a whole, completing each other. In summary, visualization provides a
glance over the data. Local analyses, which are made through exploration,
are also important for hypothesis generation as provide a deeper insight

about the data. Finally modeling phase is implemented to justify the
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relationships, which are thought to be existed according to visualization

and exploration steps.

3.2.1. Visualization

In order to visualize the data, it should be presented in a proper way. The
GIS is the main tool for displaying the spatial data. There are different
ways to represent one or more attributes of the same area data, as for the
traditional cartography. One of those methods is the use of proportional
symbols placed inside each area, for a selected attribute. Size of the
symbol, which is generally a basic geometric shape, represents the value
that attribute. Colorization can be applied, if another attribute value is to be
visualized at the same time. In this case, use of different colors and
shading provide representation of the value of the second attribute (Bailey
and Gatrell, 1995).

A common choice for area representation is the choropleth mapping. For
that, each of the areas are colored or shaded according to the attribute to
be displayed. In this case, there will be a certain number of different colors
or shades to be used. This amount is chosen by the user. At this step,
Bailey and Gatrell (1995) warn that, different choices for choropleth
mapping can lead the user make different interpretations from the very
same data. Moreover, the size of the areal units makes the interpretation

inefficient, as the larger areas tend to dominate the whole map.
A solution for large area dominance is the density equalized map or

cartogram mapping. This approach suggests transforming each areal unit

to make its area proportional to the attribute value, while at the same time
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maintaining the spatial contiguity of the zones. In other words, the attribute
to be represented in an areal unit is normalized by its area (Bailey and
Gatrell, 1995).

There is a problem named Modifiable Areal Unit Problem, associated with
the use of areal data (Bailey and Gatrell, 1995). This problem emerges if
the boundaries of areal units are drawn by administrative authorities, and
therefore it is actually possible to redraw those boundaries in a different

way.

3.2.2. Exploration

Exploration provides necessary insights about the data to be analyzed as a
prior step to the modeling. The outcome of exploration step will be again in
the form of a map, like visualization. However, when the data is explored,
manipulations to some degree are made, resulting in new maps with new
data generated from some older data. By removing the extreme high and
low values (outliers), such maps will indicate the general trends throughout
the area. Bailey and Gatrell (1995) argue that exploration involves a

significant degree of ‘value-added’ data manipulation.

Spatial data exploration is either concerned with first order or second order
effects. First order effects refer to the global scale, and relate to the
change in the mean value of the process in the area. Second order effects
relate to the interaction and dependence between the spatial elements,
which is stronger for the closer elements. Thus, second order effects are at
local scale. The term “autocorrelation” emerged due to the fact that
spatially close elements happen to reflect similar attributes (Bailey and
Gatrell, 1995).
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3.2.2.1. Stationary and Isotropic Spatial Processes

Stationary and isotropic processes are the necessary concepts to make
assumptions for the explorative analyses. The second order component is
modeled as a stationary spatial process, referring the condition that the
process’ statistical properties are independent of absolute location in the
area. It implies that the mean and variance are constant throughout the
whole area, and therefore not dependent on the location. It also implies
that the covariance between two sites depends on only the relative
locations of those sites, the distance and direction between them, and not

on their absolute location.

A spatial process is isotropic, provided that it is also stationary and the
covariance depends only on the distance between the two sites, excluding

the direction in which they are separated.

3.2.2.2. Proximity Measures with Area Data

There are techniques for both exploring the first and the second order
effects. It is important to measure the distance or spatial relation between
them, so that making manipulations regarding those spatial dependencies
will be possible. Exploration cannot be done without the integration of
spatial relationships. This integration of relations is achieved through the
use of proximity measures among the spatial units. Proximity measures
are too, an indispensable part of the modeling step. Therefore, in order to
include the spatial dimension of the data, it is necessary to embed the

spatial relationships between elements.
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Distance matrices are used for this purpose. A distance matrix includes for
all spatial units’ distance information with each other. The distance

information between the unit i and j is symbolized as w;;.

Bailey and Gatrell (1995) state that, in the case of a continuously varying
attribute over a study area, it is natural to use distance between point
locations as the basis for measuring spatial proximity. In the case of area
data, defining the spatial proximity measures between each of the areas is

necessary. There are a number of choices to do this:

Wij = 1 if centroid of A, is one of the k nearest centroids to that of A
= 0 Otherwise
Wij = 1 if centroid of A is within some specified distance of that of A;
= 0 Otherwise
Wjj = d;j" if inter-centroid distance d;j <5 (8 > 0; y <0)
= 0 Otherwise
Wij = 1 A; shares a common boundary with A;
= 0 Otherwise
Wij = I / Iy where |; is the length of common boundary between A; and A

and l; is the perimeter of A
wj is the distance between the elements i and j. d is the threshold, A; and A;
are the areal units. These alternatives are not the only ones to be the used.
Additionally, modified versions of these proximity measures can be used.

3.2.2.3. Exploration by Spatial Moving Averages

Spatial Moving Averages technique is used for exploring the first order

effects. It refers smoothing out the attribute values of the areal units

31



according to their spatial proximity. The resultant map is an indicator of
how the mean value of the chosen attribute varies over the space. In other
words, it shows the major trends by smoothing the extreme values. To
implement this, first a suitable proximity measure determination technique
is selected, and then each areal unit’'s new attribute value is calculated with

the influence of its neighbors defined in the selected proximity matrix.
3.2.2.4. Exploration by Autocorrelation
Autocorrelation measures are used for exploring the second order effects.

This section aims to briefly explain the spatial dependence of deviations in
attribute values from their mean. Most commonly used techniques try to
estimate spatial correlation rather than covariance. The term spatial
autocorrelation, rather than just spatial correlation, is used to refer this
spatial correlation, since it involves the correlation between values of the

same variable at different spatial locations (Bailey and Gatrell, 1995).

Two of mostly used autocorrelation measures are Moran’s | and Geary’s C,
calculation of which are shown by equation 3.1 and 3.2. By the
generalization of | or C to estimate spatial correlation at different spatial

lags, correlograms can be produced.

”iznwg(yi—?)(yj—i) 3.1

J = izl =l

302,z
(1-1Y Y w, (- v, F 3.2

C= i=1 j=I1

3057 ., Tn)
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where n is the total number of spatial units, W is the proximity matrix and

y denotes mean observed value (Bailey and Gatrell, 1995). Moran’s |, for

most of the cases, has a mean value of -1 / (n-1) where n is the number of
units. If the mean value is exceeded, it is an indication of positive spatial
autocorrelation. If the Moran’s | statistic is below the mean, which means
there is a negative spatial autocorrelation. A positive autocorrelation is
observed, when the Geary’s C statistic ranges between 0 and 1. The C
statistics larger than 1 indicate a negative autocorrelation (Kaluzny et al,
1998).

3.2.2.5. Exploration by Geographically Weighted Regression

Conventional spatial analysis methods have been applied at a ‘global’
level, meaning that one set of results is generated from the analysis. These
results are assumed to apply equally across the study region. It is rarely
acknowledged that what is being undertaken in a global analysis is the
generation of an ‘average’ set of results from the data. If the relationships
are being examined vary across the region, the global results will have
limited application to any particular part of that region, and therefore may
not represent the actual situation in any part of the whole study area. In a
global analysis, there is no information on whether there is any substantial
spatial variation in the relationships being examined, any such information

is lost in the analysis (Fotheringham et al, 2000).
Fotheringham et al (2000) show that the power of local analysis emerges

where the global analyses fail. In local analysis, the focus of attention is

made on testing for the presence of differences across space rather than
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on ignoring these differences. “The movement encompasses the dissection
of global statistics into their local constituents; the concentration on local
exceptions rather than the search for global regularities.” (Fotheringham et
al, 2000).

In GWR, a technique of local explatory data analysis
yi = ao(u;, Vi) + Zkak(u;,Vi)Xik + € 3.3

where y; represents the vector of observations on the dependent variable
at the point i. (u;,vi) denotes the coordinates of the ith point in the space
and ak(u;,vi) is a realization of the continuous function ag(u,v) at point i. In
the calibration of the GWR model, observed data near to point | have more
influence in the estimation of the ax(u;,v;) than do data located farther from
i. In essence, the equation measures the relationships that exist in the
model around each point i. In GWR an observation is weighted according
to its proximity to point i so that the weighting of an observation is no
longer constant in the calibration but varies with i. Therefore, data from
observations close to i are weighted more than the data from observations

farther away (Fotheringham et al, 2000).

Algebraicly, GWR estimator is predicted as

a(ui,vi) = (XTW(ui,vi)X) X" W(u,vi)y 3.4
where W(u;,vi) is an n by n matrix whose off-diagonal elements are zero

and whose diagonal elements are the geographical weighting of observed

data for point i. GWR therefore can produce localized versions of all
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standard regression diagnostics including goodness-of-fit measures such
as R? (Fotheringham et al, 2000).

If all the weights are given 1 in the weight matrix that will mean there is no
spatial variation in the data and hence will produce the same results as
global non-spatial regression does. Similarly, the higher the bandwidth is
set in a distance-decay function of w;= exp(-d;*/h®), the more similar will
the results be with the global regression. Or, the larger is the d value in

w; = 1 if dj=d

w; = 0 otherwise

weighting function, the closer parameters to the global regression.
Conversely, as the bandwidth becomes smaller, the parameter estimates
will more depend on observations in close proximity to i, and hence will
have higher variance. Therefore, the problem is therefore how to select an
appropriate kernel and an appropriate bandwidth for that kernel
(Fotheringham et al, 2000).

In many cases, spatial weighting function is applied equally at each
calibration point. However such an approach suffers from the potential
problem that in some parts of the region, where data are sparse, the local
regression might be based on relatively few data points. To avoid this
potential problem, spatially adaptive weighting functions can be adapted
into GWR. These would have relatively smaller bandwidths in areas where
data points are intensely distributed and relatively large bandwidths in
areas where the data points are sparsely distributed (Fotheringham et al,
2000).
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3.2.3. Modeling

Visualization and exploration will not be just enough when the researcher
want to find relationships within the spatially interacting data. At this point,
statistical modeling techniques should be applied to justify the hypothesis
developed during the exploration step. Non-spatial and spatial regression
models are examined in the preceding sections. It should be noted that

these models are predictive, whereas GWR is not.

3.3.3.1. Non-Spatial Regression Model

A regression model embodies a relationship in the form of a dependent
variable and independent variable(s). Accordingly, dependent variable is
supposed to be at least in part controlled by the independent variable(s).

Y=as+aXs+azXo+ ... 3.5

where Y is the dependent and X’s are the independent variables (Walford,
1995).

3.2.3.2. Spatial Regression Model

The conventional regression was seen inadequate for geographic research

as it lacks the spatial dimensionality (Fotheringham et al, 2000).
By a more recent method called spatial regression, spatial lattices are

modeled by taking two levels of variation are taken into consideration:

global scale variations in the mean value due to spatial location or other
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variables, and local variations due to interactions with neighbors (Kaluzny
et al., 1998).

The spatial regression model takes the form

Where Z; is the random process at the site i; yj is the mean value at the |,
which may be constant or a linear model with covariates; - & ~ N(0,%); and
2 is the covariance matrix of random variables at all sites. Non-constant p
can be modeled as a linear model within the spatial modeling framework.
The small-scale variation is modeled by fitting an autoregressive or moving

average covariance model to  (Kaluzny et al., 1998).

When predicting a dependent variable over a space, for each zone, this
variables’ value of spatial neighbors should be used as an explanatory
variable. Therefore, the dependent variable needs to be transformed into a

vector of neighbor weighted sum (Fotheringham et al., 2000).

The regression takes the form in equation 3.7, when neighbor weighted
variable Wy is added to the equation.

y=XB+pWy+¢ 3.7
The value of Wy depends on the proximate measure w; used. p is the
regression coefficient for neighbor weighted variable (Fotheringham et al,
2000).

There are three choices for covariance structures, which are conditional

spatial autoregression (CAR), simultaneous spatial autoregression (SAR),

and moving average (MA) models. These models assume that there is
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multivariate normality, with the differences lying in the choice of dispersion

matrix (Kaluzny et al., 1998).

CAR: % = (I - pN)™ Do? 3.8
SAR: Z =[(1-pN)" D" (1 - pN)]" 02 3.9
MA: Z = (1 + pN) D (I + pN)' o2 3.10

where p and ¢ are scalar parameters which are estimated by the model. N
represents the weighted neighbor matrix, and D represents the diagonal
matrix used to measure non-homogeneous variance of the marginal
distributions (Kaluzny et al, 1998).
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CHAPTER IV

FRAMEWORK OF DEVELOPED METHODOLOGY

4.1. Description of the Data and Methodology

The data for this study include graphical and non-graphical (tabular) data.
The non-graphical portion of the data was in the form of a table. This
tabular data includes 195 variables, which is in the form of a database.
This data were acquired as a rural survey made by State Rural Works,
consisting of a very wide range such as the number of vehicles, agricultural
production, livestock information and so forth. (See Appendix B to see the
list of variables) The whole data were used to extract a single

socioeconomic status index.

The graphical data include village boundary and soil capability polygons (in
vector data model) and Digital Elevation Model (in raster data model). It is
important to note that the settlements were represented by area units, and
all the analyses were executed using these area units. In other words, it is
the polygons that were used as the main data structure in Geographic
Information Systems (GIS). Accordingly, in order to investigate the

relationship between socioeconomic structure and environmental
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parameters, first, the socio-economic index and the environmental

parameters were attached to these area units.

Briefly, the relationship was investigated with a simple approach. Among
many environmental parameters, only the ones related to topography and
soil capacity were used. Environmental parameters relating to climate and
biodiversity could not be integrated to the analysis because the related

data were not available and difficult to quantify.

The most crucial tool for investigating this relationship was the spatial data
analysis using GIS and spatial statistical techniques. The simplified
methodology is shown by a flowchart (Figure 4.1). This chapter includes
Part 1 and Part 2. Part 3 is implemented in Chapter V.
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4.2. Socio-Economic Status

4.2.1. Definition

Socio-Economic development has been traditionally related to economic
developments and activities. However, such an understanding leads
omitting some certain dimensions of a society. On the other hand, the
concept of development not only refers to physical capacity size and
economic income, but also their interregional distribution, and social and
cultural characteristics. In other words, it derives its content from all
aspects of society (DPT, 1998).

Social factors like size of the traditional agricultural sector, urbanization,
and character of social organization, literacy, cultural and ethnic
homogeneity, fertility rate are important factors explaining the

socioeconomic status (Adelman and Morris, 1967).

4.2.2. Index Determination Using Indicators for Socio-Economic
Status

There are several ways to determine an index about a group of
populations. Many of them are expertise oriented. Rummel (1972)
indicates that different people often use different measures, and these
measures are not clear apart from what they were intended to mean.
Therefore, there isn’t a universally accepted set of indicators to create the
most efficient measure. For example, Shevky and Bell's Social Area
Analysis (1955) and Factorial Ecology by Murdie (1969) suggest selection
of particular variables and construction of an index by multiplication of

them with predefined weights.
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Grove (1996) quotes Burch (1978) noting that, the procedure for
inventorying a human habitat is similar to other ecological analyses of large
animals. One usually counts a variety of things like size and structure of
population, fecundity, fertility, territory, hierarchy, social change,
organization of the breeding and socializing unit, and so forth. Simple
measures of the human community which are most readily available and
superior in accuracy to similar measures made in the field studies of other

animals.

Similarly, social scientists have developed social indicators approaches
(Burch 1978; Burch and DelLuca 1984; Machlis et al. 1994), social area
analyses (Shevky and Bell 1955; Frisbie and Kasarda 1988) and factorial
ecology approaches (Johnston 1976, Murdie 1976) for differentiating and
categorizing human societies (Grove, 1996).

Shevky and Bell (1955) used U.S. census data (social indicators) and
census ftracts (social areas) to develop a set of social area indices
(classification) to measure these concepts individually and in combination.
The four indices included 1) a socioeconomic index (income and
education), 2) a household index (homeownership, single-family dwellings
and married households), 3) an ethnicity index (race and foreign-born
residents), and 4) a social area index (a composite of the first three index).
These indices were also named as: Social Rank, urbanization, and
segregation or, economic status, family status and ethnic status (Murdie,
1969; Grove, 1996). Social Area Analysis demanded selection of census
tracts related to possible measures of these constructs. This technique has
been applied to a number of cities, primarily within the U.S., often in
conjunction with studies of such topics as crime, voting behavior, and the

demand for intra-urban transportation (Murdie, 1969).
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In fine, social area analysis indicates how family characteristics, economic
status and ethnic background produce a certain spatial pattern within an
urban area (Ananthakrishnan, 1998). However, Ananthakrishnan (1998)
discusses, social area analysis as applied in U.S. can not be naively
adapted to the study of his Indian case. Therefore it is open to the question

if such a methodology is universally acceptable.

4.2.3. Use of Principle Components Analysis (PCA)

The social area analysis may be done statistically by a principle
components analysis (Ananthakrishnan, 1998). Similarly, other studies
based on index determination (DPT 1998; Debroy and Indicus Analytics
2002; Australian Bureau of Statistics 1998) use PCA.

With PCA a large number of independent variables can be systematically
reduced to smaller, conceptually more consistent set of variables which are
a linear combination of the original variables. The smaller set of
uncorrelated components represents most of the information in the original
set of variables. Since the principal components are uncorrelated, each
one makes an independent distribution to accounting for the variance of

original variables (Dunteman, 1989).

In PCA, it is very important to decide how many components to select.
One approach is to retain components until reaching Jollifle’s (1986)
criteria of A (total variance explained) = .70 starting from the first

component (Dunteman, 1989).

One problem with the PCA is that, in the case that the variables have less
correlation among each other especially when there are too many
variables, then the variance explained by the first components would be

relatively lower. In order to increase the variance explained by fewer
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components, Dunteman (1989) suggests using the discarded principal
components to discard variables. The process starts with the smallest
discarded component and by deleting the variable with the largest weight
or loading on that component. Then the variable with the largest loading on
the second smallest component would be discarded. If the variable had
been previously discarded, then the variable with the next highest loading
would be discarded. This procedure continues up through the largest
discarded component. The rationale for deleting variables with high
weights on small components is that small components reflect
redundancies among the variables with high weights. Another way to look
at it is that components with small variances are unimportant and therefore

variables that load highly on them are likewise unimportant.

4.2.4. Application of PCA for Index Determination

Social area analysis methods also adopted data reduction methods.

Murdie (1976) clearly puts why such methods work well for socioeconomic
stratification studies. In most instances, characteristics are not chosen with
the aim of specifically replicating the social area indices, but rather, of
isolating those dimensions which explain as much as possible of the
socioeconomic differentiation. Principle components analysis is a
multivariate statistical tool to make this possible, by eliminating

redundancies within an inter-correlation matrix of census characteristics.

Murdie (1976) used fifty-six variables for the analysis of change between
1951 and 1961 for Toronto. The analysis resulted in producing six factors
(Economic Status, Family Status, Ethnic Status, Recent growth, household
and employment characteristics) explaining around 75% for both years.
These factors were mapped and their association with each other was

examined.
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In order to extract an index indicating the rank of the cities relating to their
capacity for business a study has been made in India by Debroy and
Indicus Analytics (2002) . First, all the data (25 variables) were grouped
under six different categories (professional education, road transport,
communication, private finance, tourism, growth of economy) for 36 cities
in India. Three to five variables were used for each category. PCA was
implemented for each group, and each first component explaining the
greatest amount of variance within each group was used to calculate the
overall index. This composite index was calculated as the equal weighted

average of those first components (Debroy and Indicus Analytics, 2002).

A study made by DPT included 58 variables to extract a single index
indicating the socio-economic development level of 80 cities in Turkey.
These variables were either normalized by the population or areal size of
each city. All these variables were categorized under; social (included
demographic, employment, education, health and infrastructure indicators),
economic (included industry, building sector, agriculture and financial
indicators) (DPT, 1998).

Another study made by Australian Bureau of Statistics included 27,000
Census Collection Districts throughout Australia. Data were normalized by

population of each district.

In order to reduce the dimensionality of 58 variables in Turkey and 44
variables in Australian case, PCA was used. Both studies made by DPT
and Australian Bureau of Statistics selected the first component. The first
component accounted for 53.79% of variance in DPT’s study, 17.8% for
the latter. (DPT, 1998; Australian Bureau of Statistics, 1998)
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The Dimensionality of Nations project aimed to delineate the dimensions of
82 countries with 236 variables. 15 components (76.8%) with the first three
explaining 52.8% or variance were extracted using PCA. These three
components were as named economic development, size and political

orientation indices (Rummel, 1972).

PCA can also be integrated to social area analysis, for finding each
dimension; economic status, family status and ethnic status (Grove, 1996;
Ananthakrishnan, 1998).

4.2.5. Socio-Economic Parameters for GCankiri

The data were collected from a rural survey made in 1980 by General
Directiore of Rural Services. The data were in survey booklets (see
Appendix A) for each settlement. Unfortunately, altough there were over
500 villages in Cankiri region, only data of 331 were available, since the
other survey booklets were missing. At first, 300 variables from these
booklets for each village were inputted to a database. Afterwards, 195
variables (see Appendix B) were selected among the set of 300, some of
which were hence eliminated. The selection criteria were mainly focused
on whether a variable reflected any socio-economic dimensionality. The

index determination process is explained in the Chapter lII.

4.3. Graphical Data

4.3.1. Boundary Extraction

The village boundaries were digitized by TNT Mips using 1/25000 maps.

The map was produced as a polygon vector map as shown by Figure 3.2.

The program automatically generated a primary key for each polygon unit,
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which denoted each village uniquely and would be used as a labeling key

for all joining operations.
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Figure 4.2. Village Boundaries

4.3.2. Natural-Environmental Parameters

4.3.2.1. Natural and Geographic Structure of Cankiri

90% of the whole area is covered by mountains and plateaus. Since most
of the area was bare land, it suffered severe erosions. More than 60% of
the region is covered by high mountains. The highest hills also form the
northern boundary of the region. Kizilirmak which is the longest river, has a
30 km part inside the region. Streams tend to flow among sharp and

narrow valleys (Cankiri ili Arazi Varligi, 1998).
Middle Anatolian continental climate dominates the Cankiri region.

Therefore, summers are hot and droughty, winters are cold and harsh.

Central township has an annual temperature average of 11.5° (Celsius).
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The average precipitation which differs between years is observed as
397.2mm in 1975. The average of total snowy days is 14.8, and 22.8 days
is covered with snow. On the average, 92.7 days are clear, 194.5 days are
cloudy and 78 days are covered. The climatic conditions considerably differ
over the region as shown by the differences between central and Cerkes
townships in Table 4.1 (Cankiri ili Arazi Varligi, 1998).

Table 4.1. Some climatic differences between Central and Cerkes townships of Cankiri

(source: Cankiri ili Arazi Varligi, 1998)

Merkez Township Cerkes
Annual Mean Temperature (°C) 11,5 8,2
Highest Temperature (°C) 41,8 35,3
Lowest Temperature (°C) -25,0 -26,7
Mean Clear Days 92,7 57,2
Mean Cloudy Days 194,5 176,8
Mean Covered Days 78,0 131,2
Mean Precipitation (mm) 397,2 380,5
Mean Snowy Days 14,8 23,5
Mean Snow Covered Days 22,8 46,3
Maximum Thickness of Snow Cover (cm) 58,0 41,0
Mean Foggy Days 13,5 26,3
Mean Frosty Days 53,6 68,5
Mean Wind Speed (m/s) 1,6 2,4

The variability of vegetation decreases as moving from north to south.
Although almost the whole region was covered by forests 3 centuries ago,
the area was deforested because of unfavorable climatic conditions, forest

fires, and wood-cutting (Cankiri ili Arazi Varhigi, 1998).

There is variety of soil groups resulted from climate, topography and
material conditions. There are eight classes of land, which differ in their
capabilities of agricultural production. They occupy, from the highest
capable to the lowest; 55115 ha — 6.5%, 62655 ha — 7.4%, 81627 ha —
9.6%, 84257 ha — 10%, 44 ha — 0.005%, 130087 ha — 15.4%, 418039 ha —
49.5%, 13287 ha — 1.6% of the whole region. (Also see Table 3.2) The first
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four classes are accepted as lands which are suitable for soil processing
agriculture. Fifth, sixth and seventh classes are not suitable for soil
processing agriculture. Eighth class is not suitable for agriculture at all
(Cankiri ili Arazi Varligi, 1998).

Table 4.2. Area and percentage distributions of soil capability classes over Cankiri
(Source: Cankiri lli Arazi Varligi, 1998)

Soil Capability Class | Total Area (ha) | Percentage in Total
I 55115 ha 6.5%

Il 62655 ha 7.4%

1] 81627 ha 9.6%

Y 84257 ha 10%

Vv 44 ha 0.005%

VI 130087 ha 15.4%

VI 418039 ha 49.5%

VI 13287 ha 1.6%

In Cankiri, some villagers exploit the land on their own, while some others
acquire financial aid by credits from the government. Mostly wheat and
some other cereals are produced as the main crops. Unfortunately, some
villagers harmed the agricultural capacity of the region by;

1. Increasing the risk of erosion due to the wrong soil management in the
sloping areas.

2. Increasing the problem of drainage and drought due to wrong means of
irrigation.

3. Opening new agricultural fields by clearing out forests, pastures and
shrubbery lands.

4. Abandoning the lands they made infertile due to erosion they caused to
(Cankiri ili Arazi Varligi, 1998).
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4.3.2.2. Selected Environmental Parameters

Only parameters related to topography and soil capability were used most
importantly because of availability and simplicity issues. In Chapter II, other
variables like climate and natural resources (water, precious minerals)
were especially emphasized, for their crucial role in affecting the human
progress. These data, however, were not available, and if available not
accurate to be evaluated for each village. The precipitation and
temperature for example are only available for a few point locations, which

are not sufficient to provide statistics throughout the whole region.

In addition to a Digital Elevation Model (DEM) with 90 meters spatial
resolution of the area, slope and aspect maps were produced by using the
same DEM in TNT Mips 6.4.

Elevation of the region ranges from 400 to 2400 m in the study area. (See
Figure 4.3.)

450 000 mt 525 000 500 000 mt

4 550 000 mt S 4 550 000 mt

4 500 000 4 500 000

4450 000 mt 4 450 000 mt

GO0 000 mt

450 000 mt 525000

Figure 4.3. Elevation Map
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Slope amount changes from 0 to 57 degrees in the study area. (See Figure
5.4.) Southeastern part of the study area is dominated by very gentle

slope.

450 000 mt 525 000 500 000 mt

4 550 000 mt 4550 000 mt

4 500000 =4 500 000

& 450 000 mt

4 450 000 mt S o i . z Ko
mt 525 000 600 000 mt

Figure 4.4. Slope Map

Aspect values ranged between -1 and 240, with -1 representing flat
surfaces, 0 and 240 indicating north direction and 120 indicating south
direction, as seen in Figure 3.5. Aspect map was reclassified for the further
stages of the study to see if there is any positive effect of northern looking
slopes on socio-economic status, rather than southern looking slopes, or

vice versa.
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Figure 4.5. Aspect Map

Therefore, the aspect values were transformed in a way that, the northern
looking pixels took smaller, and southern looking pixels larger values. To
implement this, in the geoformula applied (see the script written for this
study in Appendix G), the values between 0 and 120 were divided by 12.
The values between 120 and 240 were first subtracted from 240, and then
divided by again 12. Therefore all the pixel values were transformed into
new values which are 10 in the most south, and 0 in the most north, as
seen in Figure 1.4. Lastly, the flat surfaces, which had the value of -1, were

given the value of 10.

There are two main reasons for this operation. First of all, the aspect
information should be in a form which is suitable for quantifying each
village for the analysis part. However, at their initial condition, both extreme
values 0 and 240 almost represent the same direction. Therefore, the

information should be transformed according to one orientation.
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The answer to why this transformation was made according to a north-
south axis is that, at the symmetrical points of this axis, both western and
eastern pixels receive closer amounts of sun light. This amount increases
as the slopes are more directed to the south. Therefore, in the analysis
chapter, the aspect parameter is an indication for the effect of the sunlight

amount.

Table 4.3. Corresponding aspect values of 0 — 240 range for 0 — 360 range

0 - 240 Range | 0 - 360 Range |
0-30 0-45
30-60 45-90
60 — 90 90 -135
90 -120 135180
120 — 150 180 — 225
150 — 180 225 -270
180 - 210 270 - 315
210 - 240 315 — 360
180

120

Figure 4.6. A scheme showing classification of aspect values by brightness, according to
the direction
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Figure 4.7. Classified Aspect Map

Soil Capability map taken from General Directiore of Rural Services, is a
source indicating the agricultural efficiency. In Figure 3.8, there are eight
classes, and the highest capable agricultural lands are shown with dark
green color. The capability deteriorates as the color approaches to dark

red.
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Figure 4.8. Soil Capacity Map

56




CHAPTER YV

ANALYSIS

5.1. Construction of Socio-economic Index

This section explains the process of construction of an index representing
the socio-economic status of each settlement. It is difficult as there are so
many variables that may affect a settlement’s socio-economic status, and it
is debatable how much influence each variable has on the socio-economic

structure.

A similar procedure like social area analysis was used in order to extract
different dimensions of societies. However, the socio-economic
dimensions were acquired not by a predetermined set of weights, but
rather by Principle Components Analysis. Because, the data (195
variables) available doesn’t fit to other standardized procedures like social
area analysis or factorial ecology. Therefore objectivity could be assured
by PCA. Similar methodologies were adopted by Grove (1996),
Anaktakrishnan (1998) and Debroy and Indicus Analytics (2002).

The variables were first normalized by the number of households for each

village. Normalization by area was not appropriate because this method

produced high socioeconomic status for villages with very small area.
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Similarly, population could be used for normalization. However, as the

study was carried out in a rural space, the wealth of each family could be

interpreted as the wealth of that family, rather than its individuals.

5.1.1. Classification of Indicators

There were 195 variables used for the analysis, which were highly

uncorrelated with each other. First the whole data were divided into 3

subgroups representing different kind of information in each, like social

area analysis. These subclasses were

a)

Economic: This class directly relates to the production and
consumption patterns of the people of the villagers. There are 88
variables in this group, relating vehicles, livestock, crops,
agricultural tools (e.g. plow), house wares.

Service: Other than the villages’ own resources, some values are
added to the settlements from rather outside factors. The main
outside factor here is the state, as it provides important services like
electricity, water (irrigation) etc. which contributes to the quality of
lifestyle quite much. There are 36 variables in this group, relating
public facilities (educational, service and infrastructure).

Social: Identification of social characters is a bit more difficult than
the above two. Although the social pattern is also related to the
economic conditions, it much more reflects the way people live.
There are 71 variables in this group, relating recreational facilities,
historical heritage, land ownership, housing type (e.g. wood,

concrete), literacy and education level.

5.1.2. Principle Components Analysis (PCA)

PCA was applied for each group. The aim of PCA is to extract fewest

components with high variances. However, in the first stage, the first
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components accounted for low variances; 12.6% for economic, 17% for
service and 9.1% for social dimension. (See Figure D.1-8 for all component
variances) That is because the variables had little correlation with each
other, and therefore there was little redundancy. In order to extract higher
variances with the first component, a similar method has been applied as
Dunteman (1969) explained. The six variables contributing the most to the
first component were selected as representatives of each dimension. (Six
variables were found satisfactory as the first components produced enough
variance) PCA was reapplied afterwards. This operation produced the first
components accounted for 66.8% for economic, 67.2% for social and
38.5% for service group. The variances of each component, and the
component loadings for all variables are shown in Appendix D. After the
acquisition of the first components for each class, they were added (equal

weighted) to create composite index of socio-economic status.

This index ranged between -6.22 and 28.38, and then was stretched
between 0 and 10 by an Excel formula. In this formula, each record was
subtracted from the record of minimum value among all records. Then this
resultant value is divided to the range which is acquired by subtracting the
minimum value from the maximum. This procedure provides results
ranging from 0 and 1. Lastly, all the records were multiplied by 10 to create

the final index.

As an alternative to this index, also another index, which was a
logarithmical transformation of the similar index ranging from 1 to 10, was
created. All economic, social and service indices, as well as the composite
indices including the logarithmically transformed one, can be seen in

Appendix C.
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5.2. Extraction of Environmental Variables

This problem emerges if the boundaries of areal units are drawn by
administrative authorities, and therefore it is actually possible to redraw
those boundaries in a different way. In this study, this problem emerges
too. Because the village boundaries are also determined by administrative
authorities, modifiable unit problem exists in this study too. In Figure 5.1,
the boundary of the village named Kisag is shown. It isn’t obvious what
criteria were used to determine how to draw the boundaries. However,
unlike Kisa¢’s boundary, the boundary of Kayigivi reflects the natural
pattern which is shown in Figure 5.2. For Kayigivi village, the boundary
sometimes passes the hill tops, or some times the valleys which are again
determined by hilltops. Similarly, throughout the whole region, there are
villages boundaries of which are determined according to natural structures
and forms like hilltops, rivers, ridges and valleys. Some boundaries of the
villages are determined according to human made structures like roads
and railways, however they can be regarded as structures created by

administrative authorities.

Figure 5.1. A village boundary as an example to arbitrary boundaries
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Figure 5.2. A village boundary as an example to boundary creation by taking account of

natural structure.

5.2.1. DEM parameters

Using TNT Mips 6.4, the raster statistics (mean, median, range, minimum,
maximum) for each village were calculated from the digital elevation
model. However, only Mean Slope, Mean Elevation and Mean Aspect

parameters were selected as the explanatory variables among all of them.

5.2.2. Proportion of High Capable Soil

For each settlement, the ratio of high capable soil in total area was found.
In order to do that: Two vector layers, village boundaries and soil capacity
maps were overlayed by intersection option in TNT Mips 6.4. 7731
polygons were extracted.

A sample data set from overlay operation is shown in Table 5.1; ID as the
primary key for each village, CapClass as the capability class, and AREA
as the area of the intersected polygon) However, it was not possible to find
the total area of each class for each village polygon. The problem was that
there were more than one intersected polygon (as there are three polygons

whose Soil Capability Class value is “4” and ID value “3” in the example
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Table 5.1). The possibility of this can be seen in Figure 5.3, where such

polygons are shown as hatched. These polygons’ total area valued had to

be found as in Table 5.2. Another problem was to distribute the area data

to eight columns as in Table 5.3., indicating different capability classes

(represented by |, II, Ill, IV, V, VI, VIl and VIII) , which was not possible in

any GIS or database program available.

Table 5.1. Overlayed Table with Raw Values

ID for each Village

Soil Capability Class

AREA (m?)

566995

963609

79838

8428

10402

5365

446140

1576811

Nl N O] A B ] WO O

8892080

125141

803273

1126182

1236254

907889

418528

642457

216509

53411

6417

192482

884177

1473829

N B B B W W] W] W W N NN -

36548566

Bl B D] BB DR D R BA] DA A] W W W W W W W W W w

90657
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Figure 5.3. A scheme showing a possible overlay

Therefore, a short program was written for this study in MatLAB, that first
aggregates the area values and then transforms this data into desired

format. (see Appendix G)

These values were then normalized by the whole area of each settlement,
becoming percentage values. To form an explanatory variable out of all
eight parameters, the first four were summed. (As the first four are suitable

for agricultural activities, Cankiri Arazi Varligi, 1998)

Table 5.2. Overlayed Table with Aggregated Values

ID for each Village | Soil Capability Class AREA (m?)

566995

1043447

24195

446140

10468891

803273

3270325

1337323

2550487

Al B D] BB W] W W] W W
N B W] N 2 N o A WODN

36548566
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Table 5.3. Overlayed Table with Transformed Values

Area Distribution of Each Soil Capability Class for Each Village ID

ID |1 ] ]! v VvV | VI Vil Vi

3 |0 566995 1043447 | 24195 0 | 446140 | 10468891 0

4 | 803273 | 3270325 1337323 | 2550487 |0 | O 36548566 0

5 |0 3543 0 0 0f(0 24105876 1431121
6 |[397 0 0 0 0f(0 14822982 0

5.2.3. Integration of Index and Environmental Forces into the Areal
Units

The records in the tabular data were labeled in order to join to the GIS data
in graphical units. Afterwards, the tabular data was joined using this unique
field using TNT Mips 6.4.

5.3. Visualization of Data

Chropleth mapping of independent and dependent variables was

implemented using Arcview GIS 8.2.

In the Figure 5.4, the darker colored polygons represent the villages with
high mean slope. The figure therefore shows that the northern parts
embody the highest topographical roughness throughout the area. It is also
clear that villages in the Kizihirmak basin have relatively lower amount of

slope.
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Figure 5.4. Mean Slope Map
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Figure 5.5. Mean Elevation Map
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In the Figure 5.5, the villages with high mean elevation are represented by
darker colored polygons. The figure thus can be interpreted that, there are

villages with high mean elevations in the northeast-southwest direction.

Legend
Mean Aspect
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Figure 5.6. Mean Aspect Map

The aspect map, which is shown by Figure 5.6, serves as an indicator for
differentiating between northern looking slopes, which are represented by
lighter colors, and southern looking slopes, which are represented by

darker colors.

In the Figure 5.7, the villages, which have abundance of highest capacity
soil, are represented by darker colors. The figure shows that villages of the
Kizilirmak Basin (the southeastern part), enjoy relatively more agricultural

potential, compared to the other parts.
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Figure 5.7. Highest Capacity Soil Map

Figure 5.8 shows that, the economy scores for all villages are very close to
each other, except for a few outliers shown with dark color. The high
economy scores are achieved at the north eastern section of the region.
The service score map in Figure 5.9 is not as much homogeneous as the
economy map. Besides, the maximum outliers are also observed at other
places than northeast part in this figure. The social scores are distributed in
the most heterogeneous manner. (See Figure 5.10) The maximum outliers
are mainly observed on the northeast southwest axis, whereas the

minimum outliers are seen on the northwest southeast axis.

67



Legend
ECONOMY

[ Jooo-1oo
[ ]1o1-200
B :o-300
Bl:0-s0
o000

0.
Kilometers

Figure 5.8. Distribution of Economy Scores
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Figure 5.9. Distribution of Service Scores
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Figure 5.10. Distribution of Social Scores

Finally, the socio-economic status, which is a combination of economy,
service and social scores (Figure 5.8, 5.9, 5.10), is visualized as in Figure
5.11 and Figure 5.12. Since the combination is made in an equally
weighted form, no single group can dominate the socio-economic status by
itself. The most obvious similarity between these groups and socio-
economic score is the high scores attained in the northeastern section.
Figure 5.11 represents a conventional method of display, where the data
are shown in 2 dimensional view. Whereas for the Figure 5.12, cartograms
were produced using Cartogram.avx extension and cartograms were
extruded commensurate to the socio-economic status, forming a 3
dimensional view. Both figures indicate too much heterogeneity, even

among adjacent villages. However, it is noteworthy to attract to the
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northeastern part, where the villages have relatively higher socioeconomic

status scores.
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Figure 5.11. Socio-Economic Status Map
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Figure 5.12. Socio-Economic Status Map: Cartogram mapping with 3D view (Green areas

show the missing data)

5.4. Exploration of Data

It is the socio-economic status score that was explored in this study.
Knowing that it is the nature of environmental parameters to have spatial
relationships, it is desired to be discovered, whether spatially proximate

villages have relationships with each other as well.

5.4.1. Correlograms

Moran’s |, Geary’s C statistics were used to create correlograms of the
areal units of the study area for the socio-economic status. The data
(shown in Table 5.4) included autocorrelation statistics for a range of
spatial lags from 1000 meters to 30000 meters, also including first order

(neighborhood level) autocorrelation.

The correlograms (Figure 5.13 and Figure 5.14), which were acquired from
Table 5.4 can be interpreted as follows: Autocorrelation is highest, though

moderate (slightly above 0.3) in the first 5000 meters , according to
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Moran’s | statistic. For the same statistic, it drops to 0.076 which means

almost no second order effect for 30000 meters. (See Figure 5.13)

Table 5.4. Moran’s | and Geary’s C Values

Distance (meters) Geary's C Moran's |
First Order 0,888 0,1693
1000 0,9773 0,3184
3000 1,02 0,3184
5000 1,021 0,3184
6000 1,02 0,2925
7000 0,9995 0,255
8000 0,9884 0,2071
9000 1,059 0,2034
10000 1,022 0,1862
20000 1,041 0,1391
30000 0,9773 0,07632
0,35
0,3 1] ] ] ——
0,25 - ]
0,2 + ] T —
0,15
0,1 +
0,05 -
O T T T T T T T
1000 3000 5000 6000 7000 8000 9000 10000 20000 30000
meters

Figure 5.13. Correlogram: Moran’s |
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Figure 5.14. Correlogram: Geary’'s C

The correlogram (Figure 5.14) for Geary’s C statistic is somehow more
difficult to interpret, and less useful compared to that of Moran’s | statistic.
The C value fluctuates as moving to larger spatial lags from smaller ones.
It is noteworthy to indicate that, the autocorrelation is almost non-existent,
for the reason that all C values for all lags are very close to 1, which

indicate no spatial correlation.

5.4.2. Spatial Moving Averages

This technique was applied in order to see the general trend of the socio-

economic status over the area.

There wasn’t any readily available GIS functionality, therefore Spatial
Moving Average was implemented by a MatLAB routine written for this
thesis (see Appendix G), that reads the number of closest spatial
neighbors (calculated according to the centroid to centroid distances) from

the user, and calculates the average value of these neighbors, which
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would be assigned as a new data. For this analysis, a distance matrix (see

Appendix E) as input data had to be created by CrimeStat software.
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Figure 5.15. Spatial Moving Averages with 3 neighbors

When compared with Figure 5.11 indicating the prior visualization step, the
spatial moving averages with 3 neighbors as shown in Figure 5.15, does
not offer much information to derive. Figure 5.15 quite much resembles to
Figure 5.11, because of too few neighbors used. There isn’t much to say
about the general trends in the area, since the socio-economic status

values are still distributed very heterogeneously.
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In Figures 5.16 and 5.17, implementation of Spatial Moving Averages with
10 and 20 neighbors is shown.
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Figure 5.16. Spatial Moving Averages with 10 neighbors
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Figure 5.17. Spatial Moving Averages with 20 neighbors

5.4.3. Geographically Weighted Regression Analysis

Geographically Weighted Regression Analysis was applied with the
software package GWR3. The kernel bandwidth was determined by AIC
(AlCc) minimization. As the adaptive kernel was used, the bandwidth was
specified as the number of data points in the local sample used to estimate
the parameters (GWR3 Manual, 2003).

In this analysis the equation can be formulated as follows:

Y =aq + axXq + azXo+ as Xz + asXy 51
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where Y denotes the dependent variable socio-economic index score, aj,
ay, a3, a4 and as represents the intercept, and coefficients of mean slope,
mean elevation, mean aspect and ratio of high capable soil parameters. X4,
Xz, X3, X4 denote the independent variables mean slope, mean elevation,

mean aspect and ratio of high capable soil.

The GWR was implemented for two indices. In addition to previously
obtained index, a logarithmic transformation (which improved over this one
in all regression analyses) of this index was added for analyses. With the
first index the analysis produced R? ranging between 15.3% and 32.7%.
For the logarithmic transformed index the R? improved by reaching to a
range of 18.1% and 35.3%.
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Figure 5.18. GWR: Intercept
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Intercept map (Figure 5.18) can be interpreted as: The minus values
(represented by green color) indicate existence of factors absent in the
analysis, which account for a negative influence. Likewise, the positive
values (represented by red color) indicate existence of factors absent in
the analysis, which account for a positive influence. Accordingly, the
intercept values close to zero (shown by yellow color) indicate a one to one
relationship between the socio-economic structure and selected natural

environmental parameters.

From Figure 5.19, it is apparent that slope has the highest influence in the
northeastern section. Figure 5.20, shows that the effect of elevation is
weakest in the central portion, while its positive effect is maximized in the

northeast and minimized in the southeast.
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Figure 5.19. GWR: Coefficient of Mean Slope
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Figure 5.20. GWR: Coefficient of Mean Elevation
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Figure 5.21. GWR: Coefficient of Mean Aspect
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From Figure 5.21, it is apparent that aspect has the highest influence in the

eastern part.

High capable soil parameter attained the highest influence in the northern

part, as observed in Figure 5.22.

The R? maps are shown in Figure 5.23 for initial index, and in Figure 5.24

for logarithmically transformed index.
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Figure 5.22. GWR: Coefficient of Ratio of High Capable Soil

80



0 10 20 40 60 0 .
Kilometers

Legend

R_SQUARE

[ 10,150 - 0.200
[lozo1-0.250
0 251 - 0.300
0301 - 0.360

0 10 20 40 60

0
Kilometers

Legend

R_SQUARE

10150 - 0.200
[10.201 - 0.250
0,251 - 0,300
0301 - 0.360

Figure 5.24. GWR: R? for the logarithmically transformed index
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5.5. Modeling the Relation between Socio-Economic Structure and

Some Topographical Parameters of Natural Environment

There were predictions for the areas with high score for socio-economic
index, that they would more likely to have less mean slope and mean
elevation values, high mean aspect values, and high proportion of high
capable soil. Thus, Hyp and Ha was designed as follows:

Ho: No correlation exists between socio-economic structure and natural
environmental parameters, which are mean slope, mean elevation, mean

aspect and proportion of high capable soil calculated for each village.

Ha: A correlation exists between socio-economic structure and natural
environmental parameters, which are mean slope, mean elevation, mean

aspect and proportion of high capable soil calculated for each village.

This relation was tried to be found by first conventional (non-spatial) linear
regression analysis and spatial regression analysis, for which:

Y =as + axXq + azXo+ asXs + asXy 5.2
where Y denotes the dependent variable socio-economic index score, ay,
ay, as, a4 and as represents the intercept, and coefficients of mean slope,
mean elevation, mean aspect and ratio of high capable soil parameters. X4,
X2, X3, X4 denote the independent variables mean slope, mean elevation,

mean aspect and ratio of high capable soil.

5.5.1. (Non-Spatial) Multivariate Linear Regression Analysis

This analysis models the relation between the socio-economic structure
and the environmental parameters without integrating spatial
dimensionality. It is thus important for seeing what differences are made by

using spatial analyses.
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Non-spatial regression model takes the form of
Y=as+aXs+azXo+ ... 5.3
where Y is the dependent (socio-economic structure) and X's are the

independent variables, which are the environmental factors in this case.

Table 5.5. Linear Regression Model Summary

R R Square | Adjusted R Square | Std. Error of the Estimate
0.240 | 0.057 0.046 1.12384

Table 5.5 indicates the Linear Regression Model Summary. The R? value,

coefficient of determination, is very low (0.057).

Table 5.6. Linear Regression ANOVA

Model Sum of Squares | df Mean Square | F Sig.
1 Regression | 25.110 4 6.277 4.970 | 0.001
Residual 411.743 326 | 1.263
Total 436.853 330

The whole regression mode is found significant: The F ratio is 4.970,
above the value in the F distribution table at 0.01 significance level (3.72).
thus the null hypothesis can be rejected in favor of the alternative Ha,
which asserts that “A correlation exists between socio-economic structure
and natural environmental parameters, which are mean slope, mean
elevation, mean aspect and proportion of high capable soil calculated for

each village.”
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Table 5.7. Linear Regression Coefficients

Unstandardized Standardized
Coefficients Coefficients
Model B Std. Error Beta t Sig.
1 Constant 0.007 0.422 0.018 | 0.986
Mean Slope 0.025 0.008 0.260 3.356 | 0.001
Mean Elevation | 0.031 0.045 0.039 0.695 | 0.488
Mean Aspect 0.0004 0.000 0.122 2.053 | 0.041
High Capable
So 1.076 0.394 0.217 2.730 | 0.007

The reliability of the coefficients of the constant and the independent
variables; whether the linear regression model can be relied upon as
accounting for the causal relationship between the dependent and
independent variables. The t value (0.018) is extremely low for the
constant, and thus the Ho must be accepted. Similarly, among the
independent variables, mean elevation parameter has also a low t value
(0.696). The other coefficients of the three independent variables; mean
slope, mean aspect and high capable soil were found reliable at the 0.05

confidence level.
Table 5.8 indicates the Linear Regression Model Summary for
logarithmically transformed index (LTI). The R? value, improved (0.064) a

bit over the R? of the previous model (0.057).

Table 5.8. Linear Regression Model Summary (LTI)

Model | R R Square | Adjusted R Square | Std. Error of the Estimate
1 0.252 | 0.064 0.052 1.41509
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Table 5.9. Linear Regression ANOVA (LTI)

Model Sum of Squares | df | Mean Square | F Sig.
1 Regression | 44.441 4 11.110 5.548 | 0.000
Residual 652.805 326 | 2.002
Total 697.246 330

The F value shown is the Table 5.9 is large enough to reject the null

hypothesis for the whole regression line at the significance level 0.0005

Table 5.10. Linear Regression Coefficients (LTI)

Unstandardized Standardized
Model Coefficients Coefficients t Sig.
B Std. Error Beta
1 Constant 1.652 0.532 3.106 | 0.002
Mean Slope 0.032 0.010 0.263 3.408 | 0.001
Mean Elevation | -0.0004 0.057 0.000 -0.008 | 0.993
Mean Aspect 0.0007 0.000 0.155 2618 | 0.009
High Capable
So 1.352 0.496 0.216 2,725 | 0.007

The t values in Table 5.10 indicate that all parameters are significant

except mean elevation (t = -0.008) at the significance level of 0.01.

5.5.2. Spatial Regression Analysis

For all spatial regression analyses, a distance weight matrix of 5000

meters was used. In Table 5.11, a SAR model for 5000 meters weight

matrix, with coefficients, standard error and t values are shown.
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Table 5.11. Spatial Regression Parameters with SAR Model and 5000 meters weight

matrix
Value | Std. Error | tvalue | Pr(>[t])
(Intercept) 0,4841 | 0,4831 1,0019 | 0,3171
Mean Slope 0,021 | 0,0085 2,4673 | 0,0141
Mean Aspect 0,0028 | 0,0472 0,0595 | 0,9526
Mean Elevation 0,0004 | 0,0003 1,3594 | 0,175
High Capable Soil | 0,663 | 0,428 1,5489 | 0,1224

Table 5.12. Spatial Regression implemented with SAR and MA Models with 5000 meters
weight matrix, for initial and logarithmically transformed index

SAR MA SAR (log) | MA (log)
(Intercept) 0,4841 | 0,258 2.1402* 1.9015*
Mean Slope 0.021* | 0.0237* | 0.0266* | 0.03*
Mean Aspect 0,0028 | 0,0151 | -0,0179 -0,0077

Mean Elevation 0,0004 | 0,0004 | 0,0006 0.0007*
High Capable Soil | 0,663 | 0.8607* | 0,8451 1.0758*
* . Sigificant at 0.05

None of the attempts produced a model with all parameters significant as
shown in Table 5.12. The closest was the MA Model, applied to the
logarithmically transformed dependent variable. It was only the mean
aspect parameter that was not significant at 0.05 level. Therefore, the

aspect parameter was dropped from the model and recreated.

Residuals of each model can be mapped too. In the residual maps shown
by Figure 5.25 and Figure 5.26, green color shows the areas which are
over estimated, lighter colors show more correct predictions, and red color

shows the under estimated areas. For the villages with yellow color, in
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other words the ones having low residuals, the environmental parameters

have the best predictive power.

Legend
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0
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Legend
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Figure 5.26. MA Model Residuals
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Table 5.13. Spatial Regression Parameters for Logarithmically transformed index with MA

Model and 5000 meters weight matrix, where aspect parameter is dropped out of analysis

Std.
Value Error t value Pr(>|t|)
(Intercept) 1,8787 | 0,5622 | 3,3416 | 0,0009
Mean Slope 0,03 0,0104 | 2,8682 | 0,0044
Mean Elevation 0,0007 | 0,0003 | 2,1534 | 0,032
High Capable Soil 1,0642 | 0,5215 | 2,0405 | 0,0421

In the last Model (shown by Table 5.13), all the parameters are significant
at 0.05 level.

5.6. Estimation of the Socio-Economic Index of the villages with no
data

After the coefficients for each environmental variable is found, this model
can be applied for the whole area to estimate socio-economic status of
missing villages, too. (see Figure 5.27 and Figure 5.28) For this purpose,
the MA model in which aspect was dropped and which was applied to the

logarithmically transformed index.
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Legend
MA_PREDICT
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Figure 5.27. Predicted Values Map (Including missing settlements)

Figure 5.28. Predicted Values Map with 3D cartogram technique
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5.7. Discussions

Before making any discussions, it should be remembered that, it is the
village represented by a boundary, which is the main data unit. The size
and the way boundary was shaped have also great importance as well as
the location of the village. These important size and shape factors
however, relate to the modifiable unit problem. Such factors are
determined by administrative authorities, and can be regarded as arbitrary,
although on some occasions natural entities like hilltops, valleys, rivers and
ridges are taken as references. This is to say, the officials drawing these
boundaries could have drawn these otherwise, which would greatly change

the results obtained in the analyses section.

The first analysis included autocorrelation measures. For both Moran’s |
and Geary’s C measures applied for socio-economic score, it is clear that
spatially proximate units do not resemble each other. This situation gives a
clue for the results of the further modeling stages, where the relationship
between socio-economic status and environmental parameters is
investigated. High spatial correlation for environmental parameters and low
spatial correlation for socio-economic score can therefore be evaluated for

an expectation of a weak relationship between the two phenomenons.

Remembering that it is the global Moran’s | and Geary’s C statistics used,
these values are produced for the whole area. Therefore, it is not known,
whether autocorrelation is higher for some other parts of the region. This
idea can be supported by the Spatial Moving Averages methods outputs,
as shown in Figure 5.9, 5.10 and 5.11. These maps show that some areas
reflect more spatial trends in other words are more homogeneous when
smoothened out, which is possible if the values of spatially proximate units
are also close to each other. Therefore, global analyses are insufficient for

detecting information in the local scale, which can be investigated via
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methods like geographically weighted regression, or localized versions of

Moran’s | and Geary’s C measures.

By using spatial moving averages method, the interpretability increases, as
the number of neighbors were increased in the analysis, shown in Figure
5.11 and Figure 5.12. Accordingly, this analysis shows that, northeastern
section of the area has the highest socio-economic level throughout the
whole region. Southwestern part also seems to have moderately high
socio-economic level. Additionally, in the northwestern section, the socio-
economic variability is very high, which looks the same even after applying

spatial moving average with 20 neighbors.

The R? maps of GWR analysis (Figure 5.18 and Figure 5.19) show how
good the regression parameters fit over the region locally, in other words,
how much amount of determination for the dependent variable (socio-
economic status), the independent variables account for at local scale.
Both maps reflect a high explanatory power of independent variables in the
Northeastern section. This can be interpreted as; the environmental
parameters affect the northeastern part most. For the other parts,
especially for the southwestern part, it is clear that such parameters have
less explanatory power. Hence, it is logical to consider that, one should
look for other things than the environmental parameters used in this
analysis, to explain the socio-economic situation. Other detailed outputs
gathered (including global statistics as well as t values and residuals for

each settlement) can be found in Appendix F.

In brief, treatment to socio-economic and environmental parameters at
local scale increases the strength of the R? (see Modeling Section 5.5),
from 6% to a range of 18 and 36%. Beside of the scale advantage, the

increase in R? can be explained as the intercept and elevation coefficients
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have both signs over the region, which in turn makes the model more

flexible and therefore better predictive for the existing units.

GWR is a very powerful method for discovering local patterns and
relationships, which can not be found by the global techniques. When
inspected, GWR seems to be a robust technique for being a local analysis
technique. The strength and even sometimes the sign (positive or
negative) of the effect is prone to change throughout the whole region. It
may be very helpful to compare the findings of GWR with the global
techniques. The intercept value in GWR analysis ranges between -0.7 and
1.1. This value is almost 0 (0.007) for non-spatial linear regression, and
0.48 (SAR model) and 0.25 (MA model) for two models of spatial linear
regression. For all parameters of the non-spatial linear regression, the
coefficient values are close to the middle of the coefficient ranges found in
GWR. SAR and MA models generally are not close to middle of those
ranges. Additionally, for the aspect parameter, the coefficients of SAR and
MA models exceed the range found by GWR. This difference can be
explained the methodological difference of the spatial regression, for which
the spatially proximate units have explanatory power for the dependent
variable. The flexibility and locality of GWR can be seen here, as in the
global analyses; the intercept and coefficient values are global and

therefore generalized versions of GWR parameters.

As discussed in Chapter VI, the relationship was not powerful as expected
in the beginning, with the data included rural survey data made in 1980 for
socioeconomic structure, topographic data and soil capability data as the
environmental factors, and areal data of village boundaries on which to
analyze all other data together. Although strength of the relationship is not
high, still, socio-economical structure can be better understood when
concentrated to the settlements for which the residuals, obtained in the

regression analyses, are lower.
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In Chapter Il, other variables like climate and natural resources (water,
precious minerals) were especially emphasized, for their crucial role in
affecting the human progress. These data, however, were not available,
and if available not accurate to be evaluated for each village. The
precipitation and temperature for example are only available for a few point
locations, which are not sufficient to provide statistics throughout the whole

region.

Again in Chapter Il, the discussions were generally made on the global
scale, including the development and progress of civilizations. In this study,
the investigation was made for the village settlements which are distributed
in a very small region. This may be interpreted as a factor for limiting the
environmental variability which is expected to affect the socio-economical
level. Moreover, the discussions of the Chapter Il refer to other natural
variables like climate which regulate the working performance and the
agricultural output and natural resources (water, precious minerals) which
is directly related to output, were especially emphasized, for their crucial
role in affecting the human progress. These data, however, were not
available, and if available not accurate to be evaluated for each village.
The precipitation and temperature for example are only available for a few
point locations, which are not sufficient to provide statistics throughout the

whole region.

Several outcomes can be summarized, from the investigation whether the
selected environmental factors had influence on the socio-economic

structure of Cankiri villages in 1980.

e There is an influence of environmental parameters used, on socio-
economic development, although not very much, considering the
year 1980.
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e The models generated were not statistically significant in general,
due to several parameters. (Although the whole regression line is

found significant) However, it is possible to create a model

According to the results, there is little influence of these parameters, or at
least, of the ones that were used in this analysis. However it is possible
that, there could be other linear combinations of the raw data, which could
provide a better relationship with the natural forces. Or similarly, the lack of
strength in the relationship could be explained by the missing ultimate
factors like climatic conditions, for which the data was not available and
difficult to quantify. Mentioning on the data, the acquisition of the
independent variables, or in other words, environmental variables may be
criticized as being over simplistic. Using the mean value of elevation, slope
and selected aspect may not reflect the real situation therefore being over
simplistic, since for example, the very sloppy or rocky areas were not
necessarily had to be exploited. Likewise, the assumption that, each village
is only survived upon the land it was given, and this land was fully utilized
may not be a valid one. Although spatial statistical techniques include

neighborhood information, there is no limitation on distant outside effects.

The section related to the power of culture in Chapter can put light on the
results as well. This part emphasizes the importance of culture for
explaining the human development. Similarly, the lack of a strong
relationship in these analyses can be explained with different cultural
values in the region. Another likely answer to the question of “why the
relationship was found to be too weak” would be: Because the proximate
factors have taken the place as the major force instead of ultimate factors.
Anatolia is a place which was constantly exposed to changes throughout
the history. It has been occupied by many different civilizations; therefore it
has been a home to people from different ethnicities with major

achievements as well as destructions. So it could be concluded that this
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part of the world has been having a very dynamical history that has been
influenced heavily by outside factors. Therefore, they are the proximate
factors that were probably originated outside Anatolia as the
consequences of some ultimate and other proximate factors, and then
brought to Anatolia. But the main role of the environments comes at the
early stages of the development of the society, as Diamond (1997) notes
as ultimate factor. Whether there are easily exploitable resources like the
available agricultural crops and domesticated animals are the key
elements that let the technological advances be possible. Or at the micro
scales, the strategic centers might have boosted the development of some

particular villages.

The possible reasons can be summarized as follows:

1. Not all the external forces were included. (e.g. Climate)

2. There might be errors during data collection related to accuracy issues.
3. Dozens of completely different socio-economic indices can be produced
as the linear combination readily available data. All of those indices would
produce different models.

4. Some assumptions made are not much realistic. (A village exploits all of
the land within its boundary)

5. The strength of natural environment’s influence on societies has
decayed over time.

6. Culture also has a role.

7. A perfect relationship between the physical environment and the socio-
economic structure can not be expected. (Due to other proximate factors
like proximity to important centers, policy etc., as well as the

indeterminable nature of human beings)
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CHAPTER VI

CONCLUSIONS AND RECOMMENDATIONS

6.1. Conclusions

This study is carried out in Cankirl region to assess the relationship
between socio-economic structure and natural environmental parameters.
The underlying idea is the geographic causation, that, the environment has
an influence in shaping the human societies, especially the socio-economic
dimension in this case. In this respect, the study consisted of two literature
review chapters, Chapter Il and Chapter Ill. Chapter Il related to the affect
of geography on the human progress. However it is also discussed in
Chapter Il that, environment is not the only explanatory factor. The actual
aim is therefore, to seek for the effect of the environment among all other
factors. Here it should be noted that, only topographical and soil
characteristics were taken into account. Chapter Ill is about the data
analysis, and especially about its spatial dimension to discover the

relationships which are assumed to exist in the study area.

A total 331 village settlements are evaluated in the analyses, which are
included in Chapter IV. Socio-economic data, village boundary data,
topographic data and land capability data are the main input sets. The
method is composed of three main steps. In the first step, socio-economic
status score as the dependant variable is calculated using the rural survey

made in 1980. In the second step, the independent variables which are

96



topographic and land capability parameters are obtained. The third step

includes the analyses of the relationship between the dependant and

independent variables.

One main conclusion is derived after the analyses are completed. This

conclusion is that, there is a limited relationship between socio-economic

status and some topographical parameters. The other findings of Chapter

IV are as follows.

In this relationship, mean slope has an affect ranging from 0.007 to
0.036 in GWR analysis. For global regression analyses (both spatial
and non-spatial), the mean slope parameter has been found
statistically significant at 0.05. The coefficient of the mean slope

varies between 0.021 and 0.033 in those analyses.

Mean elevation has an affect ranging from -0.028 to 0.043 in GWR
analysis. However, for all of the global regression analyses except
spatial regression analysis with moving average model applied to
logarithmically transformed index (where the coefficient is 0.0007),
the mean slope parameter has been found statistically insignificant
at 0.05.

Mean aspect has an affect ranging from 0.00028 to 0.00084 in
GWR analysis. Only for non-spatial regression analyses, the mean
slope parameter has been found statistically significant at 0.05. The
coefficient of the mean slope is 0.00048 for the initial index and

0.00047 for logarithmically transformed index in those analyses.

Ratio of high capable soil has an affect ranging from 0.20 to 1.87 in

GWR analysis. For global all regression analyses except spatial
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regression analyses with SAR models, ratio of high capable soil
parameter has been found statistically significant at 0.05. The
coefficient of the mean slope varies between 0.663 and 1.352 in

those analyses.

It should be remembered that all the analyses were made intending that
the calculated socio-economic index reflects the real situation. As a result,
the parameters which are expected to affect socio-economic structure do

not explain this socio-economic index well.

It is important to emphasize that this study is first of all an interdisciplinary
one, for deriving ideas from social sciences, and adopting them to the
analytic and technical applications. Second, it is a comprehensive one for
embodying a series of powerful analyses making it a composite or
multistage study. Application of principle components analysis (PCA) on
data, which are classified by expertise oriented methods, for
socioeconomic index determination is alone of great worth. Additionally,
among many other analyses, application of geographically weighted
regression and spatial regression are also very crucial, not for merely their

being very powerful and efficient, but also for being recent techniques.

6.2. Recommendations

The relationship between socio-economic structure and natural
environmental factors have been explored with simplified measures of
environmental parameters, such as mean slope, elevation, aspect and
proportion of high capable soil. It is important to note that all these factors
were used as completely separate independent variables. These factors
could be integrated to analysis in a combined manner, for example using
the ratio of high capable soil where the slope is below a predefined
threshold.
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One other alternative could be integration of climatic conditions, such as
parameters derived from temperature, rainfall, humidity etc. factors.
However, the problem here might be what parameter to select. For
example, if temperature is to be used, shall the mean temperature for a
month, or whole year, or alternatively the variations of temperatures for
different periods. In addition to climatic conditions, availability to resources,

not only the precious ones, but also basic ones like water could be used.

Lastly, it is not logical to expect the same strength of relationships between
the socioeconomic status and same environmental factors for every region.
Some regions are more affected from other factors like proximity to
strategic points and other developed communities. Therefore, it is the best
to select relatively more primitive and isolated communities for analysis to

avoid other factors interfere.
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APPENDIX A

The Tabular Data Source: Rural Survey made in 1980 by Rural
Services Office (16 pages)
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Civa Os 014 .23
- Bakir Oe Os [ 24
Gayzen a7 16 25
Os O O 26
....... Oo O1s Oay
. II. ALT YAPI DURUMU
8.K0Y HALKININ SAHIP OLDUGU - éf :
MOTORLU TASTT ARAGLARI . &3 . PR .
2 2 % 2§ & B
o = <] e B g L] el
o ] o - L] -l i) § -
o = 1S3 [£) 5 [ & .
Toplam tagsit araglari - e e —re -— .?.. o ‘e
Kby ile bagli bulundugu ’
merkez arasindaki galiganla- s [ - igss sass sema "} e
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10 - KOYUN 1CME
VE KULLANMA
SUYUNUN DU-
RUMU

Tesisi Yapan
Kaynak

lsaledeki boru
cinsi

Depo hacmi
Kuyu cinsi

Cesme sayisi

$ebeke durumu

i¢me, Kullanma
suyu

Igme ve kullan-
ma suyu ayni mi]

ZIgme sSuyu nere-

den saglanryor?

Kullanma suyu
nereden safla-
niyor?

Hayvan sulama
Suyu nereden
saglaniyor?

KOYDE IGME SUYU VARSA

s . Evet Hayir
Bakteriolojik muayenesi yapildi mi? R ! 2
Dezenfekte ediliyor mu? 01 X2

- YSE B keyla O:2 Os
Memba Bt Deresuyu [J2 G5l Os Kuyu [J4
Kiink Ch Eternit 02 Demir [J3 Plastik 04

Gomme wvr... ton Ayakli ..em...... ton

Keson [J1 sondaj a2 Drenaj s
Depolu .... adet ° Deposuz .’.L adet Akan .ju adet Akmayan .~.adet
Var | Yok 23
Yeterli D Yetersiz B
Evet E Hayir D
KOYDE ICME VE KULLANMA SUYU YOKSA
Dere O1 61 2 sarni¢ O3 waguima O ....... Os
Dere D 1 el [ Sarnig O3 Tagima Os ....... DS
Koy igme suyundan 2 1 K8y sulama suyundan 0 2

Mer'a ve otlaktaki hayvan[] ﬁ

‘Hayvan i suyu giletind . -
y yvan igme yu goletl en[] 3 igme suyu goletinden

11 - KOYDEK! TA -
RIMSAL AMACLI
SULAMANIN
DURUMU

Suyun kaynagi

2 __Tesis?'_l.-lyapan ve
sulanan arazi
miktari

__Sulamadan dogan
goraklasma var
m1?

Z,Su}.am suyu ne-
reden bulunabi-

lir?
Nasil saplana-
bilir?

‘KUYDE SULAMA TESISLERD VARSA

Gélet Havuz Bent Kaptaj Cazibeli Pompaj Artezyen .....
a O O ® O 0O
Deviet [J1 ....... dekar Kkoyli D2 ...200... dekar
Yok E1 Var DZ tsesesas., dekar
KOYDE SULAMA TESISLERI YOKSA

Aka ve - Veralta

gﬁlrsu O 1 Kanal O 2 el o 3 suyu Db ....... DS

Kanalla 01 Pompajlﬂ'z Artezyen Os ........ Os
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12 .KOYDE ELEKTRIK DURUMU

Koye elektrigin
gelig tarihi

Kaynagi

KOYDE ELEKTRIK VARSA

Ulusal elektrik sistemi

A

mz Trafo adedi

Hidroelektrik sistemi I kw
III - EKONOMIK DURUMU
13.ARAZININ KULLANIMI VE
MIKTARI i
Kiiltiire elverigli arazi Gayir Mera Orman Fundalik

fr e s

Nadasli Xu.Ta. Nadassiz Ku.Ta.

dekar 44642 dexar ......

dekar «iov.ae.

Su%% ?;r. Bahge Bap

.Séis.dekar ';-n dekar .3017 dek. .~ ..dek. wmes.dek.
Cay Findik Zeytin Antep fistifi Kavak
vee dek. (oo dek.  Lem.. dek. viseses dekar  ..—.. dekar
t;j . .
Kiltir dig1 arazi Yerlegim yeri Su c'izeyl Irmak vatagi Bataklik-Sazlik
...Eiif... dekar ...... dekar v, . dekar «ovm, .. dekar
Sahil kumlari Kara kumlari Kayalik - b el
vomm s oo dekax [ dekar .v=r. dekar ... dek.
14.KOYDEK! VAKIF VE HA-
ZINE ARAZISININ DU -
RUMU Kiiltiire elverigli iggalli
Hazine arazisi  ...... Parga «.. Dekar
Kiiltiire elverigli bog
Hazine arazisi = c...en Parga  +...... Dekar
Hazine ve gahislar arasin-
daki ihrilafli arazi = ...... Parga  ...se.n Dekar
Vakif arazisi = ...... Parga  ...ss.n Dekar
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15.KOYDEKT AILELERIN
SAYISI VE KULTUR
ARAZISININ AILELERE
DAGILISI

Toplam aile sayisi : ...A‘Sﬁ....... adet

Toprakli g¢iftgi ailesi say1si : .euvin¥esses.. adet

-

Topraksiz ¢iftgi ailesi sayisi: .... 20...... adet

Tahsis edilen mera
i

‘I~ Dagitilan-arazi miktari

Arazi varliga Aile sayisi  Parga Toplam dekar
dekar 5avisl
Toprakli g¢if- . 1 0 - 25 A0, 42, L2589,
ailelerinin ..cazi 2 26 - 50 ..-.A. ..... ...3-5--.. ---.CZ\?......
dagilim 110 :
3 51 - 100 e LALO 8o
4 101 - 200 LAZL L A80.. 21ba......
5 201 - 500 - SRR 1~ JURNE & (>N
6 501 -1000 [P bbadhbens  bdhe A saveaa
7 = 1000 cevEgmsEraa Besemssss erasmsasssss
Arazi varligi Aile sayisi Parga Toplam dekar
dekar say1isi
Kéyde arazisi olup .
da kby disinda yerle - 1 0 - 25 ”..S..... RS AoNN ....GD.....
gen ailelerin arazi _ o J e
dag1lum 2 26 = 50 reeBiennes sl L R.Q....
3 51 - 100 AL IS SRR Y- J
4 101 - 200 B A2 L heell
5 201 - 500 tuarraste seseees | eaeess —-
6 501 -1000 Cessaassses  sesaaas bessatamans
7. - 1000 et e e -
16.TOPRAK OLGUM
** CALISMALARI
Toprak Komisyonu uygu-— .
lzma yapmigsa sistemi Mevzii m Kadastral O

sessassssss GEkar

sssesssssss dekar

17.VERGI KAYITLARI

Vergi kayitlarina
gbre arazi pargasi

Vergide kayitli
arazinin alan toplami

2 L2 adet
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18.MERA VE YAYLAKLARDAN
YARARLANMA |

[{i':’;yﬁn hayvanlari bagka
bir kéylin mera ve yayla-:
gindan yararlaniyorsa

Bagka kiylerin hayvanla-
r1 bu kdyiin mera ve yay-
lagindan yararlaniyorsa

Kéylin Adi Uzaklif1(Km) theilafly IThtilafsiz
Io o cennnns I - tre  mesasssres e
2y teeteensarans  smamnans 1euest  Shemenensas mr¥earrere e
K . tesannuna [P I .;
1o ceenns resenes Ceeieeas PP tesannnvres
2y rtevencmrnesss Peasasane

srnsssfasannnae

e ]

19.KOYDE PAZAR, PANAYIR
DURUMU

Kuruluyorsa

Kéyliiniin en cok gittigi
pazarin yeri ve gini

Pazar kurulmuyor

Emtia Pazari (] Hayvan Pazari [

Pazar Haft
Panayir Haft
Yer BEMNLL

X

alik 7] Aylik
alik [ Aylik
LT

Panayir []

O
O

Daha Seyrek 7]
Daha Seyrek [}

Gin ..M BN,

20.KOY HALKININ
KAYNAKLARZ

GEGIM

(Onem Sirasina Gire)

1'4) Tarla Ziraat:

4] Hayvancilik

Ky
Elsanatlar:

a

Gigek
Seracilifi.

107

2[] Meyvecilik
5 ] Su Uriinleri

Ziraat
8
{3 Sanatlaryi

Sebze
Qg Seracilifii

3 [] Sebzecilik

6 [] Madencilik

9 [] Orman Uriinleri

21.KOYUN DISARIYA SATTI-
GI BASLICA MADDELER

(6nem Sirasina Gore)

MADDENTLIHN

Miktary

Ulci Birimi

(7 -

BETTE S

oo L5 i
S

IR

-
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22 .YETISTIRILEN
URUNLER VE DE-
KARA VERIMLERT

(bnem sirasina

gbre)
1.Hububat

2,.Baklagiller

3.Yem Bitkiler:

4,Enaustri Bitki.

5.¥agli Tohumlax

6.Yumru Bitkiler

7.5ebze

8.Bag - Bahge

Dekara Atilan Tohum

_Kuruda Suluda Kuruda

Dekara Verim (kg)

Suluda

Uriiniin Ad1

l..ﬂ.......tll

Uriiniin Ad1

-
AL LA, LAdd .
", - 7

I SRS YA LAID

Baa s e R

N NP
Y - PP RS
i s 27 aaaksais
........ PR e
“em e s e
T
Ceeeaes e ceaeas
i e Cer e
....... + seereens o wn s
........ e bx d et e
e e Reaieas
........ cenvine ceasiae

Brs s asEaaa SRR
------ Prrarra e an
I EEEEEE R Trasre e e

Dekardaki
Agag veya
Omeca Sayisi

Dekara Verim

2B,

Olcii Birimi

»

1.\ 20

...Jéﬁ.. :5.

115




23.KOYDE TARIMSAL

AMAGLI KIRACILIK Kiracilik var [J1 Yok [X] 2
VE ORTAKGILIK e
DURUMU Ortakgilik Var 1 Yok []2 .
24 ,KOYDE HAYVANCILIK Sigir Manda
DURUMU Tnegi Inegi Koyun Kegi
Irat Hayvanlari Mera Hayvanciligr .7%. bag . s bag 200Cbag £2@ bag
Ahir Hayvanciligi .,.. bas veaa bag .... basg «vs . Pag
Ipek Boecepi Fenni Kovan Adi Kovan Kiimes Hayvani
B 1 <e-.. adet 25, adet 204, . adet
Is Hayvanlari Okiiz Manda Inek Merkep Deve Katir At
+em: bag ..,. bag .. bag R bag .e. adet ... adet 20aa

Kéyde yerlegmis hay-
van hastalifil varsa

Kdyde hayvanlar
agilaniyor mu?

Hastaligin Adi

1 Y11 lginde Ulen Hayvan Sayisi

Pdacalealea . I

Evet = 1

ver ... blyilkbag .4 00. kiglkbag

......... biiylikbag ....... kiiglikbas
......... bliyiikbag ....... kiigiikbas
....... .« bilylikbag ....... kiigiikbag

......... biiylikbag ....... kiigiikbag
Hayir O 2 Kismen D3

25.K0YDE GUBRE KUL~-
LANTML VE TARIM-
SAL MUCADELE DU-

Bir Dekara Acilan

Gibre Kullanan Aile Sayisi

RUMU (;iftll_ils glibresi Kimyevi pgiibre v f?': .....
,‘,;_-,{,_,“ ton ,..2.‘3-.....!':g ..... 35 ......
Ziral miicadele yapiliyor mu?
Evet [E 1 Hay1r|:}2 Kismen DB
26.KUYDE BULUNAN _Adet Adet
‘TIEAR(I;EERQELEIEAC 1.Kagni +vv. 1l.Batiz . é’. .
2.Tekerlekli araba .4, 12.Harman makinasi .
3.Dégen ... 13.Biger baglar e
4&.Karasaban vomw. 14, Traktdr .;. .
5.Hayvan Pullufu . .g 15.Mibzer .jﬂ .
6.Rémork #.. 16.Patates stkme makinasi PN
7.Hayvanla gekilen ¢apa.a . 17.Pancar sdkme makinasi -

8.Traktdr Pullugu = 18.Patates ekim makinasa “vee
9.Traktdrle geki.gapa ,es, 19.Pulvarizatdr .. 5
10.Bigerdbger vaes 20, RVINROE Cheeee A4
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27.K0YDE MESKEN VE IMAR
DURUMU

0da sayilarina gire
konut sayisi

Kat sayilarina gire
konut sayisi

Cati sistemine gdre
konut sayisi

Tagiyicl sisteme gire
konut sayisi

Gati Crtisi maddesine
ghre konut savisi

Dolgu maddesi cinsle-
rine gdre konut sayisi
FRonutlarda tabii 1gik=-
landirmz ve havalandir-
ma durumu

KByde hela(W2) durumu

Konutlarin halihazir
durumu

Konutlarda kira
ve
Lojman durumu

1 Odala 2 Odal: 3 Odal:i Toplam
~
veats adet .23, adet LA adet .’}X adet
1 Katls 2 Katl: 3 Katlyi Toplam
5
LAY, adet ceeo. adet wss s adet ./5.0 . adet
Diiz Kubbe Besik
.00, aqet .ees. adet . ,8, adet
Y1fma Ahsap lskelet Betonarme Isk. Difier
L3N adet e .. 2CEC . o.. adet . we .. adet
Kiremit Tehta Szz Toprak
. g ++ adet ceme s adet ..., adet .’.3.{.3 adet
Difer
+e.a. adet
Kerpic Tugla Tag Briket cereesnss
A%, adet ....adet .... adet .... adet +ease adet
Pencere Var o L
eeireene. U3
Pencere Yok BE
Ev Icindekiler Ev Digindakiler
vesewma.. adet ..'.'5.:?).... adet
Saflam _Ciiriik Onarailabilir
.28 adet vomsss adet "0 adet

Kirada oturan aile varsa sayisi +eewmaes. adet

Lojmanda oturan aile varsa sayisi . ..1.. adet

28.KOYDE IMAR DURUMU -
i
Kéyde imar plani

Kby geligme alani
tefriki yapilmig m1?

Yapilmamig ise buna
olanak var mi?

Var D 1 Yok 2
Evet D 1 Hayir EZ
Evet E1 Hayir [7]2
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29.KUYDE INSAAT sA-
NATKARI VE MALZE-
MESININ DURUMU

En yakin yerden sag- 1l.Agac, Kereste A!—]. km 6.Tagocagl ...5: ................ km
lanabilecek ingaat
aalzemedinia: cingl 2.Kum, Kum Ocafi..5 . km 7.Gakil B A . km
ve uzaklik 3.Tugla Ocagyr .{P¢h. km B.Kireg 4‘.5-: ............... km
4.Kil ..4Q. km 9.Demir 30 ..o, km
5.Gimento BO0 . km 10, siieeer eeeesanes tesesesss Em
Koyde ingaat malze- L. S
mesini kullanabile- 1.Duvarea ..4L. kigi  4.Marangoz semmsess kigi
cek sanatkar sayisi | 2.Tasgi 4. kigi  5.Kuyucu e caw s kigi
' 3.Demirci B 3 -2 S TR sesasies kigi
30.K0Y HALKININ :
YERLESM DURUMU Kéyln yerlegik niifusu Q0. . wisi
Ky halki eskiden I
beri mi bu kiyde ves % Hayir Ll
oturuyor?
Oy, sonraden gel =~ Nereden Ne Zaman (Y1l) Nicin Kac Aile
miglerse
licisesssases  esssnssncnnssns sursnevns sesessassasanasn
2 iiieiiiee eeaaesaaaaaeas crsrraraaras R I R AP
i sacdaibis baesassessstts dwssssssees  wmmasssssassses
'Kbiye gbgebe Nereden Ne Zaman Nigir Kag Aile Geldi
geliyorsa
Bveiininans diiiisasaesans aeaes R Sei s eanecbainnnns
o P f Peteaenere s eserenenevemaenn
P
Son 5 yil iginde Nereden Nigin Kag Aile Geldi
kdye ailece yerle -
genler Toaosnanasi  ssesesestssess  sasassssasssseas .
Bannisnsnss | sassrsessescas | sensesesrsisesna .
Son 5 y1l iginde
koyden ailece gig Nereye Nigin Kagc Aile Gitti

edenler
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31.KOYDEN GEGIC1 OLARAK

AYRILANLAR VE KOYE Alle Kisi
GELENLER Gittikleri Yer Sayisi  Sayisi Ayrilma Nedeni
Yurt Digi B aline ., R G .-,.}-,\.Llem.-e...
Yurt tei ] s el ., cesestinrraeas
Kéye Gelenler Gelme Nedeni
Yurt I¢i ceres 1linden  viiieh ieive iieeiaeaaa. .
32.KGYDE YAYGIN ISINMA,
YEMEK PI1SIRME ARACI
VE YAKIT CINSI .
Kémir  Odun Petrol Tezek saees . nadess
Isinma Yakiti E] 1 @2 0 3 i 4 0 5 D6
Soba Ocak Tandir Elk.Sob. ..... teeaa
Isinma Araci o Oz m:ﬁ [:iiu ms EF
Gaz Lam. Elek. Tiipgaz Tiits Laane T ewa e
Aydinlanma Araci Zn @2 3 04 mE Oe
Ocak GazOc. Tandir Firin Tiipgaz Elk.Ocagi Sag v....
Yemek Pigirme Araci @ [ ] 4 @s e 07 s
33.KOYDE ELEKTRIKLE GALI-
$AN EV ALET VE ARAGLARI _
1.Radyo 6. adet 6.Kulugka makinasi .s. adet
2.Televizyon .JY adet 7.Camagir makinasi ... adet
3.Buzdolab1 ..4. adet 8.Krema makinasi v eme adet
4. Yayik .« adet L I weianann . adet

5.Firin

L

adet

‘\D. ] .
Radyonun en ¢ok dinlendigi saatler PFon S / i

10, .....

Cesaeann . . adet

Ll
o e
Televizyonun en gok izlendifi saatler ,Z_L:'_-/'Z,S ......
34 ,KOYDE INSAN SAGLIGI 1LE
freint puruM
Koydé yerlesmig bulasici Sitma Trahom Ciizzam Verem wwe et e dai PR s
hastalik varsa Ot 02 [ 0Os Os 07

Kdyde difer yoresel has—
talik wvarsa adlarini yazin

Kéyde tarim miicadele ila-

I

cindan zehirlenme oldu ise Kag kigi zehirlendi ...em... Kag kigi 61di «.iem.v.ns .
Koydeki sakatlarin gesit
ve sayilary Dogustan Sonradan Dofustan Sonradan
Kor cowo kigl .wm. kigi Sagar ... kisi ... kisgi
Topal cewe kigi ... kisi Dilsiz'... kigi .... kisgi
K& tlirim - kigi A,. kisi Akil Hs.... kisi .... kisi
...... ce.. kigi ..., kigl
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35:K6YDEK1 OKUL VE
GGRENIM DURUMU

Kéyde okul varsa

Kéyde okul yoksa
ve kiy gocuklari
bagka yere ockula
gidiyorsa

Koydeki BBrenim
durumu

OKUL  SINIF  OCRETMEN OGRENCI SA. KITAPLIK VARSA
cinst SAYIST SAYISI  SAYISI KIZ ERKEK KITAP SAYISI
1.11kokul A, 4. 4. LUE. LA
2,0rta ve Dengi +evevee  cenene et ty . AbEEE  reres eress

3.Lise ve Dengi .....

4,Bblge Yatili ......

D sosessssane ssssss  wnnwns cesaes

1.1lkokul
2.0rta ve Dengi
3.Lise ve Dengi

4.BSlge Yatila

Kdyde ilkokul g¢afinda olupta okula gitmeyenlerin

K&yde okuma yazma bilmeyenlerin sayisi

Kéyde lise iistii tahsil yapanlarin sayisi

SAYLSL . rvw.. kisi

)

3 ] . -
Few. k1L

kisi

D=

36 .KOYDE: TARIMSAL
EGITIM

Koyde tarimsal egi
tim gdrmiis oturan
kimse var m1?

Varsa Nerede Egi-
tim Gﬁrmﬁglerdir

Var []1 Yok g 2
OKULDA KURSTA
....... veess kigi [ & 131
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37.KOYDE BULUNAN

SOSYAL ‘VE l.Belediye .=—. 8.Cami . 16.Umumi WC ca— -
EKONOMIK 2.Karakol cems  9.Mescit 4. 7 P
TESISLER 3.PTT e 10.Kilise RIS 1.
(Say1 olarak) 4.5af.0caffl  ,,e. 11.Hamam R 19, ueunuss Cene
5.8aflik Evi ..v. 12.Camagirhane ... 20........ .
6.Koy Grup 13.Kdy Odasi .- 2 iiiensaan .
Ebeligi .. ), celektsr e 22iiiinnnn.
?'g:;l(fi“k 15.K8y Ki- 23uiiiinnns .
1sl. . tapligis e
38.KOYDE BULUNAN . o
T1CARETHANE- 1.Kahve ‘- 7.Kitapgr  +wm.  15.0tel swss’ sese yatak
LER Z.Mot?rlu 8.Manav s 16.Motel coe  +ae. yatak
{Say1 olarak) Degirmen - 9.Kasap . 17.Vasita )
3.Su De- 10. Han e Igletmesi ...
gimmeni = 11.Berber 18.S0oguk hava
&.YP:l De- T Deposu awas
Eirmeni " - ) I - cees 19, ennn..
5.Firin “ e 13,0000 PN 20 i
6.Bakkal Caas ldoieanns ‘e
BB'mTEAU;EUNt: _Adet Calli}-;?n Adet Caligan Kisi
BENZER1 1.Tas Ocagi 9.Mandra AU N
TERLER 2.Maden 0cagi  .... ...... 10.Hali Kilim  .... neinis
3.Mensucat sess asaaes Atelyesi
4.Dericilik L. ll.agag Isleri . vreenn

5.Tugla Kiremit

12.Demir Metal

'46‘.’135% GELEN
GEgict kamu
HIZMETLER?

Kbydeki daimi
kamu gireviileri

Briket Imali .... ...... lgleri
6.Konserve 13.1¢ki Imalats ....
imalata S X
7.Toptancilik cere seaeas 150 eeneannnnns .
8.Tiitilin 160eeenanns veus sesa
Atelyesi veee seeeas
Kag Kag
Kez  Kigi
1l.Gezici Saglik .
Memuru 3.. .%&. 6.Hayvan Saglik Mem.
2.Gezici Dikig Kursu .a.. ... 7.Elsanatlari Kursu
3.Aile Planlama " vess emes B.Tarim Kursu
4 .,Kuran Kursu(Resmi) vs erme 9.imam
5.Korucu sase  some 104 vonuss verereune
1.Korucu ..... kigi 2.lmam ...’L.- kisi 3 caervnes

Kag

Kez
T

J..

» -

LR
Ty

R

ves kisgi
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41,KUYDE KOOPE-
RAT IFLESME

1.Kooperatif

2.Kooperatif

3.Kooperatif

KOYDE KOOPERATIF VARSA

Tarim Tarim Koy
Adi Kredi Satis Kalkinma Ure
.......... oo e 2 0O s
Kredi almigs ise alinan kurulugun adi vos

Kooperatiften kredi alanlarin say1si .......

Kooperatif ortak sayisi Kurul

Galigan Iggi Sayisi  Siirekli ......... Geg
Faaliyet alanina giren yerle;im yeri sayisi

Kooperatifin uyguladifi projenin konusu

O s

Bagli olduju
Birlik

Oseiiiiin..

tim

Toplam kredi ..vvvvennn
us yils i iiiiieans
icl i iieieeneeaas

Kamu kuruluglarindan alinan proje igletmeye gegirilebildi mi?

Evet EJI HaylrEJZ
Tarim Tarim Koy Bagli oldugu
Ady Kredi Satis Kalkinma Uretim Birlik
B I B =2 Os Oa [] Sevevvnnnncnns
Kredi almig ise alinan kurulugun adi  w.eiiiiieinnnneeirnnannnnnaas
Kooperatiften kredi alanlarin sayisi ....... Toplam kredi ..........
Kooperatif ortak say1si ........ Kurulusg yili O A
Galigan Iggi Sayisi  Siirekli........... Gegieli ..... ... ..iill.
Faalivet alanina giren yerlegim yeri sayisi = ..........cicina.
Kooperatifin uyguladifi projenin konusu Geesretsvertesrnes

Kamu kuruluglarindan alinan proje igletmeye gecirilebildi mi?

Evet []1 Hayir [] 2
Tarim Tarim Ky Bagli oldugu
Ada Kredi Satig Kalkinma Uretim Birlik
RO e i b O Oz O O5.evennnnnn.
Kredi almig ise alinan kurulugun adi  .....as . S e wsimininan e

Kooperatiften kredi alanlarin sayisi ....... Toplam kredi .........
Kooperatif ortak Say1sil +..eevevaan asa
Sirekli ........

Faaliyet alanina giren yerlegim yeri sayisi

Kurulusg yil1
Galigan Isgi Sayisa

Gegici = L.i.eeeeees

Kooperatifin uyguladigi projenin konusu

Kamu kuruluglarindan alinan proje igletmeye gegirilebildi mi?

Evet [J1 Hayir []2
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42 .KBYDEKT KOY
BIRLIKLERININ
DURUMU

Koyiinizde Kéy Kanu-
nuna gire kurulmug
birliklerden hangi-
leri vardir?

Kurulug Yilai

(P!
0Oz

D3
Os .

Bagli Oldugu Merkez

Su birligi

Yol birligi

...... I I

"

Telefon

Elektrik "

Damizlik " s e renaeniak tiesensesasassenn .
Fidanlik " e sretisssans  sarenns

43.KOYUN BUTGE VE
IMECE DURUMU

Koylin blitgesi ka¢ TL'dir? AD

Kéy igleri igin imece yapiliyor mu? Ever [X1  Hay:e[d2

Koyde aileler arasi imece yapiliyor mu? Evet [J1 Hayir[X2

44 . YASLILARA YAPILAN
SOSYAL YARDIM

Kdyde 65 yagin iistiinde olanlarin sayisi?
Koyde 100 yagin iistiinde olanlarin sayisit ces
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sre s v e

Kdyde Devletten sosyal yardim alanlarin
sayisi?
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(Unem sirasina go-
re)
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APPENDIX B

Table B.1. The list of the variables in the whole database, including 195
variables, which are classified into economy, social and service groups.

VARIABLES OF THE ECONOMIC GROUP

VARIABLE NAME

BUS
MINIBUS
CAR

JEEP
TRUCK
PICKUP
TRACTOR
MOTORBIKE
T_VILLAGE
MEADOW
PASTURE
FOREST
HEATH
FALLOW

SOWNLAND
IRRIGATEDL
GARDEN
VINEYARD
HAZEL
POPLAR
SETTLEMENT
WATERBODY
STREAM
SBULL
SSHEEP
SGOAT
WHEAT
BARLEY
CVETCH
SBEET
AWOOL
WOOL
LENTIL
APPLE

BEAN
POTATO
TOMATO
RICE
CABBAGE

VARIABLE EXPLANATION

Number of buses

Number of minibuses

Number of cars

Number of jeeps

Number of trucks

Number of pickup trucks

Number of tractors

Number of motorbikes

Total area of irrigated land, provided by villagers (in hectares)
Total area of meadow lands

Total area of pasture lands

Total area of forest lands

Total area of heath lands

Total area of land unsown or left fallow, to prepare it for planting
in the next years

Total area of sown lands for every year
Total area of irrigated lands

Total area of garden lands

Total area of vineyards

Total area of hazel lands

Total area of poplar lands

Total area of settlement

Total area of waterbodies

Total area of streams

Total number of bulls sold last year
Total number of sheep sold last year
Total number of goats sold last year
Total amount of wheat sold (in tons)
Total amount of barley sold (in tons)
Total amount of common vetch sold (in tons)
Total amount of sugar beet sold (in tons)
Total amount of Angora wool sold (in kilos)
Total amount of wool sold (in kilos)

Total amount of lentils sold (in kilos)
Total amount of apples sold (in kilos)
Total amount of beans sold (in tons)
Total amount of potatos sold (in tons)
Total amount of tomatos sold (in tons)
Total amount of rice sold (in tons)

Total amount of cabbages sold (in tons)

124



Table B.1. (Continued)

VARIABLES OF THE ECONOMIC GROUP

VARIABLE NAME

HONEY
WALNUT
CHERRY
ONION
CHEESE
FPASTE
PEAR
CUCUMBER
WMELON
MELON
SUNFLOWER
EGGPLANT
MILK
CHICKPEA
PEPPER
BULL
WBUFFALO
SHEEP
GOAT

SILK

AHIVE
OHIVE
HENHOUSE
OXW
WBUFFALOW
coww
DONKEYW
CAMELW
MULEW
HORSEW
OXCART
SCART
DOGEN

CPLOW
MPLOW
TRAILER
OXANCHOR
TPLOW
TANCHOR
CHARVESTER
BATOZ
TMACHINE
RBINDER
SOWER
PULVARIZATOR
SICKLEM

VARIABLE EXPLANATION

Total amount of honey sold (in kilos)

Total amount of walnuts sold (in tons)

Total amount of cherries sold (in kilos)

Total amount ofonions sold (in tons)

Total amount of cheese sold (in tons)

Total amount of fruit paste sold (in tons)
Total amount of pears sold (in tons)

Total amount of cucumbers sold (in tons)
Total amount of water melons sold (in tons)
Total amount of melons sold (in tons)

Total amount of sunflowers sold (in tons)
Total amount of eggplants sold (in tons)
Total amount of milk sold (in tons)

Total amount of chickpeas sold (in tons)
Total amount of peppers sold (in tons)

Total amount of bulls maintained

Total amount of water buffalos maintained
Total amount of sheep maintained

Total amount of goats maintained

Total amount of silk produced (in tons)

Total number of advanced hives available
Total number of ordinary hives available
Total number of henhouses hives available
Total number of oxes as work force

Total number of water buffalos as work force
Total number of cows as work force

Total number of donkeys as work force

Total number of camels as work force

Total number of mules as work force

Total number of horses as work force

Total number of oxcarts

Total number of single carts

Total number of dégens (D6gen: A cart pulled by oxes to tresh
grain)

Total number of classic plows

Total number of modern plows

Total number of trailers

Total number of anchors which are pulled by ox
Total number of tractor plows

Total number of anchors which are pulled by tractor
Total number of combine harvesters

Total number of batoz tools

Total number of treshing machines

Total number of rieper binders

Total number of mibzers. (Mibzer is a tool for sowing seeds)
Total number of pulvarizator machines

Total number of sickle machines
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Table B.1. (Continued)

VARIABLES OF THE ECONOMIC GROUP

VARIABLE NAME

KAZAYAGI
WATERPUMP
oM
KULTUVATOR
RADIO

TV

FRIDGE
CHURN

OVEN
INCUBATION
CAMASIR MAK.
CREAM

IRON

SHAVE

GRILL
HDRIER
CPLAYER
WMACHINE
BULGURM

VARIABLE EXPLANATION

Total number of kazayadi machines
Total number of water pumps

Total number of om tools

Total number of kultuvator machines
Total number of radios

Total amount of televisions

Total amount of fridges

Total amount of churns

Total amount of ovens

Total number of incubation machines
Total number of washing machines
Total number of cream machines
Total number of irons

Total number of shaving machines
Total number of grill machines

Total number of hair drying machines
Total number of casette players
Total number of welding machines
Total number of bulgur machines

VARIABLES OF THE SERVICE GROUP

VARIABLE NAME

CONCRETEB
STEELB
WOODENB
MIXEDB
VWDEPOT
PSCHOOL
PCLASS
PTEACHER
PGIRL

PBOY
PBOOK
MUNICIPALITY
POLICE
POST
VCLINIC
SCLINIC
MWSERVICE
MCSERVICE
MOSQUE
SMOSQUE
CHURCH
PBATH
LAUNDERETTE
PVROOM
SELEKTOR

VARIABLE EXPLANATION

Total number of concrete bridges

Total number of steel bridges

Total number of wooden bridges

Total number of bridges with mixed materials
The volume of water depot (in meter cubes)
Total number of primary schools

Total number of classes in primary schools

Total number of teachers in primary schools
Total number of female students in primary schools
Total number of male students in primary schools
Total number of books in primary schools' libraries
Municipality

Police office

Post office

Village clinic

Smaller clinic

Midwife service

Mother and child health service

Mosque

Small mosque

Church

Public bath

Launderette

Public village room

Selector
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Table B.1. (Continued)

VARIABLES OF THE SERVICE GROUP

VARIABLE NAME

PLIBRARY
PWC
VPALACE
QCOURSE
AGENCY
FENGINEER
T_STATE

FDEPOT
FNDEPOT
FWORK
FNWORK

VARIABLE EXPLANATION
Public library

Public water closet

Village palace

Quran course

Agency

Forest engineer

Total amount of irrigated land, provided by the state (in
hectares)

Fountains with depots
Fountains without depots
Fountains working well
Fountains not working

VARIABLES OF THE SOCIAL GROUP

VARIABLE NAME

HFIELD
TPLACE
ESPOT
APLACE
HSPRING
HFOUNTAIN
ZIYARETGAH
MAUSOLEUM
SWATER
HMOSQUE
SALTPAN
LANDLORDS
NLANDPPL
025FAM

025P

025T
2650FAM

2650P

2650T
51100FAM

51100P
51100T
101200FAM

101200P

VARIABLE EXPLANATION

Hunting field

Touristic place

Excursion spot

Archeological places

Healing spring

Healing fountain

Ziyaretgah

Mausoleum

Soda water

Historical mosque

Saltpan

Number of households owning land

Number of households not owning land

Number of families owning land whose size is between 0 and 25
hectares

Number of land pieces whose area ranges between 0 and 25
hectares

Total area of lands whose size vary between 0 and 25 hectares
Number of families owning land whose size is between 26 and
50 hectares

Number of land pieces whose area ranges between 26 and 50
hectares

Total area of lands whose size vary between 26 and 50 hectares
Number of families owning land whose size is between 51 and
100 hectares

Number of land pieces whose area ranges between 51 and 100
hectares

Total area of lands whose size vary between 51 and 100
hectares

Number of families owning land whose size is between 101 and
200 hectares

Number of land pieces whose area ranges between 101 and
200 hectares
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Table B.1. (Continued)

VARIABLES OF THE SOCIAL GROUP

VARIABLE NAME

101200T

201500FAM

201500P

201500T

5011000FAM

5011000P

5011000T

1000+FAM

1000+P
1000+T
O025FAM

0025P

0025T

02650FAM

02650P

02650T

051100FAM

051100P

051100T

0101200FAM

0101200P

0101200T

0201500FAM

0201500P

0201500T

H1R
H2R
H3R

VARIABLE EXPLANATION

Total area of lands whose size vary between 101 and 200
hectares

Number of families owning land whose size is between 201 and
500 hectares

Number of land pieces whose area ranges between 201 and
500 hectares

Total area of lands whose size vary between 201 and 500
hectares

Number of families owning land whose size is between 501 and
1000 hectares

Number of land pieces whose area ranges between 501 and
1000 hectares

Total area of lands whose size vary between 501 and 1000
hectares

Number of families owning land whose size is more than 1000
hectares

Number of land pieces whose area is more than 1000 hectares
Total area of lands whose size is more than 1000 hectares
Number of families (outside the village) owning land whose size
is between 0 and 25 hectares

Number of land pieces owned by outsiders and whose area
ranges between 0 and 25 hectares

Total area of landsowned by outsiders and whose size vary
between 0 and 25 hectares

Number of families (outside the village) owning land whose size
is between 26 and 50 hectares

Number of land pieces owned by outsiders and whose area
ranges between 26 and 50 hectares

Total area of landsowned by outsiders and whose size vary
between 26 and 50 hectares

Number of families (outside the village) owning land whose size
is between 51 and 100 hectares

Number of land pieces owned by outsiders and whose area
ranges between 51 and 100 hectares

Total area of landsowned by outsiders and whose size vary
between 51 and 100 hectares

Number of families (outside the village) owning land whose size
is between 101 and 200 hectares

Number of land pieces owned by outsiders and whose area
ranges between 101 and 200 hectares

Total area of landsowned by outsiders and whose size vary
between 101 and 200 hectares

Number of families (outside the village) owning land whose size
is between 201 and 500 hectares

Number of land pieces owned by outsiders and whose area
ranges between 201 and 500 hectares

Total area of landsowned by outsiders and whose size vary
between 201 and 500 hectares

Number of houses with one room

Number of houses with two rooms

Number of houses with three rooms
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Table B.1. (Continued)

VARIABLES OF THE SOCIAL GROUP

VARIABLE NAME

H1F
H2F

H3F

HADOBE
HBRICK
HSTONE
HBRIQ
HWOOD
HWOAD
HSTAD
HRENT

HEMP

POP

OLDS

NEWS
NOSCHOOL
ILLITERATURE
HSCHOOL

VARIABLE EXPLANATION

Number of houses with one floor

Number of houses with two floors

Number of houses with three floors

Number of houses with adobe material
Number of houses made by bricks

Number of houses made by stones

Number of houses made by briquette
Number of houses made by wood

Number of houses made by wood and adobe
Number of houses made by stone and adobe
Number of houses rented

Number of houses provided for employees
Population of the village

Is the settlement an old one?

Is the settlement a new one?

Number of the kids that don't go to school
Number of illiterature people

Number of people with high school degree
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APPENDIX C

Table C.1. The indices for each group: economic, service and social, as
well as the final composite index and the logarithmically transformed index

TOWNSHIP | VILLAGE ID | Econ Service | Social | Total NTotal |LogT |NLogT |
ILGAZ MULAYIM 3| 0,0353| 0,1032| 0,8720 | 1,0105| 2,0915]|0,4597 | 4,5975
ILGAZ COMAR 4| 05458 | 0,6021| 0,3772 | 1,5251| 2,2402|0,4795| 4,7945
KURSUNLU | KAVAK 5| -0,6256 | -1,1994 | -0,4223 | -2,2473 | 1,1504 | 0,3086 | 3,0864
OVACIK SOGANLI 6| 0,1576 | -0,0565 | 0,1574 | 0,2586 | 1,8743|0,4292| 4,2924
KURSUNLU | HARMANCIK 7| 04324 | -0,8503 | -0,8760 | -1,2938 | 1,4258 | 0,3586 | 3,5855
KURSUNLU | GAYIRCIK 8| 2,0063| 0,5693 | 1,5063 | 4,0819| 2,9788|0,5660 | 5,6596
KURSUNLU | YAYLATEPES; 9| 1,2740 | -0,8496 | -1,3282 | -0,9039 | 1,5385]|0,3774 | 3,7742
KURSUNLU | FERIZ 11| -0,0879 | 0,1984 | -1,4047 | -1,2942 | 1,4257 | 0,3585 | 3,5853
ILGAZ BALCI 12| 0,0839]| -0,0410| 0,3794 | 0,4222 | 1,9215|0,4361| 4,3607
ORTA ELDEN 13| -0,7345| 0,2306 | 0,5257 | 0,0218 | 1,8059 |0,4192| 4,1918
OVACIK CATAK 36| 4,1941| -2,1119 | 1,4292 | 3,5115| 2,8140)0,5481| 5,4809
OVACIK BEYDILI 46 | -0,2389 | -1,0849 | -1,1897 | -2,5136 | 1,0735 | 0,2936 | 2,9361
OVACIK YUREKOREN 47| 2,1505| -0,0811|-1,1341| 0,9354 | 2,0698 | 0,4568 | 4,5680
ORTA HASANHACI 66| -1,0292 | 0,1087 | -0,5860 | -1,5065 | 1,3644 |0,3479| 3,4791
ORTA DODURGA 67] -1,3399 | -0,9832 | -1,0845 | -3,4076 | 0,8152|0,2390 | 2,3897
SABANOZU | BULDUK 68| -0,7976 | 2,1606 | 1,3142| 2,6772| 2,5730|0,5206 | 5,2057
ORTA SAKAELI 70| -0,4347 | -0,7509 | 0,1006 | -1,0850 | 1,4861|0,3688 | 3,6876
ORTA KIRSAKAL 71| 0,8792| 0,4710|-0,5119| 0,8383 | 2,0418|0,4530| 4,5295
ORTA BUGUOREN 72| -1,2534 | 1,0059 | 0,6137 | 0,3662| 1,9054|0,4337| 4,3375
ORTA SALUR 76| -0,4787 | 2,2075| 1,6322| 3,3610| 2,7705]0,5433 | 5,4326
ORTA YENICE 78] -1,0433| 0,0760| 0,9090 | -0,0583 | 1,7828 | 0,4157 | 4,1572
SABANOZU | GOLPINAR 79| -1,1687 | -1,1234 | -0,0470 | -2,3390 | 1,1239|0,3035| 3,0352
ELDIVAN SEYDIKOY 83| -0,9766 | -0,2002 | 0,1587 | -1,0181| 1,5055|0,3720| 3,7198
ELDIVAN CUKUROZ 84| -0,4885 | -0,2077 | 1,2505| 0,5543 | 1,9597|0,4415| 4,4150
ELDIVAN AKCALI 86 | -0,8748 | -0,0415| 0,8974 | -0,0189 | 1,7941|0,4174 | 4,1742
MERKEZ KAYICiVi 871 -0,8498 | 2,0261 | 3,6029 | 4,7791| 3,1802)0,5868 | 5,8683
ORTA KARAAGAC 89| 0,0590 ] -0,5655 | -0,5703 | -1,0768 | 1,4885|0,3692| 3,6916
ORTA SANCAR 90| -0,9345| 0,5559| 0,3912| 0,0125| 1,8032|0,4188| 4,1878
KURSUNLU | DUMANLI 91| -1,2057 | -0,6267 | -0,6283 | -2,4607 | 1,0887 | 0,2966 | 2,9664
SABANOZU | KAMISKOY 93] -0,6191| 1,1815| 0,9972 | 1,5596 | 2,2501|0,4807 | 4,8074
MERKEZ CUKUROREN 94| -1,1874 | -0,3682 | 0,9101 | -0,6454 | 1,6131)0,3895| 3,8949
KURSUNLU | TASKARACALAR 96| -1,2850 | -0,6696 | -0,7215 | -2,6761 | 1,0265|0,2842 | 2,8417
ORTA DOGANLAR 97| -1,0520 | -0,3025 | -1,0972 | -2,4517 | 1,09130,2971| 2,9715
MERKEZ YOLKAYA 98| -0,9159 | -0,9380 | 0,5967 | -1,2572 | 1,4364 |0,3604 | 3,6036
KURSUNLU | CUKURCA 99| -0,2322 | 1,4940| 0,2385| 1,5002 | 2,2330 |0,4785| 4,7852
KURSUNLU | SUMUCAK 100 | -1,0434| 0,8007 | 0,1822| -0,0605| 1,7821|0,4156 | 4,1562
KURSUNLU | ESKIAHIR 101 -1,0445| -0,4779 | -0,1281 | -1,6506 | 1,3228 | 0,3405| 3,4054
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Table C.1. (Continued)

TOWNSHIP | VILLAGE ID | Econ Service | Social | Total NTotal | LogT | NLogT
KURSUNLU | YUMUKOREN 107 | -0,5073 | -0,7700 | 0,7178 | -0,5595 | 1,6380 | 0,3934 | 3,9343
ILGAZ SOGUTCUK 109 | -0,2753 | -0,7826 | -0,9976 | -2,0555 | 1,2058 | 0,3192 | 3,1915
ILGAZ YENICE 110 | -0,3794 | 0,8710|-0,6712 | -0,1795 | 1,7477|0,4104 | 4,1043
ILGAZ iIKIKAVAK 111 -0,9815 | -0,2906 | -0,0048 | -1,2769 | 1,4307 | 0,3594 | 3,5939
ILGAZ KAYI 112| -0,8952 | 1,6374| 1,9155| 2,6576| 2,5673|0,5199 | 5,1991
ILGAZ ASIKLAR 113| 0,6905| 0,8434|-0,0599 | 1,4740| 2,2254|0,4775| 4,7753
ILGAZ GUNEY 114 | 4,2885| 0,4491| 1,4541| 6,1917 | 3,5883 | 0,6263 | 6,2628
ILGAZ KAVAKLI 115| 0,0950| -0,0730 | -0,3106 | -0,2886 | 1,7162 | 0,4056 | 4,0562
ILGAZ KIZILIBRIK 116 | -0,0967 | 0,8614 |-0,2638 | 0,5010 | 1,9443]0,4393 | 4,3931
ILGAZ COREKCILER 117 | -0,9940 | -0,1510 | 2,0140 | 0,8690 | 2,0506 | 0,4542 | 4,5417
KURSUNLU | BOGAZKAYA 118 | -0,3097 | 1,1913|-0,8063 | 0,0753 | 1,8213|0,4215| 4,2147
KURSUNLU | KOCLU 119 | -0,9508 | -0,3709 | -0,7331 | -2,0547 | 1,2060 | 0,3192 | 3,1919
KURSUNLU | SIVRICEK 120 | -1,1856 | 0,1226 | 0,7206 | -0,3424 | 1,7007 | 0,4032 | 4,0323
KURSUNLU | HACIMUSLU 121 | -0,7059 | -0,4065 | -1,3363 | -2,4487 | 1,0922|0,2973 | 2,9732
KURSUNLU | CIRDAK 123 | -0,7069 | -0,5586 | -0,3202 | -1,5856 | 1,3415)|0,3439 | 3,4388
KURSUNLU | BELENLI 126 | -1,1500 | -1,8239 | -2,3526 | -5,3266 | 0,2608 | 0,0916 | 0,9157
KURSUNLU | SUSUZ 131| 0,3006 | 1,5452| 0,4066 | 2,2525| 2,4503 | 0,5059 | 5,0587
KURSUNLU | SUNURLU 133| 0,7191| 0,8456 |-0,2716 | 1,2931 | 2,1732|0,4707 | 4,7068
KURSUNLU | ILIPINAR 134 | -0,9973 | -0,6315(-0,4594 | -2,0881 | 1,1964 | 0,3174 | 3,1738
KURSUNLU | KAPAKLI 138 | 1,5366 | 0,8559 |-0,5646 | 1,8280 | 2,3277|0,4906 | 4,9065
KURSUNLU | DAGTARLA 142 | -1,0918 | -1,7627 | -1,5841 | -4,4385| 0,5174|0,1660 | 1,6603
KURSUNLU | BEREKET 143 | -0,1542 | -0,9055 | -0,8393 | -1,8990 | 1,2510|0,3275 | 3,2754
KURSUNLU | KOPRULU 147 | 0,5040| 6,7103 | 0,3286 | 7,5429 | 3,9786|0,6609 | 6,6094
KURSUNLU | IGDIR 148 | -1,1792| 0,1174|-0,0585 | -1,1204 | 1,4759|0,3670 | 3,6705
KURSUNLU | BOZKUS 150 | -0,1213 | 0,1223 | -0,0545 | -0,0535 | 1,7841|0,4159 | 4,1593
KURSUNLU | KARATAS 151 | -0,4900 | -1,6654 | -0,0269 | -2,1823 | 1,1692 | 0,3122 | 3,1223
KURSUNLU | DALKOZ 152 | -1,1157 | -1,4704 | -0,2413 | -2,8273 | 0,9828 | 0,2752 | 2,7521
KURSUNLU | CATKESE 153 | -0,6079 | -1,1315|-0,9572 | -2,6966 | 1,0206 | 0,2830 | 2,8297
KURSUNLU | KARAKUZU 154 | -0,7038 | 0,4708 | -0,1733 | -0,4063 | 1,6822 | 0,4004 | 4,0037
KURSUNLU | BASOVACIK 155 | -0,9175| -0,7177 | -2,5823 | -4,2175| 0,5812|0,1827 | 1,8273
KURSUNLU | AKGUNEY 157 | -0,1437 | -0,8087 | 0,5661 | -0,3863 | 1,6880 | 0,4013 | 4,0126
KURSUNLU | YUSUFOGLU 158 | -0,1934 | 0,7655| 0,8952 | 1,4672 | 2,2234|0,4773 | 4,7728
KURSUNLU | YURTPINAR 159 | -0,8999 | -2,5537 | -1,0061 | -4,4597 | 0,5113|0,1644 | 1,6440
KURSUNLU | OYMAAGAC 162 | 0,3375| 1,5773| 1,0426 | 2,9574| 2,6539|0,5300| 5,3001
KURSUNLU | AKSEKI 163 | -1,1608 | -1,6897 | 1,5701 | -1,2805| 1,4297 | 0,3592 | 3,5921
KURSUNLU | BAYRAMOREN 164 | -0,9773 | 3,9423 | 1,8478 | 4,8128 | 3,1899|0,5878 | 5,8782
KURSUNLU | DOLASLAR 165 | -0,8644 | -0,3663 | -0,8703 | -2,1009 | 1,1927 | 0,3167 | 3,1668
KURSUNLU | GOYNUKOREN 166 | 0,4498 | 4,6530|-0,4384 | 4,6645| 3,1471)0,5835| 5,8347
KURSUNLU | SARIKAYA 167 | -0,7653 | -2,5116 | -1,5029 | -4,7797 | 0,4188]0,1389 | 1,3891
KURSUNLU | CAYLICA 169 | -0,7007 | 0,3792|-0,8060 | -1,1275| 1,4739|0,3667 | 3,6670
KURSUNLU | YAKALI 170 | -0,4414 | 1,3479| 0,5998 | 1,5063 | 2,2347 | 0,4787 | 4,7875
OVACIK BELEN 172 | 0,9432| -0,0296 | 1,3123 | 2,2258 | 2,4426|0,5049 | 5,0492
KURSUNLU | CAKIRBAG 179 | -0,8699 | -0,8972 | -0,4794 | -2,2466 | 1,1506 | 0,3087 | 3,0868
KURSUNLU | YAZIOREN 180 | -0,4729 | 1,1026 | -0,5895| 0,0402 | 1,8112)0,4200 | 4,1997
OVACIK ANBAROZU 181 | -0,6780 | 1,1623 |-0,0329 | 0,4513 | 1,9300 | 0,4373 | 4,3727
KURSUNLU | UCGAZI 183 | -0,9646 | -1,6581 | -0,3584 | -2,9812 | 0,9384 | 0,2659 | 2,6589
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TOWNSHIP | VILLAGE ID | Econ Service | Social | Total NTotal | LogT | NLogT
KURSUNLU | DEMIRLI 184 | -0,3571| -1,5621|-0,4524 | -2,3716 | 1,1145|0,3017 | 3,0169
KURSUNLU | YESILOZU 185| -0,7226 | 3,1735|-1,2994 | 1,1515| 2,1322|0,4652 | 4,6524
KURSUNLU | BUDAKPINARI 187 | 0,3810| 5,8381|-0,2964 | 5,9227 | 3,5106 | 0,6190 | 6,1904
KURSUNLU | EYUPOZU 188 | -1,1364 | -1,3987 | 0,2569 | -2,2781 | 1,1415)|0,3069 | 3,0693
KURSUNLU | KUKURT 191| 0,2311| 0,7492|-1,6781| -0,6978 | 1,5980 | 0,3871 | 3,8707
KURSUNLU | DOLAP 192 | -0,7294 | -1,6717 | -0,6716 | -3,0727 | 0,9119|0,2603 | 2,6025
MERKEZ YESILYURT 193 | -1,2063 | -1,8332 | -1,1676 | -4,2071 | 0,5842 | 0,1835 | 1,8350
MERKEZ SATIYUZU 195 | -0,5444 | 1,0424|-2,1055 | -1,6074 | 1,3352|0,3428 | 3,4276
MERKEZ CAGABEY 199 | -1,2208 | -2,0979 | -0,5147 | -3,8334 | 0,6922|0,2103 | 2,1031
MERKEZ BESDUT 201 | 0,1074 | 16,1129 | 5,9522 | 22,1725 | 8,2049 | 0,9235| 9,2347
SABANOZU | CAPAR 212 | -0,5689 | -1,8123 | 2,1937 | -0,1876 | 1,74540,4101 | 4,1008
SABANOZU | CAPARKAYI 219| -0,7315| 0,9879 | 0,7472| 1,0036 | 2,0895 | 0,4595 | 4,5948
SABANOZU | KARAHANCI 221 -1,2118 | -1,5352 | -1,5286 | -4,2756 | 0,5644 | 0,1784 | 1,7840
SABANOZU | GUNDOGMUS 222 | -1,1028 | 2,2493 | 0,1688 | 1,3153 | 2,1795|0,4715| 4,7153
SABANOZU | ODEK 223 | -0,7005 | 5,0530 |-1,0424 | 3,3101| 2,7558|0,5416 | 5,4161
SABANOZU | KARAMUSA 226 | -0,8981 | -2,4470 | -1,5360 | -4,8811 | 0,3895|0,1305| 1,3052
SABANOZU | BULGURCU 227 | 0,1408 | 4,3915|-1,2198 | 3,3125| 2,7565|0,5417 | 5,4169
SABANOZU | GOLDAGI 228 | 1,1011 | -0,1848 | 3,4708 | 4,3872| 3,0670|0,5752 | 5,7522
SABANOZU | OZBEK 229 | -0,2960 | -0,3833 | -0,8369 | -1,5162 | 1,3616 | 0,3474 | 3,4741
SABANOZU | KUTLUSAR 231 -1,3369 | -2,4591 | -0,2746 | -4,0706 | 0,6237 | 0,1935 | 1,9349
SABANOZU | GUMERDIGIN 232 | -1,3301 | 0,3230 |-1,2730 | -2,2801 | 1,1409 | 0,3068 | 3,0682
SABANOZU | BUYUKYAKALI 233 | -1,2304 | -0,6646 | -1,1794 | -3,0743 | 0,9115|0,2601 | 2,6015
SABANOZU | KUGUKYAKALI 234 | -1,3241| -1,1727 | -0,3745 | -2,8713 | 0,9701|0,2726 | 2,7256
SABANOZU | KARAOREN 235| -0,7306 | 5,7302 | 2,1249| 7,1246| 3,8578|0,6505| 6,5050
SABANOZU | CERCI 236 | -0,7049 | -0,0256 | -0,0535 | -0,7840 | 1,5731(0,3831 | 3,8306
MERKEZ BOSTANLI 237 | -1,1150 | -1,6139 | 1,4190| -1,3100 | 1,4212|0,3578| 3,5775
MERKEZ KAHYALI 238 | -0,7705| 3,1827 |-1,5386 | 0,8736 | 2,0520 | 0,4544 | 4,5435
MERKEZ SARAYCIK 239 | -0,2688 | -1,4406 | 1,7549 | 0,0456 | 1,8128|0,4202 | 4,2020
MERKEZ TIMARLI 241 | -1,2056 | -1,4832 | -0,2002 | -2,8890 | 0,9650 | 0,2715 | 2,7149
MERKEZ KIZILIRMAK 242 | -0,9512| 0,1773|-0,8996 | -1,6735| 1,3161[0,3394 | 3,3936
MERKEZ HALLAGCLI 243 | -0,0169 | 2,6125|-1,9964 | 0,5993 | 1,9727 | 0,4433 | 4,4333
MERKEZ YENIYAPAN 246 | -1,1753 | -2,7053 | 0,8825 | -2,9981 | 0,9335|0,2649 | 2,6485
MERKEZ ASAGIALAGOZ 247 | -1,3517 | -1,7623 | -0,8578 | -3,9718 | 0,6522 | 0,2006 | 2,0057
MERKEZ YUKARIALAGOZ 249 | -1,1524 | 0,8900 | -1,2504 | -1,5127 | 1,3626 | 0,3476 | 3,4759
MERKEZ BOZKIR 250 | -1,2121| -1,3857 | -2,6075 | -5,2053 | 0,2959 | 0,1025 | 1,0253
MERKEZ CAYIRPINAR 252 | -1,1830 | -0,6662 | 0,5205 | -1,3287 | 1,4158 | 0,3568 | 3,5683
MERKEZ KARADAYI 254 | -1,2888 | -0,6064 | -1,2489 | -3,1441| 0,8913|0,2558 | 2,5580
MERKEZ GERMENCE 255 | -1,2451 | -1,3956 | -1,1286 | -3,7693 | 0,7107 | 0,2147 | 2,1475
MERKEZ ASAGIPELITOZU 257 | -1,0053 | 1,3440 |-0,7095| -0,3708 | 1,6925|0,4020 | 4,0196
MERKEZ KONAK 258 | -1,2158 | -1,4258 | -1,1748 | -3,8164 | 0,6971(0,2115| 2,1149
MERKEZ YUKARIPELITOZU 259 | -1,0888 | -0,7700 | 0,5636 | -1,2952 | 1,4254 | 0,3585 | 3,5848
ELDIVAN KUGUKHACIBEY 260 | -0,7530 | -0,6754 | -0,8684 | -2,2969 | 1,1361|0,3059 | 3,0588
ELDIVAN ELMACI 261| -0,9974 | 1,1568 | -1,6905 | -1,5310 | 1,3573 | 0,3467 | 3,4666
MERKEZ AKOREN 263 | -1,0339 | -0,7545 | -1,7877 | -3,5761 | 0,7665 | 0,2279 | 2,2785
MERKEZ INANDIK 265 | -0,9806 | -0,8922 | -0,6129 | -2,4857 | 1,0815]0,2952 | 2,9521
SABANOZU | KARAKOCAS 274 | 0,5218 | 4,4143| 1,9146| 6,8507 | 3,7786 | 0,6435| 6,4353
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ILGAZ MULAYIMYENICE 278 | -0,7583 | -1,2516 | -0,7020 | -2,7119| 1,0162|0,2821 | 2,8207
ILGAZ ALIC 280 | 0,5879| 1,1904 | 4,0861 | 5,8644 | 3,4937 |0,6175| 6,1745
ILGAZ SEKi 282 | -0,6582 | 3,4506 | 0,5317 | 3,3241| 2,7599 | 0,5421 | 5,4207
ILGAZ SERGCELER 283 10,5231 | -0,2856 | 2,3637 | 12,6013 | 5,4399 | 0,7706 | 7,7055
ILGAZ BELSOGUT 284 | -0,7072 | -1,8206 | -1,1201 | -3,6479 | 0,7458 | 0,2230 | 2,2303
ILGAZ ODEMIS 285| 3,4221| 1,2018| 3,3310| 7,9548 | 4,0976 |0,6710| 6,7097
ILGAZ GOKCEYAZI 286 | 2,8859 | 1,6268 | 0,1301| 4,6427 | 3,1408 | 0,5828 | 5,8283
ILGAZ AKCAOREN 287 | 3,3265| -2,5910 | 0,4223 | 1,1578 | 2,1340|0,4655| 4,6548
ILGAZ ALIBEY 289 | -0,8488 | 0,8903 | -0,2691 | -0,2277 | 1,7338|0,4083 | 4,0831
ILGAZ KIRISLAR 290 | 5,6015| 9,5135| 1,2123 16,3273 | 6,5163 | 0,8366 | 8,3662
ILGAZ ESKICE 292 | -0,1423 | -2,6111 | 1,6113 | -1,1421| 1,4697 | 0,3660 | 3,6599
ILGAZ SULEYMANHACILAR | 293 | 2,5465| 2,9450 | 0,8552| 6,3467 | 3,63310,6304 | 6,3040
ILGAZ YENIDEMIRCILER 294 | -0,8318 | -1,3814 | -2,1335 | -4,3467 | 0,5439|0,1730 | 1,7304
ILGAZ ALPAGUT 295 | -0,2404 | -1,2270 | 1,5850| 0,1176 | 1,8336 | 0,4233 | 4,2328
ILGAZ OMERLI 296 | 0,4939| -0,9693 |-0,9120 | -1,3874 | 1,3988 | 0,3539 | 3,5390
ILGAZ CALTIPINAR 297 | -0,4974 | -0,2926 | 1,7007 | 0,9106 | 2,0627 | 0,4558 | 4,5582
ILGAZ YUKARIBOZAN 298| 1,0256| 2,8201| 0,4050 | 4,2507 | 3,0275|0,5711| 5,7110
ILGAZ ASAGIBOZAN 299 | 19,2338 | 3,9526 | 5,2001 | 28,3866 | 10,0000 | 1,0000 | 10,0000
ILGAZ ASAGIMEYDAN 300 | 1,7163| -0,7345| 0,7907 | 1,7725| 2,3116 |0,4886 | 4,8862
ILGAZ YUKARIMEYDAN 301| 0,5813| -1,3799 | 0,6119| -0,1867 | 1,7457 | 0,4101| 4,1012
ILGAZ EKSIK 302 | -0,0841 | -1,0144 | 0,0575| -1,0410 | 1,4989 | 0,3709 | 3,7088
ILGAZ KAZANCI 303 | -0,0624 | -0,3865 | -1,1810 | -1,6299 | 1,3287 | 0,3416 | 3,4161
ILGAZ YUVADEMIRCILER | 304 | 0,3712| -1,9901 | 0,4495| -1,1695 | 1,4617|0,3647 | 3,6466
ILGAZ KURMALAR 305| -1,3015| 0,3802 | 1,3926 | 0,4712| 1,9357 |0,4381| 4,3809
ILGAZ ONAC 306 | -0,0428 | -1,0606 | 0,3620 | -0,7414 | 1,5854 | 0,3850 | 3,8505
ILGAZ MUSAKQOY 308 | 1,5524 | 2,1756 | 4,6859 | 8,4140| 4,2302|0,6819| 6,8189
ILGAZ ASAGIDERE 309 | -0,2850 | -2,6141 | 7,1594 | 4,2603 | 3,0303 | 0,5714 | 5,7139
ILGAZ KALEKOY 310| 0,7786 | 7,7720| 1,6534 | 10,2041 | 4,7474|0,7220| 7,2203
ILGAZ YUKARIDERE 311 | 2,7258 | -2,3954 | 3,9826 | 4,3130 | 3,0456 | 0,5730 | 5,7299
ILGAZ YAZI 312 | -0,5923 | -2,6401 | 0,2198 | -3,0126 | 0,9293 | 0,2640 | 2,6396
ILGAZ CENDERE 313 | -0,9047 | -1,5366 | -0,2307 | -2,6719 | 1,0277 | 0,2844 | 2,8442
ILGAZ HACIHASAN 315| 2,4032 | 5,9897 | 4,1946 | 12,5875 | 5,4359 | 0,7703 | 7,7029
ILGAZ BOZATLI 316 | -0,0007 | 0,3917 | 0,5361| 0,9272| 2,0674 | 0,4565 | 4,5647
ILGAZ SATILAR 318 | 1,3725| -2,6170 | 0,2832| -0,9613 | 1,5219|0,3747 | 3,7469
ILGAZ BUKCUK 320 | 2,3209 | 0,5607 | 0,2997 | 3,1813| 2,7186|0,5374 | 5,3741
ILGAZ SAZAK 321| 2,2836| 0,1139| 0,0656 | 2,4631| 2,5111/0,5132| 5,1322
ILGAZ INKOYU 322 | 0,6689 | -0,5448 | 0,8048 | 0,9289 | 2,0679 | 0,4565 | 4,5654
ILGAZ SARMASIK 324 | -0,2601 | 2,4430| 0,4479| 2,6308 | 2,5596 | 0,5190 | 5,1899
ILGAZ SAGIRLAR 325| -0,5167 | -1,8745 | -0,0338 | -2,4250 | 1,0990 | 0,2987 | 2,9867
ILGAZ BASDIBEK 327 | -0,9550 | 4,9977 | 6,2429 10,2856 | 4,7709 | 0,7238 | 7,2377
ILGAZ AKTAS 328 | -0,6420 | -0,3380 | 0,7854 | -0,1946 | 1,7434 | 0,4098 | 4,0977
ILGAZ SEYHYUNUS 329 | -0,9760 | -1,6249 | 0,3255| -2,2754 | 1,1423 | 0,3071| 3,0707
MERKEZ DIKENLI 330 | -0,9995| 0,1187 |-1,9075| -2,7882 | 0,9941|0,2775| 2,7754
ILGAZ MESUTOREN 331]| -0,5071 | -1,7336 | 0,9225| -1,3183 | 1,4187|0,3573 | 3,5734
ILGAZ KUSCAYIRI 332| 1,7605| 8,7809 | 0,4318 10,9732 | 4,9696 | 0,7382 | 7,3819
ILGAZ KIZILSIN 334 | 6,1398 | 2,3721| 3,2229| 11,7348 | 5,1896 | 0,7536 | 7,5363
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ILGAZ ERICEK 336 | 2,3167 | -0,7432 | 1,9513 | 3,5247 | 2,8178|0,5485| 5,4852
MERKEZ KESECIK 337 | -0,1286 | -0,0572 | -0,2040 | -0,3898 | 1,6870 | 0,4011 | 4,0111
MERKEZ KARATEPE 338 | -0,3677 | -1,1758 | 5,0023 | 3,4588 | 2,7988 | 0,5464 | 5,4641
ILGAZ BELOREN 339 | 3,1173| 1,0589 |-2,5679| 1,6083 | 2,2642|0,4826 | 4,8256
MERKEZ HIDIRLIK 340 | -1,1088 | -2,0417 | -1,5876 | -4,7382 | 0,4308 | 0,1423 | 1,4231
MERKEZ ICYENICE 341| 1,1229 | 3,3151|-0,1389 | 4,2991| 3,0415|0,5726 | 5,7257
ELDIVAN YUKARIYANLAR 342 | -0,5029 | -1,9728 | 0,3848 | -2,0909 | 1,1956 | 0,3172 | 3,1723
ELDIVAN GOLEZ 344 | 54877 | 1,0031| 0,1211| 6,6120| 3,7097 | 0,6374 | 6,3736
ELDIVAN OGLAKLI 346 | 0,5250 | -0,4571 | -0,0240 | 0,0439| 1,8123|0,4201| 4,2013
MERKEZ ASAGIYANLAR 347 | -0,0905 | 0,0396 | -0,5241 | -0,5750 | 1,6335|0,3927 | 3,9272
ELDIVAN CIFTLIK 348 | -0,3978 | -0,5860 | -1,1470 | -2,1308 | 1,1840|0,3151| 3,1505
MERKEZ SULEYMANLI 349 | -1,0923 | -1,1427 | -1,7157 | -3,9507 | 0,6583 | 0,2021 | 2,0207
MERKEZ DOGANTEPE 350 | -0,5255 | 1,1440| 3,0805| 3,6991| 2,8682 | 0,5540 | 5,5405
MERKEZ DERECATI 351| 0,4308 | 2,0810|-0,7762| 1,7357 | 2,3010|0,4873 | 4,8727
MERKEZ PASA 352 | -0,5984 | -1,4761 | -1,8838 | -3,9584 | 0,6561 | 0,2015| 2,0153
MERKEZ DEGIM 353 | 1,6424| 1,7190|-1,8034 | 1,5579| 2,2497 | 0,4807 | 4,8068
MERKEZ BASEGMEZ 355 | -1,1078 | -2,6167 | -2,5050 | -6,2295 | 0,0000 | 0,0000 | 0,0000
MERKEZ INAC 356 | -1,0368 | -0,0116 | -2,1664 | -3,2148 | 0,8709 | 0,2513 | 2,5135
MERKEZ TUZLU 357 | 0,0011 | -0,7288 | -2,7981 | -3,5258 | 0,7811|0,2312| 2,3120
MERKEZ DUTAGAC 358 | -1,1108 | -1,3977 | -1,4834 | -3,9918 | 0,6464 | 0,1991| 1,9915
MERKEZ AYAN 360 | -1,1906 | -1,7075 | -0,1159 | -3,0140 | 0,9289 | 0,2639 | 2,6387
MERKEZ BUGAY 362 | -0,0343 | -0,0253 | -2,6708 | -2,7304 | 1,0108 | 0,2810 | 2,8097
MERKEZ iIKICAM 364 | -1,2414 | -0,9373 | -0,2655 | -2,4442 | 1,0935 | 0,2976 | 2,9758
MERKEZ AHLATKOY 365 | -0,9348 | -1,2881 | -2,6139 | -4,8368 | 0,4023 | 0,1342 | 1,3420
MERKEZ ASAGICAVUS 366 | 0,4189 | -1,5802 | 0,3440| -0,8174| 1,5635|0,3815| 3,8150
MERKEZ GUMUSDUVEN 367 | -0,7320 | -0,5103 | 0,1826 | -1,0598 | 1,4934 | 0,3700 | 3,6998
MERKEZ AKCAVAKIF 368 | -1,0200 | -0,4186 | -2,4182 | -3,8569 | 0,6854 | 0,2087 | 2,0867
MERKEZ KUGQUKLU 372 | -0,9114 | -1,3343 | -1,1573 | -3,4029 | 0,8165 | 0,2393 | 2,3927
MERKEZ AGZIBUYUK 374 | 0,5881| 1,5074 |-1,2736| 0,8219| 2,0370 | 0,4523 | 4,5230
MERKEZ KUZUKOY 375 -1,0005 | -2,7053 | -0,9465 | -4,6523 | 0,4556 | 0,1492 | 1,4924
MERKEZ ALTINLI 376 | 1,0008 | -2,6123 | -1,4617 | -3,0733 | 0,9118[0,2602 | 2,6021
MERKEZ CIRGIR 378 | -0,8751 | -2,2178 | -2,1176 | -5,2104 | 0,2944 | 0,1021 | 1,0207
MERKEZ ALACAT 379 | -0,4736 | -0,9408 | -2,5545 | -3,9689 | 0,6531 | 0,2008 | 2,0078
MERKEZ KAPUT 380 | -0,5980 | 0,2439 |-1,2512| -1,6053 | 1,3359 | 0,3429 | 3,4287
OVACIK SOFUOGLU 385| 0,5929 | -0,9630 | -2,2570 | -2,6272 | 1,0407 | 0,2870 | 2,8704
YAPRAKLI | BALIBIDIK 390 | -1,1446 | -2,0752 | -2,1167 | -5,3364 | 0,2580 | 0,0907 | 0,9068
MERKEZ BAYINDIR 391 | -1,2944 | -1,7638 | -1,9915 | -5,0497 | 0,3408 | 0,1162 | 1,1619
MERKEZ CivikOY 392 | 0,1068 | 0,3200 |-1,7216 | -1,2949 | 1,4255|0,3585| 3,5850
MERKEZ HASAKCA 393 | -1,0498 | 1,1200 | 1,4699 | 1,5402 | 2,2445|0,4800 | 4,8002
ILGAZ ILISILIK 413 | -1,3192 | -1,9356 | 0,1647 | -3,0901 | 0,9069 | 0,2592 | 2,5917
YAPRAKLI | YUKARIOZ 423 | -1,0322 | 2,3861 | 0,1420 | 1,4959 | 2,2317|0,4784 | 4,7836
YAPRAKLI | AYVA 433 | -0,4539 | 1,2796 | 0,6022 | 1,4278| 2,2121|0,4758 | 4,7580
ILGAZ BEYKOY 434 | -1,1504 | -1,1540 | 1,2869 | -1,0175| 1,5057 | 0,3720 | 3,7201
ILGAZ SARAYCIK 435| 0,0343| 3,0106 | 1,5264 | 4,5714| 3,12020,5807 | 5,8072
ILGAZ ARPAYERI 436 | -0,6576 | -0,9978 | 0,4441| -1,2114 | 1,4497 | 0,3626 | 3,6261
ILGAZ CELTIKBASI 437 ] -0,6048 | -1,3693 | 0,4057 | -1,5684 | 1,3465|0,3448 | 3,4476
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ILGAZ YERKUYU 438 | -0,7429 | -1,0363 | 0,2600 | -1,5192 | 1,3607 | 0,3473 | 3,4726
ILGAZ YUVASARAY 439 | -0,9072 | 0,0197 | -1,4345| -2,3220 | 1,1288 | 0,3045 | 3,0448
MERKEZ DANABASI 440 | -0,9447 | 0,3954 | -0,1969 | -0,7462 | 1,5840 | 0,3848 | 3,8482
MERKEZ KARADIBEK 442 11,9827 | 2,3251|-0,3225 | 13,9853 | 5,8397 | 0,7963 | 7,9628
MERKEZ BUYUKBAHCELI 443 | -1,0720 | -0,9327 | 0,4669 | -1,5378 | 1,3553 | 0,3463 | 3,4632
MERKEZ BAYANPINAR 444 | -0,5516 | -1,2298 | -1,6297 | -3,4110| 0,8142|0,2387 | 2,3874
MERKEZ KAPAKLI 445 -0,5113 | -0,9063 | 0,3013 | -1,1164 | 1,4771[0,3672| 3,6724
MERKEZ KARAOMER 446 | 0,9476 | -0,6196 | -0,2320 | 0,0960 | 1,8273|0,4224 | 4,2236
MERKEZ SAKARCA 447 | -0,8802 | -0,4989 | -0,6061 | -1,9853 | 1,2261 | 0,3229 | 3,2294
MERKEZ KARAMURSEL 450 | 1,1064 | -0,3299 | 2,0557 | 2,8322 | 2,6178|0,5258 | 5,2582
MERKEZ KAVLAKLI 452 | -0,9428 | -0,3462 | 0,7116 | -0,5774 | 1,6328 | 0,3926 | 3,9261
MERKEZ KUZEYKISLA 454 | 0,9484 | -0,7791 | -0,4255 | -0,2562 | 1,7256 | 0,4071| 4,0705
KURSUNLU | HUYUK 460 | -0,6665| 1,6193 | 1,1255| 2,0783 | 2,4000 | 0,4997 | 4,9969
ORTA DEREBAYINDIR 464 | 0,3471| 0,9767 | 0,1415| 1,4653 | 2,2229|0,4772| 4,7721
ORTA INCECIK 465 | -0,5952 | -1,1751 | -1,5200 | -3,2904 | 0,8491|0,2465 | 2,4654
ILGAZ KUYUPINAR 467 | 1,3719| 0,6120| 1,7394 | 3,7233| 2,8752|0,5548 | 5,5481
ILGAZ GAZILER 468 | -0,7915| 1,5494 | 0,9034 | 1,6613 | 2,2795|0,4845| 4,8452
ILGAZ KESE 469 | 1,8612| -0,0927 | 51082 | 6,8766 | 3,7861|0,6442 | 6,4419
ILGAZ CATAK 470| -0,8811| -0,7099 | 0,4530 | -1,1380| 1,4708 | 0,3662 | 3,6619
ORTA GOKCEOREN 471 -0,7021 | -0,9503 | -0,5702 | -2,2227 | 1,1575(0,3100 | 3,1000
ILGAZ YAYLACIK 475110,3202 | -0,5362 | -0,5208 | 9,2631 | 4,4756 | 0,7014 | 7,0140
ILGAZ DANISMENT 477 | 5,4377| 1,1881| 1,9359 | 8,5617 | 4,2729|0,6854 | 6,8535
ILGAZ YAYLAOREN 479 | -0,8835| -0,4943 | 0,2466 | -1,1312| 1,4728|0,3665 | 3,6652
ILGAZ OKGCULAR 480 | 3,3807 | -0,4625|-0,0126 | 2,9056 | 2,6390 | 0,5283 | 5,2828
MERKEZ KORCULLU 481 -0,9952 | -0,9890 | -0,6614 | -2,6456 | 1,0353 | 0,2860 | 2,8596
MERKEZ TEPEALAGOZ 486 | -0,5727 | -0,7094 | -1,0187 | -2,3007 | 1,1349|0,3057 | 3,0566
MERKEZ HACILAR 488 | -1,0946 | -0,4836 | -0,7748 | -2,3530 | 1,1199|0,3027 | 3,0273
ELDIVAN SARITARLA 489 | 1,1601| -1,4380 |-1,7355| -2,0134 | 1,2179|0,3214 | 3,2142
MERKEZ KARATEKIN 490| 0,3615| -0,9269 | 0,4301 | -0,1354 | 1,7605|0,4124 | 4,1237
KURSUNLU | HOCAHASAN 491 -1,0433 | -0,5431 | -1,0766 | -2,6630 | 1,0303 | 0,2849 | 2,8494
MERKEZ ALANPINAR 492 | -0,6299 | -0,6529 | -0,8210 | -2,1037 | 1,1919|0,3165| 3,1653
MERKEZ YUKARICAVUS 493 | -1,1192 | -1,7877 | -1,9831 | -4,8901 | 0,3869 | 0,1298 | 1,2976
ELDIVAN GOLEZKAYI 495| 0,7772| 0,0589 |-0,1237 | 0,7123| 2,0054 | 0,4479 | 4,4791
MERKEZ ALICA 497 | 0,3368| 0,1219|-0,3518 | 0,1070| 1,8305|0,4228 | 4,2283
MERKEZ KARALLI 498 | -0,9315| -0,2651 | 0,3065 | -0,8901 | 1,5425|0,3781 | 3,7807
MERKEZ CACIKLAR 499 | -0,8025 | -0,5986 | -0,7295 | -2,1306 | 1,1841]0,3151 | 3,1507
MERKEZ GUNEYKISLA 502 | -0,3757 | -0,0167 | 0,7806 | 0,3883 | 1,9118|0,4347 | 4,3466
ELDIVAN SARAY 505 | -1,0851 | -2,5044 | 1,9818 | -1,6077 | 1,3351|0,3427 | 3,4274
SABANOZU | BAKIRLI 507 | -0,4355 | -1,7183 | -2,3740 | -4,5278 | 0,4916 | 0,1591 | 1,5909
ORTA SAKARCAOREN 508 | -0,3350 | -0,6526 | -0,8542 | -1,8418 | 1,2675|0,3306 | 3,3057
SABANOZU | MARTKOY 509 | -1,3275| -1,1482 | -1,1121 | -3,5878 | 0,7631 | 0,2271 | 2,2707
ORTA HUYUK 510 | -0,9070 | -1,0434 | 0,9877 | -0,9627 | 1,5215|0,3746 | 3,7463
MERKEZ KEMALLI 516 | -1,3092 | -1,0633 | -0,0850 | -2,4575| 1,0897 | 0,2968 | 2,9682
KURSUNLU | DEMIRCIOREN 526 | 0,4439| 1,2652|-0,0942| 1,6150 | 2,2661 |0,4828 | 4,8280
KURSUNLU | DAGOREN 527 | 0,3292 | 1,3886 |-0,1347 | 1,5831| 2,2569 | 0,4816 | 4,8162
MERKEZ ORTAKAYA 528 | -1,0947 | 1,1341| 5,0414| 5,0808 | 3,2673|0,5956 | 5,9556
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Table C.1. (Continued)

TOWNSHIP | VILLAGE ID | Econ Service | Social | Total NTotal | LogT | NLogT
MERKEZ CATALELMA 530 | -1,2265| 0,1174 | 0,7074| -0,4016 | 1,6836 | 0,4006 | 4,0057
ELDIVAN BUYUKHACIBEY 532 | -1,0814 | -0,0216 | 0,1295 | -0,9735| 1,5184 [ 0,3741| 3,7411
ORTA KISAC 538 | -0,7092 | 0,5540 | 1,5924 | 1,4372| 2,2148 |0,4761| 4,7615
KURSUNLU | MADENLI 541 -0,9971 | -0,9559 | -1,1089 | -3,0619 | 0,9151 | 0,2609 | 2,6092
KURSUNLU | CAVUNDUR 545 | -1,0477 | -1,1061 | -1,5786 | -3,7325| 0,7213|0,2173 | 2,1728
ORTA BUGDUZ 548 | -1,0114 | -0,6140 | -1,1663 | -2,7917 | 0,9931 | 0,2773 | 2,7733
ORTA YUVA 549 | -0,7435| 0,2334 | 0,9563 | 0,4462 | 1,9285|0,4371| 4,3706
ORTA KARGA 550 | -0,6183 | 3,1567 | 0,6464 | 3,1848 | 2,7196 | 0,5375| 5,3752
ORTA ORTABAYINDIR 551 | -0,3005 | 1,8666 |-1,1690| 0,3972| 1,9143|0,4350| 4,3503
ORTA TUTMACBAYINDIR | 552 | -0,5935 | -0,1482 | -0,7130 | -1,4547 | 1,3794(0,3505| 3,5052
ORTA KAYIOREN 553 | -0,9699 | -0,7919 | -1,1638 | -2,9255 | 0,9545 | 0,2693 | 2,6928
KURSUNLU | OLUKLU 565| 0,1904 | 1,1868 | 1,1663 | 2,5436 | 2,5344 | 0,5160 | 5,1600
KURSUNLU | TOPCU 568 | 0,4084 | 1,5125| 0,1062 | 2,0272| 2,3852|0,4979 | 4,9785
KURSUNLU | INCEKAYA 570 | -0,6823 | -0,6900 | -0,0715| -1,4438 | 1,3825|0,3511| 3,5107
OVACIK YAYLACILAR 571| -0,8266 | 0,4094 | -0,9116 | -1,3288 | 1,4157 | 0,3568 | 3,5682
OVACIK ERKEC 573 | -0,2101 | -1,1197 | -0,9465 | -2,2763 | 1,1420 | 0,3070 | 3,0703
OVACIK AVLAGIKAYA 574 | -1,0380 | -0,4553 | -0,3079 | -1,8012 | 1,2793 | 0,3327 | 3,3271
OVACIK KISLAKOY 575| -0,8435| 0,7270 | 2,1461| 2,0296 | 2,3859 | 0,4979 | 4,9794
OVACIK TASOGLU 576 | -0,8583 | -0,8534 | -0,2087 | -1,9204 | 1,2448 | 0,3264 | 3,2640
OVACIK GUMELIK 577 | -1,0927 | 0,1050 | 0,9091 | -0,0785| 1,7769 | 0,4148 | 4,1484
OVACIK SARILAR 578 | -0,4348 | -0,7484 | -0,7723 | -1,9555 | 1,2347 | 0,3245 | 3,2453
OVACIK AHMETLER 579 | -1,0687 | -0,3777 | 0,4382 | -1,0082 | 1,5083 | 0,3725| 3,7245
OVACIK ABDULLAR 581 | -0,7201 | -0,1411 | -0,2282 | -1,0894 | 1,4849|0,3685| 3,6855
OVACIK KAVAKLAR 582 | 0,9171| 2,5023 | 0,2373 | 3,6566 | 2,8559 | 0,5527 | 5,5271
OVACIK GANIBEYLER 583 | -0,5607 | -0,1430 | -0,9220 | -1,6257 | 1,3300 | 0,3418 | 3,4182
OVACIK BOYALI 585 | -0,9982 | -0,9057 | 0,4266 | -1,4773 | 1,3728 | 0,3494 | 3,4938
OVACIK SULUK 586 | -1,0719 | -1,5490 | -2,5867 | -5,2075 | 0,2952 | 0,1023 | 1,0233
OVACIK DUDAS 587 | -1,0922 | -0,7315 | 0,5950 | -1,2286 | 1,4447 |0,3618 | 3,6177
OVACIK BOYALI 588 | -0,8137 | -0,2719 | 0,9352 | -0,1504 | 1,7561|0,4117| 4,1171
OVACIK BODUROGLU 591 | -0,5145| 0,0484 | 0,2385| -0,2276 | 1,7338 | 0,4083 | 4,0832
OVACIK DOKECEK 592 | 0,1158 | -2,5600 | -0,9784 | -3,4226 | 0,8109 | 0,2380 | 2,3799
OVACIK SAMLAR 594 | -0,8958 | -0,7758 | -0,7164 | -2,3880 | 1,1097 | 0,3008 | 3,0076
OVACIK ALINCA 595 | -0,5911 | -2,0990 | -0,2462 | -2,9362 | 0,9514 | 0,2686 | 2,6863
OVACIK EKINCIK 596 | -0,9241 | -0,5539 | -0,0049 | -1,4829 | 1,3712|0,3491| 3,4910
OVACIK KOLTUK 598 | -0,2233 | -2,2299 | 1,5970| -0,8561 | 1,5523|0,3797 | 3,7968
OVACIK YIGINOT 599 | -0,2107 | 1,0064 | -0,2963 | 0,4994 | 1,9438 | 0,4392 | 4,3925
OVACIK DOGANLAR 600 | 3,0081| 0,0792|-0,9442| 2,1430| 2,4187|0,5020 | 5,0199
OVACIK BOLUKOREN 601 | 0,6424| 0,1420|-0,6586| 0,1259 | 1,8360 | 0,4236 | 4,2363
OVACIK IMANLAR 602 | -1,0112 | -0,8170 | -1,0786 | -2,9068 | 0,9599 | 0,2704 | 2,7042
OVACIK PELITCIK 603 | 2,0694 | -0,4765 | 0,2653 | 1,8582| 2,3364 | 0,4917| 4,9175
OVACIK HATIPOGLU 604 | -0,3406 | -2,2784 | -1,1621 | -3,7810 | 0,7073 | 0,2139 | 2,1394
OVACIK YAKA 605 | 3,0066 | 0,3608 |-0,0972| 3,2701| 2,7443|0,5403 | 5,4031
OVACIK GOKCEDUZ 606 | 1,2077 | -2,4874 | 1,2083 | -0,0713 | 1,7790 | 0,4152| 4,1516
OVACIK GUNEYSAZ 607 | -0,0467 | -2,3566 | -0,0712 | -2,4746 | 1,0847 | 0,2958 | 2,9584
OVACIK BEYDINI 609 | 5,2454 | -0,4130 | -0,8891 | 3,9433 | 2,9387 | 0,5617 | 5,6168
OVACIK KUCUKSU 611 | 4,7972| -1,0158 | -1,2390 | 2,5424 | 2,5340|0,5160| 5,1596
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Table C.1. (Continued)

TOWNSHIP | VILLAGE ID | Econ Service | Social | Total NTotal | LogT | NLogT
OVACIK CUKUR 613 | 0,6160 | -0,1791 | 0,2228 | 0,6597 | 1,9902 | 0,4458 | 4,4578
OVACIK YENIOREN 614 | 3,9423 | 0,9285| 0,0145| 4,8853 | 3,2109 | 0,5899 | 5,8993
OVACIK PURCUKOREN 615| -0,2451 | 0,1780 | 1,6149| 1,5477 | 2,2467 | 0,4803 | 4,8030
KURSUNLU | SARIALAN 618 | -0,2872| -0,7182 | -0,4080 | -1,4134 | 1,3913|0,3526 | 3,5260
MERKEZ DEDEKOY 624 | -1,1191| -0,2987 | -1,3283 | -2,7462 | 1,0063 | 0,2800 | 2,8004
MERKEZ BALIBAGI 626 | -0,5568 | -0,8703 | -1,9593 | -3,3864 | 0,8213 | 0,2403 | 2,4035
MERKEZ OVACIK 627 | -0,8168 | -0,2751 | -0,5287 | -1,6206 | 1,3314 | 0,3421| 3,4208
MERKEZ UNUR 629 | -1,3208 | -1,4370 | -0,2359 | -2,9937 | 0,9348 | 0,2651 | 2,6512
MERKEZ TUNEY 632 | 0,3388 | 0,9835| 1,8059 | 3,1283 | 2,7033|0,5357 | 5,3567
ELDIVAN HISARCIK 633 | -0,2624 | -0,3286 | -1,1874 | -1,7784 | 1,2858 | 0,3339 | 3,3390
ORTA 6zLU 634 | -1,0220 | 0,4598 | 0,8764 | 0,3142| 1,8904 | 0,4316| 4,3158
ORTA ELMALI 637 | -1,0710 | -0,1934 | -0,2454 | -1,5098 | 1,3634 | 0,3477 | 3,4774
ORTA KAYILAR 638 | -1,1758 | -0,8714 | -0,9617 | -3,0089 | 0,9304 | 0,2642 | 2,6419
KURSUNLU | KIZILIBRIK 641| 4,8482 | -0,6453 |-0,3833 | 3,8196 | 2,9030 | 0,5578 | 5,5783
KURSUNLU | AGILOZU 102 | -1,2583 | -1,8509 | -2,5190 | -5,6283 | 0,1737 | 0,0631 | 0,6307
KURSUNLU | KIZILCA 103 | -0,9353 | 0,9499 | 0,4938 | 0,5084 | 1,9465|0,4396 | 4,3962
KURSUNLU | GOLLUCE 104 | -1,2395 | -0,3979 | -0,8446 | -2,4820 | 1,0826 | 0,2954 | 2,9542
MERKEZ DEMIRCEVRE 106 | -1,2433 | -1,2358 | -0,6330 | -3,1122 | 0,9005 | 0,2578 | 2,5780
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APPENDIX D

PRINCIPLE COMPONENTS ANALYSIS (PCA) OUTPUTS
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Figure D.1. Relative importance of principal components for economy dimension, before
the number of the variables is reduced.
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Figure D.2. Relative importance of principal components for economy dimension, after
the number of the variables is reduced to 6.
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Table D.1. Component loadings of the variables for economy dimension, after the number
of the variables is reduced to 6.

Loadings:

Comp.l Comp.2 Comp.3 Comp.4 Comp.5 Comp.6
BULL 0.457 -0.250 -0.357 0.774
RADIO 0.410 0.413 -0.633 -0.506
SSHEEP 0.424 -0.506 0.118 0.124 -0.142 -0.717
SHEEP 0.420 -0.517 0.116 -0.240 0.692
GOAT 0.349 0.441 0.712 0.363 0.210
MULE 0.379 0.332 -0.635 0.565 -0.153
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Figure D.3. Relative importance of principal components for service dimension, before the
number of the variables is reduced.
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Figure D.4. Relative importance of principal components for service dimension, after the
number of the variables is reduced to 6.
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Table D.2. Component loadings of the variables for service dimension, after the number
of the variables is reduced to 6.

Loadings:
Comp.l Comp.2 Comp.3 Comp.4 Comp.5 Comp.6
PCLASS 0.438 -0.201 0.202 0.717 0.455

PTEACHER 0.452 0.174 0.151 0.250 -0.824
PSCHOOL 0.353 -0.559 0.527 -0.533

FNWORK 0.337 -0.490 -0.792

PGIRL 0.433 0.425 -0.209 0.235 -0.730
PBOY 0.423 0.444 -0.177 -0.305 0.226 0.670
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Figure D.5. Relative importance of principal components for social dimension, before the
number of the variables is reduced.
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Figure D.6. Relative importance of principal components for service dimension, after the
number of the variables is reduced to 6.
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Table D.3. Component loadings of the variables for social dimension, after the number of
the variables is reduced to 6.

Loadings:

Comp.l Comp.2 Comp.3 Comp.4 Comp.5 Comp.6
H1F 0.549 0.239 0.316 -0.243 -0.689
H3R 0.561 0.229 0.743 0.282
POP 0.383 0.448 -0.806
HADOBE 0.370 -0.590 0.252 -0.533 0.403
HSCHOOL 0.256 -0.169 -0.869 -0.366 -0.126
HWOOD 0.188 0.752 -0.172 -0.318 0.517
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APPENDIX E

Table E.1. The distance matrix used for spatial moving averages. A sample is shown.

Village ID
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APPENDIX F
GWR RESULTS

For original index:

R R A b S b S b S R e S b S b B I S R S S b S B S b R S b e S b S I S b S

Geographically Weighted Regression
Release 3.0.1
Dated: 06-vii-2003

Martin Charlton, Chris Brunsdon
Stewart Fotheringham
* (c) University of Newcastle upon Tyne
R R I I I S I e b S b b b I b b b b dh b b 2h ah b b 2 b b 2 db b b dh ah i db ah o 4

Program starts at: Sun Jun 13 22:12:39 2004

b S S

*
*
*
*
*
*
*
*

R R S b I S b I S SR S b I S b I S I S R I S b S b S b e S SR e S b S b S b S S b b S I S R I Sb b b 2b b S db b4

* *
* GEOGRAPHICALLY WEIGHTED GAUSSIAN REGRESSION *
* *

R R e dh b I A b S SR A S b A S R S b S S R S I R S I e S I e S b e S b B S b B A SR B S SR S S S S R S 2 R S I S b 4

Number of data cases read: 331
Observation points read...

Dependent mean= 1.79959226
Number of observations, nobs= 331
Number of predictors, nvar= 4
Observation Easting extent: 0.0229769107
Observation Northing extent: 0.0151176928
** NB these are in radians
*Finding bandwidth...

using all regression points
This can take some time...
*Calibration will be based on 331 cases

*Adaptive kernel sample size limits: 16 331
*AICc minimisation begins...

Bandwidth AICc
113.340353425000 1034.280548354626
173.500000000000 1030.916141120097
233.659646575000 1028.045042813862
270.840352984737 1026.779007708261
293.819293318165 1026.227185207661
308.021059498406 1025.977019135786
316.798233715827 1025.978337331219
302.596467535587 1026.092961483571

** Convergence after 8 function calls
** Convergence: Local Sample Size= 308

R R S R e S b e S b e S b I S b I Sb S b S b R S S e S I R S b S b S b I S b I Sb b I Sb b S dh b b db b S 4

* GLOBAL REGRESSION PARAMETERS *

R R A b i b dh b i b S S R S 2 S b e S b e S b S I S b I S b I S b B S b S S SR S S b S 2 S 2 e 4
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Diagnostic information...

Residual sum of squares......... 411.
Effective number of parameters.. 5
IS e 1= T 1
Akaike Information Criterion.... 1023.
Coefficient of Determination.... 0
Adjusted r-square............... 0
Parameter Estimate Std Err
Intercept 0.007478960326 0.422320860971
SLOPEMEA 0.025743874420 0.007670318825
ASPECTME 0.031611022533 0.045499185416
DEM MEAN 0.000486114250 0.000236798303
FIRSTQSO 1.075603277967 0.393926939189

742845

.000000
.123839

847453

.057479
.042979

NN O WwO

.017709190026
.356297731400
.694760203362
.052862167358
.730463981628

KAKKA AR A R A A I A A I A A I A A I AR A A I A A I A A A Ak Ak Ak hA kA hA kA h Ak bk khkk

*

GWR ESTIMATION

*

R R S b I S b I b b b S b I S b S I b e I b e S b R SR I S b S b S b B S b I Sb b b Sb b I 2b b b 2b b S 4

Fitting Geographically Weighted Regression Model...

Number of observations

Number of independent variables...

(Intercept is variable 1)
Number of nearest neighbours

Number of locations to fit model..

Diagnostic information...
Residual sum of squares
Effective number of parameters..

Akaike Information Criterion....
Coefficient of Determination....
Adjusted r-square

331
5

321216

.352493
.115615

716930

.083624
.056896

R R S R e S b e S b S b I S b I S b S b b S S S b e S I R S b S b S b I S b S Sb b b Sb b I db b S db b S

F

*

* ANOVA

R e i i b b b dh dh 2 2 b b b b I S S dh 2 b b b b b dh 2 2 b b b b b b dh g 2 b b b b b Sh dh dh g g b b b b Sh (Sh  dh g ¢
Source SS DF MS

OLS Residuals 411.7 5.00

GWR Improvement 11.4 4.35 2.6242

GWR Residuals 400.3 321.65 1.24406

2.1084

R R A b d b  dh b I i b S S R S 2 R S S e S b e S b S I S b I S b I S b B A b S S R S S b S 2 R S 2 O 4

*

PARAMETER 5-NUMBER SUMMARIES

*

Kk kA khkhkkhk kA kA Ak khhhk A hhAhhhkhhdhhrdhhhkhkhkhhkhkhhkhkhhkhkhkrkhkhrhhhkhhx%k

Label Minimum Lwr Quartile Median Upr Quartile Maximum
Intrcept -0.698260 -0.442613 -0.010577 0.175302 1.082796
SLOPEMEA 0.007355 0.024502 0.027746 0.031759 0.035506
ASPECTME -0.028829 0.005023 0.012589 0.019266 0.043705
DEM MEAN 0.000283 0.000420 0.000513 0.000641 0.000839
FIRSTQSO 0.203809 0.858228 1.310659 1.566267 1.868611
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Label
Outside

LOWER
Far Out
Outer Fence Far Out

Outer Fence Outside

Inne

UPPER
r Fence

Inner Fence

Intrcept
0 2.
SLOPEMEA
0 0.
ASPECTME
2 0.
DEM MEAN
0 0.
FIRSTQSO
0 3.

029047

053528

061994

001302

690385

.296358 0
.002733 18
.037705 17
.000241 0
.265890 0

.369486

.013618

.016341

.000090

.203831

R R A b I S b S b S b I S b S B S S R S S b S I R S S R S b S b S b S b 4

*

*

* Test for spatial variability of parameters *

*

*

KA KK AR A AR A AR A AR A A I A A I A A I A A I A A I A A I AR A AR A AR Ak kkhk

Tests based on the Monte Carlo significance test
procedure due to Hope

Parameter
Intercept
SLOPEMEA
ASPECTME
DEM MEAN
FIRSTQSO

* k%

* K

* =

Program terminates normally at:

significant at
significant at 1% level
significant at 5% level

1%

P-value
15000 n/s
30000 n/s
86000 n/s
48000 n/s
12000 n/s

level
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1.102175

0.042643

0.040630

0.000971

2.628326

Sun Jun 13 22:13:02 2004



For logarithmically transformed index:

R R A b I S b S b S 2R S b S b B I S R S S b B S b R A b S b S I S b S

Geographically Weighted Regression
Release 3.0.1
Dated: 06-vii-2003

Martin Charlton, Chris Brunsdon
Stewart Fotheringham
* (c) University of Newcastle upon Tyne
R I e R I i e e I I I I I I I I I I I b b I e e I I I b b b b b b

Program starts at: Sun Jun 13 22:14:51 2004

b I S

*
*
*
*
*
*
*
*

Dependent mean= 3.9205687
Number of observations, nobs= 331
Number of predictors, nvar= 4
Observation Easting extent: 0.0229769107
Observation Northing extent: 0.0151176928
** NB these are in radians
*Finding bandwidth. ..

using all regression points
This can take some time...
*Calibration will be based on 331 cases

*Adaptive kernel sample size limits: 16 331
*AICc minimisation begins...

Bandwidth AICc
113.340353425000 1180.498884148221
173.500000000000 1179.715811369127
233.659646575000 1179.317620609227
270.840352984737 1178.462460356497
293.819293318165 1178.101037827261
308.021059498406 1177.931653254631
316.798233715827 1177.939527102225
302.596467535587 1178.042093742507

** Convergence after 8 function calls
** Convergence: Local Sample Size= 308

R R A b A b A b I A b A I R S S S b e S b e S b S e S b I S b I S b S S S S S S S b S I S 2 e 4

* GLOBAL REGRESSION PARAMETERS *

BRI I I b S b e S b S b b b I S I I R b 2b R b 2E S b S b S b S b S 2 I S SR S 2 b I 2b b S 2 S

Diagnostic information...

Residual sum of squares......... 652.805346
Effective number of parameters.. 5.000000
IS e (1= T 1.415087
Akaike Information Criterion.... 1176.398733
Coefficient of Determination.... 0.063738
Adjusted r—-SQUArE....eeeereeenns 0.049334
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Parameter
Intercept
SLOPEMEA
ASPECTME
DEM MEAN
FIRSTQSO

Estimate
.651909905125
.032919320830
.000474363655
.000780478480
.351704883897

[oNeoNeoNeNe]

.531766969623
.009658112053
.057290477893
.000298165512
.496014651570

.106454610825
.408463239670
.008279973641
.617601394653
.725131034851

KA AR R AR A AR A AR A AR A AR A AR A AR A AR A AR A A A A A A Ak A A kA A kA A kA Ak Ak kA k%

*

GWR ESTIMATION

*

R R S R I S b e S b I S b I S I S R S b S b S b R S I e S b S b S S b I Sb b S Sb S db b S db S b e 4

Fitting Geographically Weighted Regression Model...
Number of observations
Number of independent variables... 5

(Intercept is variable 1)

Number of nearest neighbours
Number of locations to fit model..

Diagnostic information...
Residual sum of squares

Effective number of parameters..

Akaike Information Criterion....
Coefficient of Determination....
Adjusted r-square

331

334605

.352493
.406542

121286

.087360
.060741

R R A R I A b S b I A b S S R S 2 S db e S b e S b S I S b I S b I S b B S b S I S S b S 2 b S 2

*

F

OLS Residuals

GWR Improvement

GWR Residuals

1.9128

*

Label

Intrcept
SLOPEMEA
ASPECTME
DEM MEAN

ANOVA *
R I I b b e I I I I b S e I I I b b i I e e e I I b b b I b I b b b b b I b e e I b b b b b db h F
Source SS DF MS
652.8 5.00
16.5 4.35 3.7842
636.3 321.65 1.9784
b b I b I b b b b b b b i i 2 b b b b b I b b b b b b b b b I 2 b b b b b b b 2 b b b b b b b 4 2 b b b b b Y
PARAMETER 5-NUMBER SUMMARIES *
R e i b b b dh dh 2 2 b b b b I S S dh 2 b b b b Sb Sh dh 2 2 b b b b b b dh g g b b b b b Sh dh dh g b b b b b b Sh  db g §
Minimum Lwr Quartile Median Upr Quartile Maximum
0.499383 0.971357 1.595356 1.890553 2.893650
0.008141 0.029181 0.033044 0.039629 0.044196
-0.074313 -0.028336 -0.017150 -0.006125 0.006742
0.000510 0.000701 0.000958 0.001096 0.001401
0.272946 1.187594 1.609369 1.975336 2.398624

FIRSTQSO
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Outside

Far Out

LOWER

Outer Fence Far Out

Intrcept
0 4.
SLOPEMEA
0 0.
ASPECTME
0 0.
DEM MEAN
0 0.
FIRSTQSO
0 4.

648144

070974

060508

002283

338563

-1.786234

-0.002164

-0.094969

-0.000486

-1.175633

Outer Fence Outside

Inner Fence

-0.407439

0.013508

-0.061653

0.000107

0.005981

KA KA AR A AR A AR A AR A A I A A I A A A A I A A I AR I A A A A A Ak A Kk kkhk

*

*

* Test for spatial variability of parameters *

*

*

KA KA AR A AR A AR A AR A A I A A I A A I A A I A A I AR I AR I AR A A d A Ak Ak Kk ko k

Tests based on the Monte Carlo significance test
[1968,JRSB, 30(3),582-598]

procedure due to Hope

Parameter
Intercept
SLOPEMEA
ASPECTME
DEM MEAN
FIRSTQSO

)k Kk =

* %

*

Program terminates normally at:

= significant at
significant at 1% level
significant at 5% level

P-value
0.02000 *
0.20000 n/s
0.88000 n/s
0.18000 n/s
0.04000 *
.1% level

UPPER ----

Inner Fence

3.269349

0.055301

0.027192

0.001689

3.156949

Sun Jun 13 22:15:15 2004
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Table F.1. Residuals and t values for each independent variable in GWR are shown.

ID [TVAL 1|TVAL 2|TVAL 3|TVAL 4|TVAL 5| RRESID | STDRES

-0,879| 3,390 0,549 1,688 3,528| -0,438| -0,305

-0,872 3,283 0,681 1,540 3,319 -0,474 -0,333

0,171 2,954 0,282 1,408 3,195 -0,017 -0,011

-0,098| 3,177 0,279 1,603 3,456| -0,102| -0,070

3
4
5 0,087 3,032 0,274 1,505 3,253 | -0,701 -0,485
6
7
8

0,014 3,091 0,278 1,540 3,341 | 1,382 0,950

9| -0,031 3,124 0,284 1,545 3,406 | -0,017] -0,012

11] -0,178| 3,234 0,280 1,648 3,530| -0,705| -0,496

12| -0,614| 3,435 0,325 1,754 3,800| -0,305| -0,212

13 0,843 2,068 0,087 1,216 1,879| 0,066 0,046

526| -0,020| 2,929 0,132 1,926 2,790| 0,469 0,322

552 1,308 1,258 -0,087| 0,819 1,010( -0,429| -0,299

553 1,255 1,436 -0,033| 0,868 1,199[ -0,743| -0,520

36 0,316 2,815 0,246 1,395 2,940 1,106 0,764

46 0,443| 2,682 0,235 1,302 2,776| -1,002| -0,691

47 0,412 2,715 0,235 1,337 2,804 | 0,521 0,361

66 1,030 1,622 -0,031 1,073 1,363 | -0,551 -0,391

67 0,997 1,819 0,038 1,097 1,596 | -0,989 -0,683

68 0,991 1,314| -0,232 1,124 1,034 | 0,981 0,680

510 0,802 1,644| -0,129 1,239 1,362 -0,107 -0,074

70 0,298| 2,577 0,102 1,698 2,374|-0,084| -0,058

71 0,492 2,275 0,047 1,546 2,016| 0,542 0,375

72| 0,808 2,082 0,080 1,257 1,880 | 0,208 0,143

532 0,611 2,289 -0,108 1,683 1,528 -0,206| -0,142

76 0,720 2,115 0,063 1,346 1,889| 0,978 0,676

78 0,787 1,572 -0,223 1,314 1,258| 0,131 0,090

79 0,769 1,567| -0,327 1,502 1,217] -0,533| -0,366

470| -0,616| 3,463 0,289 1,816 3,805| -0,728| -0,505

83| -0,001 2,715| -0,157| 2,145| 2,068|-0,187| -0,128

84| -0,101 2,714 -0,192 2,181 2,136| 0,235 0,161

87| -0,839| 3,433| -0,051 2,483 3,047 1,436 0,982

86| -0,379| 3,076]| -0,093| 2,342 2,431| 0,107 0,073

89 0,481 2,066| -0,070 1,503 1,772| -0,044| -0,031

90 0,301 2,331 -0,014 1,674 2,033| 0,336 0,235

91| -0,068| 2,754 0,020 1,937 2,505|-0,827| -0,571

93 0,264| 2,175| -0,259 1,828 1,761| 0,547 0,378

94| -0,388| 2965| -0,119| 2,184| 2,592|-0,312| -0,215

96| -0,311 3,054 0,065 2,126 2,858 -0,994 -0,685

97 0,169| 2,516 0,019 1,781 2,241 -0,489| -0,339

98| -0,689| 3,281| -0,084| 2402 2,888]|-0,387| -0,266

99| -0490| 3,358 0,145| 2,167 3,356| 0,125 0,086

100| -0,596 3,453 0,155 2,185 3,504 | -0,081 -0,056

101| -0,933| 3,629 0,095| 2,256 3,714] -0,803| -0,556
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Table F.1. (Continued)

ID [TVAL 1|TVAL 2|[TVAL 3|TVAL 4|TVAL 5|RESID | STDRES
104 -1,007] 3631] 0019] 2,374] 3562]-0536] -0,369
106| -0,844| 3.454] -0,022] 2433] 3,193]-0,997] -0,683
107| -0,716] 3,494| 0,117] 2271] 3,502]-0,216] -0,148
527 -0,123| 3,042] 0,142 1,983| 2942] 0474 0325
109| -0,735] 3,555| 0,173] 2,107] 3,739]-0,594] -0410
110| -0,812] 3,588 0,161 2,117] 3,780]-0,588] -0,408
111] -0,693] 3531 0220 1,984] 3793]-0933] -0643
112] -0.688] 3520] 07247] 1,933] 3.808]-0211] -0,147
113| -0,793] 3,572] 0,207 2019] 3,824] 0,019] 0,013
114| -0,872] 3,602] 0,190] 2,046] 3,840] 1,760] 1,205
115] -0,967] 3.645| 0,139 2116] 3.838]-0,012] -0,008
116] -0,846] 3,600 0,166] 2092] 3.814]-0262] -0,181
117] -0,989] 3658 0,098] 2200] 3,791] 0,108] 0,074
118| -0,264| 3,296 0,262] 1,745] 3,564]-0,196] -0,136
119] -0253] 3287| 0273] 1,707] 3578]-0914] -0,632
120] -0,600] 3486| 0,186] 2,087] 3638]-0319] -0,219
121| -0,445] 3,395] 0,201 2,027] 3520[-1,022] -0,703
618] -0,429] 3398| 0247] 1,851 3,668]-0,795] -0,551
123] -0419] 3,393] 0225 1,929] 3592]-0732] -0505
126| -0,301| 3,322 0,247| 1,817| 3,548]-1,847] -1,281
131 0,351] 2,739] 0,198 1,498] 2738] 0,966] 0,670
133] 0,134] 2,781 o0,126] 1,810] 2627] 0481] 0,332
134 0212] 2816 0,172 1,697] 2,739]-0424] -0,293
138] -0445] 3219] 0090| 2208] 3,077] 0262] 0,180
142] -0,000] 3,108] 0,191] 1,894] 3,099]-1,126] -0,776
143| -0,433] 3,364| 0,181 2,087] 3,420]-0,264] -0,183
147] -0256] 3,178| o0,156| 2068] 3,109] 2225 1,523
148] -0312] 3251 0,168 2,061] 3.242]-0,145] -0,099
150 0,065] 2976 0,189 1,779] 2,950]-0,202] -0,140
151 -0,172] 3,234 0,265| 1,695] 3,484[-0496] -0,341
152| -0,191| 3247 o0,246| 1,775] 3,436]-1,002] -0,691
153] -0,141] 3,193] 0222] 1,829] 3294]-0453] -0,313
154| -0,052] 3,145| 0,272] 1,604] 3,388] 0,060] 0,041
155| -0,042] 3,115] 0,223] 1,750] 3,216]-1,180] -0,813
157] -0,034] 3,122] 0238] 1,712] 3249] 0,009] 0,006
158] 0,018] 3,088 0251 1,639] 3240] 0,040] 0,028
159| -0,003] 3,102] 0,246] 1670] 3,243[-1,313] -0,902
162| -0,181] 3241 0257 1,728] 3.466] 0,767] 0,532
163] -0,115] 3,194| o0260| 1,688] 3.408]-0668] -0466
164] -0,102] 3,181] o07248| 1,726] 3.350] 1,145] 0,786
165| -0,035] 3,130] 0,251 1,673] 3,294]-1,009] -0,703
166| 0,008] 3,098 0267 1586] 3,309 1467] 1,014
167| -0,022] 3,122 0,257 1642] 3,305]-1450] -1,012
541 -0,239] 3266 0,220] 1,893] 3,379]-0,706] -0486
169| -0,262] 3,291 0,232] 1861] 3452]-0,978] -0,678
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Table F.1. (Continued)

ID [TVAL 1|TVAL 2|[TVAL 3|TVAL 4|TVAL 5|RESID | STDRES
179 0,182] 2941 o0,248] 1500] 3,089]-0,359] -0,249
180 0,116 2,999 0,245] 1567] 3,139]-0,226] -0,156
183] 0,158] 2961] 07244| 1534] 3,097]-1277] -0,893
184] 0290] 2,809] 07208 1535] 2828]-0572] -0,394
185| -0,028] 3,095] 0215] 1,775] 3,158] 0,234] 0,162
187 0,052] 3,026] 0,214 1,728] 3,065 1,535] 1,065
188] 0,123] 2983] 0230] 1616] 3,070]-0400] -0,276
191] 0,198] 2922] 0237] 1535] 3,020]-0358] -0245
192] 0,057] 3,055] 0,251] 1,608] 3,205]-0,805] -0,555
193] 0,012] 3,117] 0635] 1,275] 1,893]-0,846] -0,583
195] -0,052] 3,157] 0650 1,313] 1,957]-0,066] -0,046
199] -0,136] 3,204| 0671 1,358] 2040]-1,114] -0,766
201 -0,198] 3222] 0,732] 1,335] 2,077] 6,239] 4,366
212| 0526 2,042] -0274] 1,830] 1,539]-0,008] -0,005
505| 0,281 2497] -0,164] 1,976 1,824]-0514] -0356
219] 0588 1.865] -0,313] 1,749] 1,437] 0,309] 0,214
549 0,874 1,898] 0,028 1,214] 1655]-0,003] -0,002
221] 1461] o0,785] -0,388] 1,218] 0,5540]-0,854] -0,596
222 1,373] 0914] -0386] 1,287] 0644 0,759] 0,527
223 1,274 1,010] -0,393] 1,335] 0,737 1,283] 0,887
342 -0,134| 3,037] -0001] 2,146] 2,230]-0,620] -0425
545| -0,022] 3,054] 0,193] 1,847] 3,037]-1,121] -0,773
226| 1,558] 0604] -0404] 1,121 o0402]-1,078] -0,747
227 1,438] o0696| -0417] 1,128] 0492 1,172] 0816
228 1452] o0,707| -0,413] 1,153] 0,498 1,378] 0,976
229 1541] o0585] -0414] 1,092] 0,394]-0,192] -0,134
231 1525 0559 -0415] 1,023] 0,373]-0,939] -0,655
232 1,396] 0,719] -0,385] 1,009] 0,499]-0454] -0,312
233] 1,186] 1,039] -0295] 1,059] 0,767]-0,737] -0,506
234 1,254 0947] -0,307] 1,019] 0685]-0,740] -0,508
235] 1,065 1,178 -0,322] 1,192] 0,892] 2,309] 1,608
236 1,102 1,147 -0,280] 1,003] 0,870]-0,033] -0,023
237| o0488] 2672] 0222] 1,361] 1,558] 0,181] 0,125
238] 0504 2657] 0229] 1,332] 1533] 0,702] 0,487
239 0423] 2769] o0326] 1,280] 1,578] 0,500] 0,346
493 -0684| 3508] 0299 2215] 2726]-0966| -0,667
241] 0385] 2810 0341] 1,301] 1,618|-0,134] -0,093
242] 0339] 2863] 0392] 1281] 1646 0234] 0,163
243] 0471] 2,711] 0299 1,266] 1533| 0,672] 0,467
627 0,061 3108] o0440] 1,5502] 1,953]-0,306] -0,210
495| 0,189 2,815] 0,012] 1,890 1,935] 0,232] 0,159
246] 0204 2989] 0414] 1,389] 1,797]-0,199] -0,140
247 0,329] 2.870] o0,364] 1,330] 1,674]-0586] -0405
249 0,289 2907] 0,356] 1,385] 1,729 0,042] 0,029
250| 0,234 2958] 0,355] 1,446] 1,797]-1,109] -0,766
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Table F.1. (Continued)

ID [TVAL 1|TVAL 2|[TVAL 3|TVAL 4|TVAL 5|RESID | STDRES
615] 0282 2846] 0283] 1,310] 3,080| 0917] 0,644
254 0,395] 2,772] 0230] 1450] 1668]|-0615] -0423
255 0,399] 2,728 o0,144] 1540] 1,688 -0,879] -0,608
257 0,271 2855] 0,159 1,646] 1,826] 0,218] 0,150
258] 0561 2499] 0,050] 1520] 1544]-0949] -0654
250 0,314] 2,755 0,063] 1,727] 1,806] 0,084] 0,058
260 0,492 2458 -0,068] 1,737] 1647]-0,631] -0,435
261 0384 2613] -0,021] 1,772] 1,750]-0,322] -0,220
263] 0541] 2490 0012] 1591 1,580]-0,789] -0,541
265| 0594 2,396] -0029] 1,600] 1534]-0466] -0,320
491 -0677] 3420] o0084] 2292] 3353]-0897] -0614
274 0,985 1463] -0,340] 1545] 1,075| 2,366] 1,645
278 -0,854] 3337] 0597] 1611 3465|-1,374] -0,960
280 -0,732] 3506| 0,285] 1,858] 3,828| 0,841] 0,585
475| -0,959| 3410 0524] 1,705] 3,491] 2,164 1491
282] -0,821| 3499 o0318] 1,811] 3,812] 0462] 0,321
283 -0,864| 3487| 0,365] 1,793] 3,755| 3,120] 2,178
284 -1,000] 3547] 0,320] 1,874] 3737|-1279] -0878
285 -0,963| 3564 0285] 1,904] 3795] 1,766] 1,217
286| -0,778| 3540| 0,253] 1,920] 3,838] 0,760] 0,523
287 -0,839] 3550 0,263] 1,912] 3840]-0,187] -0,128
479| -1,025] 3651 o0,161] 2077] 3,841]-0,191] -0,132
289] -0,916] 3573] 0,248] 1,926] 3,842]-0,701] -0,483
290| -0,837| 3571 0225] 1,968] 3,848| 4,300] 2,946
292 -0937] 3616] 0,191] 2031] 3852|-0480] -0,328
293 -0,972] 3611] 0209 1,992] 3847| 1,707] 1,172
294| -1,029] 3639] 0,1176] 2,024] 3,847]-1,045] -0,725
2095 -1,012] 3606] 0241] 1,975] 3,808| 0,006] 0,004
206 -1,069] 3641 0207] 2041] 3,797]-0,115] -0,080
297| -1,045] 3585] 0289 1,942] 3740 0,391] 0,270
298] -0,911] 3502] 0,359] 1,811] 3,743] 0491] 0,340
299| -0,946| 3511 0,359 1,824] 3,725| 7,236] 5,028
300] -0,992| 3486] 0425] 1,806] 3610]-0416] -0,292
301| -0,944| 3474] 0436 1,792] 3635]-0421] -0,291
302 -0,882] 3431 048] 1,739] 3608]-1,128] -0,790
303| -0,936| 3.400] 0535] 1,693] 3497]-1,300] -0,908
304 -0,924| 3350] 0589 1,620] 3414]-1,265] -0,881
305] -0,983] 3,395] 0575] 1,696] 3,395]-0524] -0,362
306] -0983] 3422 o0512] 1,718] 3.484]-0,895] -0,622
316] -0,963] 3461 0469 1,783] 3580]-0594] -0413
308| -1,004] 3448] 0490 1,761 3503] 1,986] 1,368
309] -0,940] 3491] 0394 1,804] 3688] 0,867] 0,596
310] -1,025] 3.480] 0451 1805] 3543 2523] 1,755
311 -0,953] 3486 0413] 1804] 3,657] 0,758] 0,521
312] -1,049] 3522] 0,396 1,863] 3598]-1,382] -0,979
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Table F.1. (Continued)

ID [TVAL 1|TVAL 2|[TVAL 3|TVAL 4|TVAL 5|RESID | STDRES
315] -1,003] 3505] 0455] 1,862] 3.445] 3430] 2,355
318] -0,979] 3.406] 0550 1,707 3,437]-0,728] -0,501
471 1234] 1,268] -0,108] o0,882] 1,011]-0578] -0,399
320] -1,056] 3,493 0445] 1828] 3515 0,747 0518
321 -1,042] 3445] 0537] 1,775] 3,390]-0,097] -0,067
322 -1,128] 3564] 0376] 1,952] 3518] 0468] 0,325
324 1,125 3531 0470] 1,936] 3,324] 0,951 0,663
325| -1,116] 3664| 0,180] 2066 3,781]-0,233] -0,163
327] -1,119] 3640] 0236 2,043] 3724] 3252] 2264
328] -1,169] 3,676] 00208] 2,144| 3672]-0,328] -0225
329] -1,156] 3,703] 0,133] 2,183 3,745[-0,700| -0,484
330 -1,137] 3,713] 0,042 2,362 3641]-0695] -0478
331] -1,201| 3693] 0212] 2261] 3538]|-0807] -0553
332] -1,159] 3591] 0,387 2,047] 3,391] 3,280] 2,261
467 -1162] 3629] 0293] 2070] 3582] 1,008] 0,761
334 -1,186] 3651 0,305] 2,191] 3409] 3,184 2,193
477] -0,857| 3,498 0,340] 1,805] 3,784| 1,714 1,188
336] -1,190] 3,706] 0,165] 2,253] 3637 0473] 0,328
337] -1,189] 3,718] 0,129] 2,335] 3,605]-0,260] -0,178
338] -1,191] 3703] 0,176] 2,381] 3422] 0,397 0274
339] -1,001| 3691] 0,115] 2,183] 3,798 0,310] 0,213
340| -0,276] 3,219] o0,110] 2,163] 2,371 -1414] -0,969
341 -0541] 3,390 0,140] 2,315] 2,617] 1,242] 0,853
507| 0,721 1,850] -0,287] 1,719] 1,363]-1,151] -0,788
344 o0276| 2,718] -0,012] 1,849] 1854 1,893] 1,307
502] 0,268] 2,932] 0480 1,234] 1680 0438] 0,302
346] 0,072] 2,931 0,039] 1,955] 2,044] 0271] 0,186
347] -0,083] 3,067 0,074] 2059 2,197]-0,057] -0,039
348 -0,196| 2,988] -0,078] 2,232] 2,265|-0291] -0,202
349] o0,114] 2993] 0,174] 1,790] 1,996]-0,850] -0,585
350 -0,053] 3,123] 0,189 1,911] 2,156] 1,189] 0,817
351 -1,006] 3596] 0430] 2,163] 3,035] 0,109] 0,075
352] -0,821| 3,559] 0357] 2,199 2,842]-0,986] -0675
353| -0,605] 3.476] 0417] 2,020] 2,620] 0,809] 0,558
355| -0,974] 3610] 0,322] 2281 3007]-1550] -1,074
356| -0,401] 3,386] 0,369] 1,960] 2,446]-0,745] -0512
357 -0,295| 3,321] 0312] 1,958 2.364]-0662] -0455
358| -0,651| 3.497] 0353] 2,127] 2,681]-0,853] -0,587
486| 0271 2,930] o0412] 1326 1,719] -0217] -0,150
360| -0,698] 3.494] 0,195] 2,345] 2,760]-0,744| -0,510
488| 0410] 2,778] 0,302] 1,330] 1,610] 0,033] 0,023
362 -0,987| 3577] -0012] 2,495] 3296]-0,868] -0,594
538] 0,773] 2,083 0,068] 1,297] 1866] 0,370] 0,257
364| -1,125| 3672] 0,137 2451 3232]-1,113] -0,771
365| -1,134| 3663] 0273] 2,329] 3242]-1,237] -0857
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Table F.1. (Continued)

ID [TVAL 1|TVAL 2|[TVAL 3|TVAL 4|TVAL 5|RESID | STDRES
368| -0,917| 3587] 0,165] 2450 2,978]-1,043] -0,718
530 0,514 2602] 0,132] 1,444] 1561 0,039] 0,027
372| -0,177] 3.266] 0467 1,664 2190]-1,054] -0,734
374| -0,008] 3,141 0592 1,352] 1,942] 0481 0,330
375] 0,055 3,110] 0503] 1,416] 1,923]-1,324] -0,924
376] -0,013] 3,153] 0548] 1416] 1,973]-0,807] -0555
624 0,251 2930] o0300] 1,5500] 1,802]-0496] -0,344
378] 0,046] 3,111 0537] 1,375] 1,911]-1,343] -0,926
379] -0,079| 3,198] 0544 1,478] 2,047]-1,027] -0,704
380 -0,130| 3,234] 0517] 1,557] 2,116]-0251] -0,172
385| -0,375| 3,319] 0,709] 1499| 2280]-0953] -0,653
390 -0,568] 3.456] 0477 1,921] 2567]-1,292] -0889
391 -0,245| 3301] 0512] 1,656 2,238]-1520] -1,047
392 -0,244| 3305] 0396 1,815] 2,289]-0,199] -0,138
393| -0,376] 3,372 0478] 1,797] 2,383] 0546] 0,377
413 -1,086] 3,558] 0497] 2022] 3,142]-1,360] -0,947
423| -0,883| 3448| 0,714] 1,752] 2,813] 0226] 0,157
433] -0433] 3,317 0,779] 1,455] 2,309] 0,293 0,201
434] -0956| 3,360 0609] 1643] 3,362]-0979] -0675
435] -0940| 3,314] o0680] 1584 3264] 0270 0,189
436| -1,008] 3,384| 0614] 1684 3,297]-1265] -0,883
437| -1,043] 3419] o0645] 1,752] 3,175| -1,266] -0,887
438 -1,080] 3467] o0566] 1,828] 3246]-0972] -0,675
439 -1,037| 3478] o0629] 1,853 3,066]-1,043] -0,723
440| 0,048] 3,103] o0578] 1,318] 1,885]-0,035] -0,024
442] 0202 2,993] 0459] 1,334 1,776] 4,434 3,058
443 0236] 2,961] 0437] 1,325 1,745]-0,087] -0,060
444] 0,137] 3,047] 0492] 1356] 1,835]-0623] -0431
445| 0,130 3,048] 0528] 1,309] 1,820] 0,086] 0,059
446] 0111] 3,057 o0564] 1.277] 1,819] 0464 0,320
447] 07249 2,950 o0470] 1,268 1,711]-0,144] -0,099
481 0,369] 2,833] 0406] 1227 1,598]-0,303] -0,209
469| -0998| 3518] 0364| 1,836] 3,683] 1457 1,009
450 0,200 2,991] o0508] 1.268] 1,748] 1,283] 0,885
626 -0,012] 3,151] 0,356] 1,670] 2,066]-0,955] -0,656
452 0,309 2,803 0427] 1261 1660] 0,171 0,119
480| -0,805| 3514 0,299] 1848 3,825] 0,304] 0,210
454 0313] 2,889] 0449] 1.223] 1,640] 0367] 0,253
548] 0,925] 1,791 0,002] 1,174] 1533]-0,927] -0,658
468 -1,107] 3,606] 0297] 1,998 3669] 0452] 0,312
499| 0,198 2,987 0545] 1,214 1,724] -0,189] -0,130
460] 0202 2,903] 0220] 1,593] 2,942] 0679] 0467
629 -0,121] 3208] 0625] 1,407] 2050]-0,924] -0,634
528| -0,278] 2,813] -0,188] 2,183] 2,349] 1511 1,038
464| 1,127] 1,5565| -0,021] 0986] 1,321] 0,448] 0,309
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Table F.1. (Continued)

ID [TVAL 1|TVAL 2|[TVAL 3|TVAL 4|TVAL 5|RESID | STDRES
492| -0959| 3,611 0,245] 2370] 3,005]-0452] -0,310
489| -0,357| 3,182] 0,006] 2,297 2,434]-0235] -0,162
490 -0607] 3,318] -0,013] 2438] 2664] 0,174] 0,119
516| 0411 2,785| 0,352 1,255| 1577]|-0,161] -0,112
509] 0,840 1,800] -0262] 1,639 1,272]-1,040] -0,715
550 1,201 1,491] -0,027] 0917] 1,252] 0,954] 0,663
551 1,201 1,428] -0,053] 0,918] 1,179] 0,093] 0,065
565| 0,132] 2,991 0258 1,524 3,156] 0,664 0,458
568| 0,141 2985] 0268 1486] 3,177| 0417] 0,290
571 o0,154| 2972] 0276 1,445] 3191 -0473] -0,328
570 0,080] 3,039 0264 1548] 3,225[-0,409] -0280
573| 0,252 2.876] 0,254 1419] 3,038]-0614] -0423
574] 0,194| 2936] 0272] 1426] 3138|-0441] -0,303
576| 0,293 2,837] 0253] 1,388] 2,990]-0677] -0,466
577] 0,237 2,890 0,284 1,346 3,131] 0,024] 0,017
578]| 0,206 2917] 0,289 1,354 3,178]-0,237] -0,165
579] 0,232 2898] 0279] 1,370] 3,120]-0,346] -0,236
582| 0,270 2.861] 0277] 1,341 3,074] 1,258] 0,865
581| 0,258] 2,869 0,285] 1,321] 3,113]-0,086] -0,060
583| 0,298] 2.833] 0,277] 1,314] 3,047]-0,135] -0,003
502| 0,372 2,759] 0,245] 1,347] 2,875|-0919] -0,630
585| 0,384 2,740] 00267] 1,248] 2941 -0376] -0,262
586 0,376] 2,754] 0,255] 1,299] 2,913]-1,140] -0,787
587| 0,419] 2710] 0248 1,285] 2,840]-0495] -0,341
588 0400 2,731] 07247] 1,311] 2,856]-0,060] -0,041
575| 0,233] 2,898] 0265] 1411] 3081] 0,621] 0,428
591 0,392] 2,739 0,244] 1,329] 2,854]-0,192] -0,132
504] 0,373] 2,753] 0,265] 1,266 2,946]-0,520] -0,358
505] 0,360 2,767] 0,260 1,293] 2948]-0,880] -0,607
506| 0,272] 2861] 0273] 1,353] 3,061]-0,345] -0,236
508| 0,273] 2,859 0,263] 1,376] 3,040]-0,183] -0,125
509] 0,230] 2,902 0274 1,388] 3,108] 0,157 0,108
600] 0,300] 2,831 0263] 1,348] 3,015| 0,590] 0,407
601] 0341] 2,791| 0252] 1,349] 2,935] 0,001] 0,001
602| 0,340] 2,790 o0,258] 1,325] 2,960]-0,693] -0477
603| 0,370] 2,761] 0251] 1,325] 2,901 0,642] 0,440
604] 0313] 2,817] 0257] 1353] 2,986]-1,083] -0,751
605] 0,2310] 2,820] 0253] 1,371] 2,973 1,104] 0,759
606 0,369] 2,761] 0,253] 1,317] 2910] 0,138] 0,095
607| 0,377 2,750] o0261] 1,274] 2,932]-0,630] -0434
609] 0404 2,723 0257] 1,263] 2,800] 0948 0,661
611] 0,318] 2,812] 0274] 1,303] 3,019] 0682] 0474
613] 0,331] 2,798] 0,275] 1,285] 3,010] 0222] 0,155
614| 0268 2862] 0280 1,331] 3,087] 1,741] 1,206
632] 0,732] 2,118] -0,139] 1,617] 1.404| 1,135] 0,783
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Table F.1. (Continued)

ID [TVAL 1|TVAL 2|[TVAL 3|TVAL 4|TVAL 5|RESID | STDRES
637] 1,205] 1,070] -0218] 0,892] 0,830]-0,321] -0,222
638] 1,312] 0990] -0,198] 0,798] 0,750]-0,784] -0,546
641 0,229 2887] 0228] 1543] 2949 0,966] 0,668
181] 0,189] 2,935] o0286] 1,379] 3,187] 0,180] 0,124
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APPENDIX G
THE SCRIPTS WRITTEN FOR THE THESIS

Spatial Moving Averages Routine for MatLAB

n = input('"Smoothing Factor :');
n=n+1;
[Ascend,Index]=sort(WholeDistance);
for i=2:332
for j=1:n
proximate(i-1,j)=Index(Index(j,i),1);
end
end
NewValue=zeros(331,1);
for i=1:331
for j=2:n
NewValue(i)=NewValue(i)+SEindex(proximate(i,j),2);
end
NewValue(i)=(NewValue(i)+SEindex(i,2))/n;
end

Database transformation Routine for MatLAB

%sum by polygon2 values
j=0;

i=1;

[m,n] = size(raw);

while i<(m+1)
sum=raw(i,3);

while (i<m)&(raw(i,1)==raw(i+1,1)) & (raw(i,2)==raw(i+1,2))
sum=sum-+raw(i+1,3);
i=i+1;
end
=it
rawout(j,1)=raw(i,1);
rawout(j,2)=raw(i,2);
rawout(j,3)=sum;
i=i+1;
end
=1
indexed(1,1)=1;
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Database transformation Routine for MatLAB (Continued)

indexed(1,2)=rawout(1,1);
indexed(1,3)=rawout(1,2);
indexed(1,4)=rawout(1,3)
[m,n] = size(rawout);

for i=1:(m-1)
if rawout(i,1)~=rawout(i+1,1)
=+,
end

)=
=rawout(i+1,1);
=rawout(i+1,2);

=rawout(i+1,3);

indexed(i+1,1
indexed(i+1,2
(i+1,3
(i+1,4

indexed(i+
indexed(i+
end

—_— ) -
N N N N

fori=1:m
j=indexed(i,1);

switch indexed(i,3)

case 1
final(j,2)=indexed(i,4);
case 2
final(j,3)=indexed(i,4);
case 3
final(j,4)=indexed(i,4);
case 4
final(j,5)=indexed(i,4);
case 5
final(j,6)=indexed(i,4);
case 6
final(j,7)=indexed(i,4);
case 7
final(j,8)=indexed(i,4);
case 8
final(j,9)=indexed(i,4);
case 9
final(j,10)=indexed(i,4);
case 10
final(j,11)=indexed(i,4);
end
final(j,1)=indexed(i,2);
end
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Geoformula of Aspect Map Classification for TNT Mips

if (Aspect_Value = -1)

{
Value =10

}
else if (Aspect_Value > 120)

{
Value = (240 — Aspect_Value) / 12
}

else

{

value = Aspect_Value/12

}
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