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ABSTRACT 
 
 

STATE ESTIMATION TECHNIQUES FOR SPEED 

SENSORLESS FIELD ORIENTED CONTROL OF INDUCTION 

MOTORS 

 

 

Akın, Bilal 

M.Sc. Department of Electrical and Electronics Engineering 

Supervisor: Prof. Dr. Aydin Ersak 

 

August, 2003 

 

This thesis presents different state estimation techniques for speed sensorlees 

field oriented control of induction motors. The theoretical basis of each algorithm is 

explained in detail and its performance is tested with simulations and experiments 

individually. 

First, a stochastical nonlinear state estimator, Extended Kalman Filter (EKF) 

is presented. The motor model designed for EKF application involves rotor speed, 

dq-axis rotor fluxes and dq-axis stator currents. Thus, using this observer the rotor 

speed and rotor fluxes are estimated simultaneously. Different from the widely 

accepted use of EKF, in which it is optimized for either steady-state or transient 

operations, here using adjustable noise level process algorithm the optimization of 

EKF has been done for both states; the steady-state and the transient-state of 

operations. Additionally, the measurement noise immunity of EKF is also 

investigated. 
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Second, Unscented Kalman Filter (UKF), which is an  updated version of 

EKF, is proposed as a state estimator for speed sensorless field oriented control of 

induction motors. UKF state update computations, different from EKF, are derivative 

free and they do not involve costly calculation of Jacobian matrices. Moreover, 

variance of each state is not assumed Gaussian, therefore a more realistic approach is 

provided by UKF. In this work, the superiority of UKF is shown in the state 

estimation of induction motor.  

Third, Model Reference Adaptive System is studied as a state estimator. Two 

different methods, back emf scheme and reactive power scheme, are applied to 

MRAS algorithm to estimate rotor speed. 

Finally, a flux estimator and an open-loop speed estimator combination is 

employed to observe stator-rotor fluxes, rotor-flux angle and rotor speed. In flux 

estimator, voltage model is assisted by current model via a closed-loop to 

compensate voltage model’s disadvantages. 

 

Keywords: Induction motor drive, sensorless field-oriented control, state estimation, 

EKF, UKF, MRAS 
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ÖZ 
 
 

HIZ DUYAÇSIZ ALAN YÖNLEND�RMEL� ENDÜKS�YON 

MOTOR DENET�M�NDE DURUM TAHM�N TEKN�KLER� 

 
 

Akın, Bilal 

Yüksek Lisans, Elektrik ve Elektronik Mühendisli�i Bölümü 

Tez Danı�manı : Prof. Dr. Aydın Ersak 

 

A�ustos,2003 

 
 
 

 Bu çalı�mada hız duyaçsız alan yönlendirmeli endüksiyon motor denetiminde 

uygulamaya yönelik durum tahmin yöntemleri geli�tirilmi�tir. Sunulan tüm 

yöntemlerin kuramsal içeri�i ayrıntılı olarak ara�tırılmı� ve bu yöntemlerin 

ba�arımları benzetim yoluyla ve deneysel olarak test edilmi�tir. 

 �lk olarak, do�rusal olmayan sistemlerde durum tahmini için geli�tirilmi� olan 

EKF yöntemi ele alınmı�tır. Bu yönteme uyarlanan motor modeli, rotor hızı, rotor 

akıları ve rotor akımları aynı anda birlikte tahmin edilmeye yönelik olarak 

tasarlanmı�tır. Genellikle EKF ba�arımı ya kararlı-durum ya da geçici-durum için 

ayrı ayrı olarak en iyilendirilmeye çalı�ılır. Burada kullanılan ANLP yöntemiyle 

desteklenerek EKF nin ba�arımı hem kararlı-durumda hem geçici-durumda birlikte 

en iyile�tirilmi�tir. Ek olarak EKF yönteminin ölçüm hatalarına olan duyarlılı�ıda 

test edilmi�tir. 

 EKF’  ye ek olarak EKF’nin geli�tirilmi� bir versiyonu olan UKF yöntemi, 

endüksiyon motorlarında bir durum tahmin tekni�i olarak sunulmu�tur. UKF 
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yönteminde sistemi do�rusal yapmak için uygulanan türev alma yöntemleri ve bu 

yöntemler için gerekli olan ve hesaplamaları zorla�tıran bazı basamaklar 

kullanılmamı�tır. Ayrıca UKF modeli belirsizlikleri gerçe�e daha yakın bir tarzda 

hesaplar. UKF nin bu üstün özelliklerinin motor durum tahminine nasıl olumlu 

yansıdı�ı gösterilmi�tir. 

 Bunlara ek olarak MRAS yöntemi de rotor hız tahmini için endüksiyon 

makinesi modeline uyarlanmı�tır. Bunun için MRAS modeli geri besleme ve reaktif 

güç yöntemleri  �eklinde isimlendirilen iki farklı algoritma ile denenmi� ve hız 

tahmini bu algoritmalarla yapılmı�tır. 

 Son olarakta, geli�tirilmi� bir akı tahmin yöntemi ve bir açık döngülü hız 

tahmin yöntemi durum tahmini için uygulanmı�tır. Bu yöntemlerle, stator-rotor 

akılarını, rotor hızını ve rotor açısını hesaplamak mümkündür. Burada kullanılan akı 

tahmin yönteminde gerilim yöntemi olarak bilinen akı tahmin yöntemi akım modeli 

ile kapalı bir döngü sayesinde desteklenmi�tir. 

Anahtar Kelimeler : Endüksiyon motor sürücüsü, sensörsüz alan yönlendirmeli 

kontrol, durum tahmini, EKF, UKF, MRAS  
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CHAPTER 1 
 
 
 
 

INTRODUCTION 
 
 
 

 

 Induction motors are relatively rugged and inexpensive machines. Therefore 

much attention is given to their control for various applications with different control 

requirements. An induction machine, especially squirrel cage induction machine, has 

many advantages when compared with DC machine. First of all, it is very cheap. Next, it 

has very compact structure and insensitive to environment. Furthermore, it does not 

require periodic maintenance like DC motors. However, because of its highly non-linear 

and coupled dynamic structure, an induction machine requires more complex control 

schemes than DC motors. Traditional open-loop control of the induction machine with 

variable frequency may provide a satisfactory solution under limited conditions. 

However, when high performance dynamic operation is required, these methods are 

unsatisfactory. Therefore, more sophisticated control methods are needed to make the 

performance of the induction motor comparable with DC motors. Recent developments 

in the area of drive control techniques, fast semiconductor power switches, powerful and 

cheap microcontrollers made induction motors alternatives of DC motors in industry.    

 The most popular induction motor drive control method has been the field 

oriented control (FOC) in the past two decades. Furthermore, the recent trend in FOC is 

towards the use of sensorless techniques that avoid the use of speed sensor and flux 

sensor. The sensors in the hardware of the drive are replaced with state observers to 

minimize the cost and increase the reliability.  
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This work is mainly focused on the state observers to estimate the states that are 

used in the FOC algorithms frequently. For this purpose, two different Kalman Filtering 

techniques, EKF and UKF, are employed to estimate rotor speed and dq-axis rotor 

fluxes. Using these techniques, one can obtain very precise flux and speed information 

as shown in the simulations and experimental results. Furthermore, model reference 

adaptive system (MRAS) is used to estimate the rotor speed. The back emf and the 

reactive power schemes are applied to MRAS which are superior to the previous MRAS 

schemes proposed in the literature. In this work, it is also shown that the rotor speed 

estimation performance of these schemes is quite satisfactory in the simulations and 

experimental results. Finally, a combination of well-known open loop observers, voltage 

model and current model, is used to estimate the rotor flux and rotor flux angle which 

are employed in direct field orientation.     

  

 

1.1 Overview of the Chapters   

This thesis is organized as follows: 

 The literature review is given in Chapter 2. The review mainly focused on field 

oriented control, sensorless control and state observers such as EKF, UKF and MRAS. 

The previous works are discussed briefly and compared with each other. 

 Chapter 3 presents a generalized dynamic mathematical model of the induction 

motor which can be used to construct various equivalent circuit models in different 

reference frames. A torque-speed control of induction machine with indirect field 

orientation is simulated to be familiar with the FOC.  

 Chapter 4 presents the theoretical background of space vector pulse width 

modulation (SVPWM) in detail. DSP implementation of SVPWM is also given in this 

part. Moreover, the simulation and the experimental results of SVPWM are illustrated. 

 Chapter 5 is devoted to Kalman filtering techniques. First the theoretical base of 

EKF is given in detail. The discretized model of the motor, which is applied to EKF, is 

studied for microcontroller implementation. Afterwards, derivative free, non-linear state 

estimator technique, UKF, is presented and compared with EKF. The performance of 

each technique is confirmed by simulations and experimental results.   
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 In Chapter 6, MRAS method is introduced to estimate the rotor speed. Two 

different schemes are applied to MRAS for this task. The stability analysis and 

discretized forms of both schemes are given for microcontroller implementation. The 

performance of these schemes is examined under varying conditions in simulations. The 

simulations are supported with the experimental results. 

 Chapter 7 summarizes the development of a flux estimator with a well known 

speed estimator. The originality of the flux estimator is emphasized and experimental 

results are added for both estimators.   

 Chapter 8 introduces the experimental setup and the software of this thesis 

briefly. 

 Chapter 9 summarizes the thesis and concludes with the contributions associated 

with the observation techniques employed in FOC.  
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CHAPTER 2 
 
 
 
 

LITERATURE REVIEW 
 
 

 An induction machine, a power converter and a controller are the three major 

components of an induction motor drive system. Some of the disciplines related to 

these components are electric machine design, electric machine modeling, sensing 

and measurement techniques, signal processing, power electronic design and electric 

machine control. It is beyond the scope of this research to address all of these areas: it 

will primarily focus on the issue related to the induction machine control. A 

conventional low cost volts per hertz or a high performance field oriented controller 

can be used to control the machine. This chapter reviews the principles of the field 

orientation control of the induction machines and outline major problems in its design 

and implementation. 

 

2.1 Induction Machine Control 
 The controllers required for induction motor drives can be divided into two 

major types: a conventional low cost volts per hertz v/f controller and torque 

controller [1]-[4]. In v/f control, the magnitudes of the voltage and frequency are kept 

in proportion. The performance of the v/f control is not satisfactory, because the rate 

of change of voltage and frequency has to be low. A sudden acceleration or 

deceleration of the voltage and frequency can cause a transient change in the current, 

which can result in drastic problems. Some efforts were made to improve v/f control 

performance, but none of these improvements could yield a v/f torque controlled drive 

systems and this made DC motors a prominent choice for variable speed applications. 

This began to change when the theory of field orientation was introduced by Hasse 
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and Blaschke. Field orientation control is considerably more complicated than DC 

motor control. The most popular class of the successful controllers uses the vector 

control technique because it controls both the amplitude and phase of AC excitation. 

This technique results in an orthogonal spatial orientation of the electromagnetic field 

and torque, commonly known as Field Oriented Control (FOC). 

 

2.2 Field Orientation Control of Induction Machine  

 The concept of field orientation control is used to accomplish a decoupled 

control of flux and torque. This concept is copied from dc machine direct torque 

control that has three requirements [4]: 

• An independent control of armature current to overcome the effects of 

armature winding resistance, leakage inductance and induced voltage; 

• An independent control of constant value of flux; 

If all of these three requirements are met at every instant of time, the torque will 

follow the current, allowing an immediate torque control and decoupled flux and 

torque regulation. 

Next, a two phase d-q model of an induction machine rotating at the synchronous 

speed is introduced which will help to carry out this decoupled control concept to the 

induction machine. This model can be summarized by the following equations (see 

chapter 3 for detail): 

 (2.1)     

       (2.2) 

          (2.3)      

          (2.4) 

                (2.5) 

          (2.6) 

          (2.7) 

          (2.8) 

          (2.9) 

 
                                                                                                                                                  (2.10) 
 
and it is quite significant to synthesize the concept of field-oriented control. In this 

model it can be seen from the torque expression (2.9) that, if the flux along the q-axis 

can be made zero then all the flux is aligned along the d-axis and, therefore, the 
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torque can be instantaneously controlled by controlling the current along q-axis. Then 

the question will be how it can be guaranteed that all the flux is aligned along the d-

axis of the machine. When three-phase voltages are applied to the machine, they 

produce three-phase fluxes both in the stator and the rotor. The three-phase fluxes can 

be represented in a two-phase stationary ( � -
�
) frame. If these two phase fluxes along 

( � -
�
) axes are represented by a single-vector then all the machine flux will be aligned 

along that vector. This vector is commonly specified as d-axis which makes an angle 

eθ with the stationary frame � -axis, as shown in Fig.2.1. The q-axis is set 

perpendicular to the d-axis. The flux along the q-axis in this case will be obviously 

zero. The phasor diagram Fig.2.1 presents these axes. When the machine input 

currents change sinusoidally in time, the angle eθ  keeps changing. Thus the problem 

is to know the angle eθ  accurately, so that the d-axis of the d-q frame is locked with 

the flux vector.  

 

 

       

 

 

 
 
 
 
 
 
 

 
 
 
 
 
 

Fig.2.1- Phasor Diagram of the Field Oriented Drive System  
 
 

The control inputs can be specified in two phase synchronously rotating d-q frame as 

ieds and ieqs such that ieds  being aligned with the d-axis or the flux vector. These two-

phase synchronous control inputs are converted into two-phase stationary quantities 

and then to three-phase stationary control inputs. To accomplish this the flux angle eθ  

eθ
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must be known precisely. The angle eθ can be found either by Indirect Field 

Orientation control (IFO) or by Direct Field Orientation control (DFO). The controller 

implemented in this fashion that can achieve a decoupled control of the flux and the 

torque is known as field oriented controller. The block diagram is shown in the 

Fig.2.2 In the field-oriented controller the flux can be regulated in the stator, air-gap 

or rotor flux orientation [1]-[4]. 

 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.2.2- Field Oriented induction Motor Drive System 
 

The control algorithm for calculation of the rotor flux angle eθ using IFO control is 

shown in the Fig 2.3. This algorithm is based on the assumption that, the flux along 

the q-axis is zero, which forces the command slip velocity to be )i.T/(iw e
dsr

e
qssl =  as a 

necessary and sufficient condition to guarantee that all the flux is aligned with d-axis 

and the flux along q-axis is zero. The angle eθ can then be determined as the sum of 

the slip and the rotor angles after integrating the respective velocities. This slip angle 

includes the necessary and sufficient condition for decoupled control of flux and 

torque. The rotor speed can be measured directly by using an encoder or can be 

estimated. In case the rotor speed is estimated, the control technique is known as 

sensorless control. This concept will be studied in detail in the following chapters. Fig 

2.4. shows the control algorithm block diagram for DFO control. In this technique the 

flux angle eθ  is classically calculated by sensing the air-gap flux through the use of 
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flux sensing coils, or can be calculated by estimating the flux along the � -
�
 axes using 

the voltage and current signals. 

 
 

           

 

 
 
 
 
 
 

Fig.2.3- Indirect Field Oriented Drive System 
 
 

 
 

 
 
 
 
 
 

 
Fig.2.4- Direct Field Oriented Drive System 

 
2.2.1 Indirect Field Orientation Control 

 

In indirect field orientation, the synchronous speed we is the same as the 

instantaneous speed of the rotor flux vector e
drψ  and the d-axis of the d-q coordinate 

system is exactly locked on the rotor flux vector (rotor flux vector orientation). This 

facilities the flux control through the magnetizing current e
dsi by aligning all the flux 

with the d-axis while aligning the torque-producing component of the current with the 

q-axis. After decoupling the rotor flux and torque-producing component of the current 

components, the torque can be instantaneously controlled by controlling the current 

e
qsi . The requirement to align the rotor flux with the d-axis of the d-q coordinate 

system means that the flux along the q-axis must be zero. This means that  (2.7) 

becomes m
e
qrr

e
qs L/)iL(i −= and the current through the q-axis of the mutual 

inductance is zero.  
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 These relations suggest that flux and torque can be controlled independently 

by specifying d-q axis currents provided the slip frequency is satisfied (2.11) at all 

instants.  

The concept of indirect field oriented control developed in the past has been 

widely studied by researchers during the last two decades. The rotor flux orientation 

is both the original and usual choice for the indirect orientation control. Also the IFO 

control can be implemented in the stator and air-gap flux orientation as well. De 

Doncker [5] introduced this concept in his universal field oriented controller. In the 

air-gap flux the slip and flux relations are coupled equations and the d-axis current 

does not independently control the flux as it does in the rotor flux orientation. For the 

constant air-gap flux orientation, the maximum of the produced torque is %20 less 

than that of the other two methods [3]. In the stator flux orientation, the transient 

reactance is a coupling factor and it varies with the operating conditions of the 

machine. In addition, Nasar [3] shows that among these methods, rotor flux oriented 

control has linear torque curve. Therefore, the most commonly used choice for IFO is 

the rotor flux orientation. 

The IFOC is an open loop, feed-forward control in which the slip frequency is 

fed-forward guaranteeing the field orientation. This feed-forward control is very 

sensitive to the rotor open circuit time constant, τr. Therefore, τr must be known in 

order to achieve a decoupled control of torque and flux components by controlling 

e
ds

e
qs iandi , respectively. When τr is not set correctly, the machine is said to be detuned 

and the performance will become sluggish due to loss of decoupled control of torque 

and flux. The measurement of the rotor time constant, its effects on the system 

performance and its adaptive tuning to the variations resulting during the operation of 

the machine have been studied extensively in the literature [6-8]. Lorenz, Krishnan 

and Novotny [6-8] studied the effect of temperature and saturation level on the rotor 

time constant and concluded that it can reduce the torque capability of the machine 

and torque/amps of the machine. The detuning effect becomes more severe in the 

field-weakening region. Also, it results in a steady-state error and, transient 
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oscillations in the rotor flux and torque. Some of the advanced control techniques 

such as estimation theory tools and adaptive control tools are also studied to estimate 

rotor time constant and other motor parameters [25, 26, 29, 30, 31, 50, 61-63]  

 

2.2.2 Direct Field Orientation  

The DFO control and sensorless control rely heavily on accurate flux 

estimation. DFOC is most often used for sensorless control, because the flux observer 

used to estimate the synchronous speed or angle can also be used to estimate the 

machine speed. Investigation of ways to estimate the flux and speed of the induction 

machine has also been extensively studied in the past two decades. Classically, the 

rotor flux was measured by using a special sensing element, such as Hall effect 

sensors placed in the air-gap. An advantage of this method is that additional required 

parameters, Llr, Lm, and Lr are not significantly affected by changes in temperature 

and flux level. However, the disadvantage of this method is that a flux sensor is 

expensive and needs special installation and maintenance. Another flux and speed 

estimation technique is saliency based with fundamental or high frequency signal 

injection. One advantage of saliency technique is that the saliency is not sensitive to 

actual motor parameters, but this method fails at low and zero speed level. When 

applied with high frequency signal injection [9], the method may cause torque ripples, 

and mechanical problems.  

Gabriel [10] avoided the special flux sensors and coils by estimating the rotor 

flux from the terminal quantities (stator voltages and currents). This technique 

requires the knowledge of the stator resistance along with the stator, rotor leakage 

inductances and magnetizing inductance. This method is commonly known as the 

Voltage Model Flux Observer (VMFO). The stator flux in the stationary frame can be 

estimated by the equations: 

 

(2.13)

                 (2.14) 

Then the rotor flux can be expressed as: 

 

                         (2.15) 

                 (2.16) 
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where )L/LL(L r
2
ms −=σ  is the transient leakage inductance. 

In this model, integration of the low frequency signals, dominance of stator resistance 

voltage drop at low speed and leakage inductance variation result in a less precise flux 

estimation. Integration at low frequency is studied by [11] and three different 

alternatives are given. Estimation of rotor flux from the terminal quantities depends 

on parameters such as stator resistance and leakage inductance. The study of 

parameter sensitivity shows that the leakage inductance can significantly affect the 

system performance such as stability, dynamic response, and utilizations of the 

machine and the inverter.  

 The Current Model Flux Observer (CMFO) is an alternative approach to 

overcome the problems of leakage inductance and stator resistance at low speed. In 

this model flux can be estimated as: 

 

                     (2.17) 

 

                  (2.18) 

 

However, it does not work well at high speed due to its sensitivity to the rotor 

resistance. Jansen [12] did an extensive study on VMFO and CMFO based direct field 

orientation control, discussed the design and accuracy assessment of various flux 

observers, compared them, and analyzed the alternative flux observers. To further 

improve the observer performance, closed-loop rotor flux observers are proposed 

which use the estimated stator current error [12-13] or the estimated stator voltage 

error [13] to estimate the rotor flux. Furthermore, Lennart [14] proposed reduced 

order observers for this task. 

 

2.3 Variable Speed Control Using Advanced Control Algorithms 

 

 There are two issues in motion control using field-oriented controlled (FOC) 

induction machine drives. One is to make the resulting drive system and the controller 

robust against parameter deviations and disturbances. The other is to make the system 

intelligent e.g. to adjust the control system itself to environment changes and task 

requirements. If the speed regulation loop fails to produce the command current 
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correctly, than the desired torque response will not be produced by the induction 

machine. In addition, such a failure may cause the degradation of slip command as 

well. As a result, a satisfactory speed regulation is extremely important not only to 

produce desired torque performance from the induction machine but also to guarantee 

the decoupling between control of torque and flux. 

 Conventionally, a PI controller has been used for the speed regulation to 

generate a command current for last two decades, and accepted by industry because of 

its simplicity. Even though, a well-tuned PI controller performs satisfactorily for a 

field-oriented induction machine during steady state. The speed response of the 

machine at transient, especially for the variable speed tracking, may sometimes be 

problematic. In last two decades, alternative control algorithms for the speed 

regulation were investigated. Among these, fuzzy logic, sliding mode, and adaptive 

nonlinear control algorithms gained much attention, however these controllers are not 

in the scope of this thesis. 

 A traditional rotor flux-oriented induction machine drive offers a better 

control performance but it often requires additional sensors on the machine. This adds 

to the cost and complexity of the drive system. To avoid these sensors on the 

machine, many different algorithms are proposed for the last three decades to estimate 

the rotor flux vector and or/ rotor shaft speed. The recent trend in field-oriented 

control is to use such algorithms based on the terminal quantities of the machine for 

the estimation of the fluxes and speed. They can easily be applied to any induction 

machine. Therefore, our focus in this study is also on these algorithms. 

 Before looking into individual approaches, the common problems of the speed 

and flux estimation are discussed briefly for general field-orientation and state 

estimation algorithms. 

• Parameter sensitivity: One of the important problems of the sensorless 

control algorithms for the field-oriented induction machine drives is the 

insufficient information about the machine parameters which yield the 

estimation of some machine parameters along with the sensorless 

structure. Among these parameters stator resistance, rotor resistance and 

rotor time-constant play more important role than the other parameters 

since these values are more sensitive to temperature changes. The 

knowledge of the correct stator resistance rs, is important to widen the 

operation region toward the lower speed range. Since at low speeds the 
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induced voltage is low and stator resistance voltage drop becomes 

dominant, a mismatching stator resistance induces instability in the 

system. On the other hand, errors made in determining the actual value of 

the rotor resistance rr, may cause both instability of the system and speed 

estimation error proportional to rr [15]. Also, correct τr value is vital 

decoupling factor in IFOC.   

• Pure Integration: The other important issue regarding many of the 

topologies is the integration process inherited from the induction machine 

dynamics where an integration process is needed to calculate the state 

variables of the system. However, it is difficult both to decide on the initial 

value, and prevent the drift of the output of a pure integrator. Usually, to 

overcome this problem a low-pass filter replaces the integrator.                     

•  Overlapping-loop Problems: In a sensorless control system, the control 

loop and the speed estimation loop may overlap and these loops influence 

each other. As a result, outputs of both of these loops may not be designed 

independently; in some bad cases this dependency may influence the 

stability or performance of the overall system.                                                                           

 

The algorithms, where terminal quantities of the machine are used to estimate the                      

fluxes and speed of the machine, are categorized in two basic groups. First one                      

is "the open-loop observers," in a sense that the on-line model of the machine does                      

not use the feedback correction. Second one is "the closed-loop observers" where                      

the feedback correction is used along with the machine model itself to improve the                      

estimation accuracy. These two basic groups can also be divided further into 

subgroups based on the control method used. These can be summarized as:           

 

Open-loop observers based on;            

 -     Current model, 

 -     Voltage model,                                     

-     Full-order observer,          
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Closed loop observers based on; 

- Model Reference Adaptive Systems (MRAS),                                

- Kalman filter techniques,   

- Adaptive observers based on both voltage and current model,                              

- Neural network flux and speed estimators,                                

- Sliding mode flux and speed estimators.   

 

  Open-loop observers, in general, use different forms of the induction machine 

differential equations. Current model based open-loop observers [12]-[14] use the 

measured stator currents and rotor velocity. The velocity dependency of the current 

model is very important since this means that although using the estimated flux 

eliminates the flux sensor, the position sensor is still required. On the other hand, 

voltage model based open-loop observers [12]-[14] use the measured stator voltage 

and current as inputs. These types of estimators require a pure integration that is 

difficult to implement for low excitation frequencies due to the offset and initial 

condition problems. Cancellation method open-loop observers can be formed by using 

measured stator voltage, stator current and rotor velocity as inputs, and use the 

differentiation to cancel the effect of the integration. However, it suffers from two 

main drawbacks. One is the need for the derivation which makes the method more 

susceptible to noise than the other methods. The other drawback is the need for the 

rotor velocity similar to current model. A full-order open-loop observer, on the other 

hand, can be formed using only the measured stator voltage and rotor velocity as 

inputs where the stator current appears as an estimated quantity. Because of its 

dependency on the stator current estimation, the full order observer will not exhibit 

better performance than the current model. Furthermore, parameter sensitivity and 

observer gain are the problems to be tuned in a full order observer design [16].  These 

open-loop observer structures are all based on the induction machine model, and they 

do not employ any feedback. Therefore, they are quite sensitive to parameter 

variations, which yield the estimation of some machine parameters along with the 

sensorless structure.       

On the other hand, some kind of feedback may be helpful to produce more 

robust structures to parameter variations. For this purpose many closed-loop 

topologies are proposed using different induction machine models and control 

methods. Among these MRAS attracts attention and several different algorithms are                      
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produced. In MRAS, in general, a comparison is made between the outputs of two                      

estimators. The estimator which does not contain the quantity to be estimated can                      

be considered as a reference model of the induction machine. The other one which                      

contains the estimated quantity, is considered as an adjustable model. The error 

between these two estimators is used as an input to an adaptation mechanism. For 

sensorless control algorithms most of the times the quantity which differs the 

reference model from the adjustable model is the rotor speed. The estimated rotor 

speed in the adjustable model is changed in such a way that the difference between 

two estimators converges to zero asymptotically, and the estimated rotor speed will be 

equal to actual rotor speed. The basics of the analysis and design of MRAS are 

discussed in [2, 17]. In [15, 18, 19] voltage model is assumed as reference model, 

current model is assumed as the adjustable model and estimated rotor flux is assumed 

as the reference parameter to be compared. In [20] similar speed estimators                      

are proposed based on the MRAS, and a secondary variable is introduced as the                      

reference quantity by letting the rotor flux through a first-order delay instead of                      

a pure integration to nullify the offset. However, their algorithms produce inaccurate 

estimated speed if the excitation frequency goes below certain level. In addition these                       

algorithms suffer from the machine parameter uncertainties since the parameter 

variation in the reference model cannot be corrected. [19, 21] suggest an alternative 

MRAS based on the electromotive force rather than the rotor-flux as reference 

quantity for speed estimation where the integration problem has been overcome. 

Further in [21], another new auxiliary variable is introduced which represents the 

instantaneous reactive power for maintaining the magnetizing current. In this MRAS 

algorithm stator resistance disappear from the equations making the algorithm robust 

to that parameter. Zhen [22] proposed an interesting MRAS structure that is built with 

two mutual MRAS schemes. In this structure, the reference model and the adjustable 

models are interchangeable. For rotor speed estimation, one model is used as 

reference model and other model is used as adjustable model. The pure integration is 

removed from reference model. For stator resistance estimation the models switch 

their roles. [23-24] supported the MRAS scheme with ANN using its training and 

modeling of non-linear systems. MRAS scheme is also used for the on-line adaptation 

of the motor parameters in field oriented control techniques [25-26]. 

 Kalman filter (KF) is another method employed to identify the speed and 

rotor-flux of an induction machine based on the measured quantities such as stator 
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current and voltage [27,28]. Kalman filter approach is based on the system model and 

a mathematical model describing the induction motor dynamics for the use of Kalman 

filter application. Parameter deviations and measurement disturbance are taken into 

consideration in KF. For this purpose covariance matrices of the KF must be properly 

initialized. KF itself works for linear systems, so for non-linear induction motor 

model extended Kalman filter (EKF) is used. However, KF approach is 

computationally intensive and depends on the accuracy of the model of the motor. In 

the EKF model proposed by [28], one can estimate rotor fluxes and rotor speed which 

makes the field orientation. EKF is also used for online parameter estimation of 

induction motor [29-31]. Reduced order models are also proposed to shorten and 

speed up the complex EKF algorithm [32]. A new KF technique for non-linear 

systems, Unscented Kalman Filter (UKF), is applied to induction machine state 

estimation in this thesis [33]. UKF is a derivative free KF technique which avoids 

costly calculation of Jacobian matrix, linearization and biasedness of the estimates 

[34-36]. 

Another method used for the sensorless control of induction motor is the 

neural network technique, which is based on a learning process. It has the advantage 

of tolerating machine parameter uncertainties. For speed estimation, a two-layered 

neural network, based on back propagation technique, is used and the neural network 

outputs are compared with the actual measurement values and error then back-

propagated to adjust the weights such that the estimated speed converges to actual 

one. The neural network based sensorless control algorithms have the advantages of 

fault-tolerant characteristics. However, because of the neural network learning 

process these algorithms may suffer from the computational intensity. 

Another approach is sliding mode control for FOC of induction machine. In 

the sliding mode technique, the control action is very strong and being switched into 

either “on”  or “off”  at high frequency. The command signals control directly the 

power devices. This type of control is also favorable because “on-off”  is the only 

admissible mode of operation for the power converters. Therefore, it seems more 

natural to employ the algorithm towards discontinuous control. 

In addition to the algorithms mentioned above, some of the proposed work is 

hard to classify because of their combined structure. For instance, [37-38] propose 

open-loop observer structures based on voltage model of the induction machine and 

attempt to avoid integration problem by using different low-pass filter structures. On 
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the other hand, some works use both voltage and current models of the induction 

machine to construct an open-loop observer structure and claims that rotor-flux 

estimation is insensitive to rotor time-constant variations. In [39], a nonlinear high-

gain observer structure is proposed, and it is claimed that with the exact knowledge of 

stator resistance, flux and speed estimation convergence is guaranteed.    

      

2.4 CONCLUSIONS  

 

The literature review of DFOC, IFOC, flux, position and velocity estimation 

and speed control can be summarized as:    

• The DFOC and IFOC are the methods for instantaneous torque and speed control 

of an induction motor drive system. These methods can be implemented with or 

without a speed sensor. An IFOC is synthesized by properly controlled slip-

frequency which is necessary for the field-orientation.  

• The main problem of an IFO drive system is the rotor time-constant deviation. 

The drive system torque control performance decreases if the rotor time-constant 

is not set precisely. Therefore, on-line estimation is necessary and is one of the 

main challenges for better performance of an IFOC. Most of the techniques 

proposed so far either need some special hardware or are very complex with 

respect to the software and require intensive calculations which put extra burden 

on the processor.       

• The main problem in DFO control is precise rotor flux or position observation. 

This observation from terminal quantities is more desirable than the one including 

additional hardware. 

• Voltage model and current model flux observers are the two most common ways 

to estimate the flux using the terminal quantities. The voltage model flux observer 

is dominated by stator IR drop at low speed, whereas the current model flux 

observer has problems of rotor time constant variations. Also the current model 

flux observer requires the rotor speed. Therefore, if the flux observer is being used 

for the sensorless control, an error in the estimated speed will be fed back in to the 

system. Thus will affect the observer accuracy.     

• The proposed open-loop observers can be simple in the structure but they are 

susceptible to variety of errors that become specially detrimental at low stator 
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frequencies, including measurement, noise digital approximation errors, parameter 

detuning and DC offset in measurements, which ultimately may drive the observer 

instability.  

• For the time-varying system model problems, closed-loop observers are proposed 

here feedback correction is used along with the machine model itself to improve 

the estimation accuracy. The algorithmic complexity and calculation intensity 

looks higher when compared with former solutions but the recent processors are 

fast enough to solve these algorithms in real-time applications. They also require a 

strong mathematical background to deal with. Their state estimation performance 

is studied in many applications and they are proved to be good alternatives for 

high performance ac drive area.  
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CHAPTER 3 
 
 
 
 

INDUCTION MACHINE MODELING AND FOC SIMULATION 
 
 

3.1 The Induction Motor 
 
 

The two names for the same type of motor, Induction motor and 

Asynchronous motor, describe the two characteristics in which this type of motor 

differs from DC motors and synchronous motors. Induction refers to the fact that the 

field in the rotor is induced by the stator currents, and asynchronous refers to the fact 

that the rotor speed is not equal to the stator frequency. No sliding contacts and 

permanent magnets are needed to make an induction motor work, which makes it 

very simple and cheap to manufacture. As motors, they rugged and require very little 

maintenance. However, their speeds are not as easily controlled as with DC motors. 

They draw large starting currents, and operate with a poor lagging factor when lightly 

loaded. 

 

3.1.1 Construction of the Three Phase Induction Motors (Physical Layout) 

  

Most induction motors are of the rotary type with basically a stationary stator 

and a rotating rotor. The stator has a cylindrical magnetic core that is housed inside a 

metal frame. The stator magnetic core is formed by stacking thin electrical steel 

laminations with uniformly spaced slots stamped in the inner circumference to 

accommodate the three distributed stator windings. The stator windings are formed 

by connecting coils of copper or aluminum conductors that are insulated from the slot 

walls.  

 The rotor consists of a cylindrical laminated iron core with uniformly spaced 

peripheral slots to accommodate the rotor windings. In this thesis a squirrel cage rotor 
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induction motor is used. It has uniformly spaced axial bars that are soldered onto end 

rings at both ends. After the rotor core laminations are stacked in a mold, the mold is 

filled with molten aluminum. There is no insulation between the bars and alls of the 

rotor slots.   

 
3.2 Mathematical Model of Induction Motor  

During the entire report, a complex vector notation and some reference frame 

conversions are used. Since this is quite essential to the understanding of the rest of 

the theory, it will shortly be described in the next subsection. 

 

3.2.1 Three-Phase Transformations 

In the study of generalized machine theory, mathematical transformations are 

often used to decouple variables, to facilitate the solutions of difficult equations with 

time varying coefficients, or to refer all variables to a common reference frame [39].  

 The most commonly used transformation is the polyphase to orthogonal two-

phase (or two-axis) transformation. For the n-phase to two-phase case, it can be 

expressed in the form: 

]f)][(T[]f[ n,........2,1xy θ=                   (3.1) 
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and α  is the electrical angle between the two adjacent magnetic axes of a uniformly 

distributed n-phase windings. The coefficient n/2 , is introduced to make the 

transformation power invariant. 

 Important subsets of the general n-phase to two-phase transformation, though 

not necessarily power invariant, are briefly discussed in the following part.    
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           Fig.3.1- Relationship between the ���  abc quantities  

3.2.2 Clark Transformation 

 The Clark transformation is basically employed to transform three-phase to 

two-phase quantities. The two-phase variables in stationary reference frame are 

sometimes denoted as �  and � . As shown in Fig.3.1 the � -axis coincides with the 

phase-a axis and the � -axis lags the � -axis by 900.  

]f][T[]f[ abc00 αβαβ =                   (3.3) 

where the transformation matrix, ]T[ 0αβ , is given by: 
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The inverse transformation is: 
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3.2.3 Park Transformation 

The Park’s transformation is a well-known transformation that converts the  

quantities to to-phase synchronously rotating frame. The transformation is in the form 

of:  

]f)][(T[]f[ abcd0dq0dq θ=                  (3.6) 
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where the dq0 transformation matrix is defined as : 
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and the inverse is given by: 
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where the dθ  is the transformation angle. 

The positive q-axis is defined as leading the positive d-axis by 900 in the 

original Park’s transformation. Some authors define the q-axis as lagging the d-axis 

by 900.The transformation with q-axis lagging d-axis is given by: 
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with an inverse given by: 
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where qθ  is the transformation angle when q-axis is leading. 
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The relationship between the qd and θθ  is: 

 
2dq

π+θ=θ                  (3.11) 

One can show that ]T[and]T[ 0qd0dq , are basically the same, except for the ordering of 

the d and q variables. Both of the alternatives are shown in Fig.3.2 and Fig.3.3. 

 

 

 

 

 

 
 
 
 
 
 

 
 

      Fig.3.2- Relationship between     Fig.3.3 - Relationship between 
        the dq and the abc quantities                               the qd and the abc quantities 
 
3.3 Circuit Model of a Three Phase Induction Motor 
 
Using the coupled circuit approach and motor notation, the voltage equations of the 

magnetically coupled stator a rotor circuit can be written as follows:  

Stator Voltage Equations: 

V
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d
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V
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d
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V
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Rotor Voltage Equations: 
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In matrix notation, the flux linkages of the stator and rotor windings, in terms 

of the winding inductances and currents, may be written compactly as  

 turns.Wb
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( )
( )

( )
( )t

crbrar
abc
r

t
csbsas

abc
s

t
crbrar

abc
r

t
csbsas

abc
s

i,i,ii

i,i,ii

,,

,,

=

=

ψψψ=ψ

ψψψ=ψ

              (3.15) 

and the superscript T denotes the transpose of the array. 

 The sub-matrices of the stator-to-rotor and rotor-to-rotor winding inductances 

are of the form: 
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Those of the stator-to-rotor mutual inductances are dependent on the rotor angle, that 

is: 
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where Lls is the per phase stator winding leakage inductance, Llr is the per phase rotor 

winding leakage inductance, Lss is the self inductance of the stator winding, Lrr is the 

self inductance of the rotor winding, Lsm is the mutual inductance between stator 

windings, Lrm is the mutual inductance between rotor windings, and Lsr is the peak 

value of the stator to rotor mutual inductance. 

Note that the idealized machine is described by six first-order differential 

equations, one for each winding. These differential equations are coupled to one 
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             cs 
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another through the mutual inductance between the windings. In particular, the stator-

to-rotor coupling terms vary with time. Transformations like the dq or ���  can 

facilitate the computation of the transient solution of the above induction motor 

model by transforming the differential equations with time-varying inductances to 

differential equations with constant inductances.   

 

3.4 Machine Model in Arbitrary dq0 Reference Frame 

 The idealized three-phase induction machine is assumed to have symmetrical 

airgap. The dq0 reference frames are usually selected on the basis of conveniences or 

computational reduction. The two commonly used reference frames in the analysis of 

induction machine are the stationary and synchronously rotating frames. Each has an 

advantage for some purpose. In the stationary rotating reference, the dq variables of 

the machine are in the same frame as those normally used for the supply network. In 

the synchronously rotating frame, the dq variables are steady in steady-state. Here, 

firstly the equations of the induction machine in an arbitrary reference frame which is 

rotating at a speed of (w) in the direction of the rotor rotation will be derived. Those 

if the induction machine in the stationary frame can then be obtained by setting w=0, 

and those for the synchronously rotating frame are obtained by setting w = we. The 

relationship between the abc quantities and dq0 quantities of a reference frame 

rotating at an angular speed, w, is shown in Fig.3.4.             

   

  

 

 

 
 
 
 
 
 
 

 
Fig.3.4- Relationship between abc and arbitrary dq0 
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The transformation equation from abc to this dq0 reference frame is given by: 
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              (3.18) 

 
where the variable f can be the phase voltages, current, or flux linkages of the 

machine. The transformation angle, � (t), between the q-axis of the reference frame 

rotating at a speed of w and the a-axis of the stationary stator winding may be 

expressed as : 


 θ+=θ
t

0
.rad.elec)0(dt)t(w)t(              (3.19) 

Likewise, the rotor angle, � r(t), between the axes of the stator and rotor a-phases for a 

rotor rotating with speed wr (t) may be expressed as:  


 θ+=θ
t
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3.4.1 dq0 Voltage Equations 

 
In matrix notation, the stator winding abc voltage equations can be expressed 

as: 
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Applying the transformations given in (3.7) and (3.8), to the voltage, current 

and flux linkages eqn. (3.21) becomes  
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solving the equation above it becomes: 
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3.4.2 qd0 Flux Linkage Relation 

The stator qd0 flux linkages are obtained by applying Tqd0 ( � ) to the stator abc 

flux linkages in (3.14). 
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skipping the transformation steps the stator and the rotor flux linkage relationships 

can be expressed compactly: 
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(3.27)         

 

Substituting the (3.27) into voltage equations and then grouping q, d, 0, and �  terms 

in the resulting voltage equations, we obtain the voltage equations that suggest the 

equivalent circuit shown in Fig.3.5. 

 

 

 

 

 

 

 

 

 

Fig.3.5- Equivalent circuit representation of an induction machine in the arbitrary 

reference frame 
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Fig.3.5- (continued) Equivalent circuit representation of an induction machine in the 

arbitrary reference frame 

 
3.4.3 qd0 Torque Equations 
 
  The sum of the instantaneous input power to all six windings of the stator and rotor 

is given by : 

Wivivivivivivp crcrbrbrararcscsbsbsasasin ′′+′′+′′+++=           (3.28)

          

in terms of dq quantities 

W)iv2iviviv2iviv(
2

3
p r0r0drdrqarqrs0s0dsdsqsqsin ′′+′′+′′+++=              (3.29) 

Using stator and rotor voltages to substitute for the voltages on the right hand side of 

(3.29) , we obtain three kinds of terms: iwand,pi,ri 2 ψψ . ( i2r ) terms are the 

copper losses. The (i.p� ) terms represent the rate of exchange of magnetic field 

energy between windings. The electromechanical torque developed by the machine is 

given by the sum of the (w.� i ) terms divided by mechanical speed, that is: 
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using the flux linkage relationships, Tem can also be expressed as follows: 
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Using the flux linkage relationships, one can show that  
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One can rearrange the torque equations by inserting the speed voltage terms given 

below: 
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Table 3.1- Induction Machine Equations in Arbitrary Reference Frame 

 

Stator qd0 voltage equations: 
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Rotor qd0 voltage equations: 
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Table 3.1- (continued) Ind. Machine Equations in Arbitrary Reference Frame 

 

Torque Equations: 
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              (3.38) 

 

 
 
3.5 qd0 Stationary and Synchronous Reference Frames 

 

There is seldom a need to simulate an induction machine in the arbitrary 

rotating reference frame. But it is useful to convert a unified model to other frames. 

The most commonly used ones are, two marginal cases of the arbitrary rotating 

frame, stationary reference frame and synchronously rotating frame. For transient 

studies of adjustable speed drives, it is usually more convenient to simulate an 

induction machine and its converter on a stationary reference frame. Moreover, 

calculations with stationary reference frame is less complex due to zero frame speed 

(some terms cancelled). For small signal stability analysis about some operating 

condition, a synchronously rotating frame which yields steady values of steady-state 

voltages and currents under balanced conditions is used.   

Since we have derived the equations of the induction machine for the general 

case, that is in the arbitrary rotating reference frame, the equations of the machine in 

the stationary and synchronously rotating reference frame, w to zero and we, 

respectively. To distinguish these two frames from each other, an additional 

superscript will be used, s for stationary frame variables and e for synchronously 

rotating frame variables. 
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Fig3.6- Equivalent circuit of an induction machine in the stationary frame 

 

Table 3.2-Induction Machine Equations in Stationary Reference Frame 

 

 

Stator qd0 voltage equations: 
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Rotor qd0 voltage equations: 

r0rr0r0

dr
s

rqr
s

rdr
s

dr
s

qr
s

rdr
s

rqr
s

qr
s

irpv

ir)w(pv

ir)w(pv

′′+ψ′=′
′′+ψ′+ψ′=′

′′+ψ′−+ψ′=′

             (3.40) 

 

 



 
32 

q-axis 

  iqr’e 

 
 
 + 
 
  Vqr’e 

 
  - 

  ieqs  
 
 
 + 
 
  Veqs 
 
  - 

rredr
e

lrlseds
e

s r)ww(LLwr ′−ψ′′ψ

+′−−+ qr
e

qs
e ELmE

 

 

Table 3.2- (continued) Induction Machine Equations in Stationary Reference 
Frame 
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Torque Equations: 
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The equivalent induction machine circuit and induction machine equations in the 

stationary reference frame are given above in Table 3.2 and Fig.3.6. In Fig3.7, 3-

phase AC quantities are simulated in both stationary frame and synchronously 

rotating frame.  

 

 

 

 

 

 

 

 

 

Fig.3.7- Equivalent circuit of an induction machine in the synchronously rotating 
frame 



 
33 

d-axis 

  idr’e 

 
 
 + 
 
  Vdr’e 

 
  - 

  ieds  
 
 
 + 
 
  Veds 
 
  - 

rreqr
e

lrlseqs
e

s r)ww(LLwr ′−ψ′′ψ

+′−−+ dr
e

ds
e ELmE

 

 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 

Fig.3.7- (continued) Equivalent cct of an induction machine in the synchronously 
rotating frame 

 

 

Table3.3- Induction Machine Equations in Synchronously Rotating Reference 

Frame 

 

Stator qd0 voltage equations: 

 

s0ss0s0

ds
e

sqs
e

eds
e

ds
e

qs
e

sds
e

eqs
e

qs
e

irpv

irwpv

irwpv

+ψ=
+ψ−ψ=

+ψ+ψ=

             (4.43) 

 

Rotor qd0 voltage equations: 
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Table3.3-(continued)  Induction Machine Equations in Synchronously Rotating 

Reference Frame 

 

Torque Equations: 
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Fig.3.8- A simulation of  3-phase AC quantities converted to both stationary frame 

(iqs,ids) and synchronously rotating frame(iqe,ide) 
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3.6 Simulation of the Induction Motor in Stationary Frame 
 

Using the stationary frame equations (3.39)-(3.42) induction motor is 

simulated in a stationary reference frame and used in the development of field 

orientation control techniques and state estimation techniques. Applying the 

appropriate voltages to the motor model either those obtained by using feedback 

information or direct open-loop voltage, one can observe the torque-speed responses 

and current-flux waveforms. Using this information, different alternative control 

techniques may be tested and developed.  

In this model, three-phase voltages applied to the input are converted into 

two-phase stationary reference frame voltages. Once d-q phase voltages obtained, 

using the equations in Table 3.2 associated flux and current are calculated and then 

applied to electromechanical and mechanical torque equations to obtain torque-speed 

responses. Based on the stationary reference frame model Fig.3.9 shows the stator 

voltage, the stator current, the torque and the speed waveforms at no-load for a 1-hp 

motor. Torque vs speed curve obtained from the same model is shown in Fig.3.10 for 

no-load condition.   

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig.3.9- No-Load Response of Stationary Frame Induction Motor Model 
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Fig.3.10- Open-loop torque-speed curve of the induction motor model at no-load 
 
 Induction machine model being non-linear  it is needed for some cases to be 

linearized at many different operating points to make use of linear control techniques. 

Especially, the linear computation techniques based on the state-space model needs 

the use of linearized model of the induction machine at instantaneous operating points 

to define A,B,C,D matrices. Desired operating points may be found by using trim 

function in MATLAB. After that, linmod function is used to determine the A,B,C,D 

matrices of the small-signal model of the non-linear system about the chosen steady-

state operating point. Furthermore, ss2tf command is used to determine the transfer 

function of the system at the chosen operating point whose instantaneous state-space 

matrices are calculated [39]. After calculating these steps one may conduct study on 

the stability analysis of the model.  

 For the induction machine model stability analysis, two-phase stationary 

frame voltages and applied mechanical load are considered as inputs. Two-phase 

stationary frame currents, electromechanical torque and rotor speed are considered as 

outputs of the system in state space representation of the model. In Fig.3.11 changing 

input3 (applied load) from zero to twice the rated torque, shift of the poles is 

observed. It is confirmed that poles of the transfer function of ( � wr/ � Tmech) are all on 

the left hand side of the real-axis. For a detailed stability analysis other transfer 

functions of the different output-input combinations may be investigated in the 

operational range. In addition to pole path, the stability analysis may be enriched 

using rlocus command to arrange the gains of the system; those do not exceed the 

stability limits using real machine parameters. Fig.3.12 and Fig.3.13 are the root locus 

examples of two different state transfer functions of the motor.   
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Fig.3.11-Pole paths of ( � wr/ � Tmech) from no-load to twice the rated torque 

 
 

 

       
Fig.3.12 Root locus of ( � wr/ � vqse) for varying gains  
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Fig.3.13-Root locus of ( � Tem/ � vqse) for varying  gains  
  

In addition to such a stability analysis, one may also investigate the step responses of 

the desired (output-input) transfer functions (see Fig.3.14-3.15). 

 

 

 
Fig.3.14-Step response of wr (pu) to one volt change in vqse 
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Fig.3.15-Step response of wr (pu) to unit change in Tload 

 

 Using the three different speed frames (arbitrary, stationary, synchronous) 

discussed in sections above oriented equivalent circuit models for air-gap flux, stator 

flux and rotor flux may also be derived. These models, however, are not considered 

here but left for future works. 

 

3.7 Simulations of  FOC developed in Stationary Reference Frame 

 
State observers used in this thesis use stationary frame models for the sake of 

simplicity of the overall algorithm. Also in the field-oriented control simulations 

stationary axis dq model of a 20-hp induction motor is used. The simulation is 

implemented using MATLAB/Simulink. This simulation is implemented to be 

familiar with indirect field-oriented control and observe the variables at every stage of 

the control. Also one can observe how well the flux amplitude remains constant when 

the motor is loaded and the electromechanical torque is smooth. Related dq currents 

in the simulation may give significant clues about the field oriented control principle 

to a beginner.  

 In this simulation, reference dq currents are obtained according to the 

reference load torque and speed waveform. They are compared with the actual motor 

currents and the errors are input to PI controllers to obtain reference voltages. After 

this point simulations of Space Vector PWM and FOC are implemented separately 

due to very long simulation time of PWM part. Instead, the motor is fed with the first 
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harmonic of the PWM voltage to save time and simplify the simulation. The 

simulation results are given below:  

 

 

 

 

 

  

 
 
 
 
 
 
 
 
 

Fig 3.16- Applied mechanical torque, rotor speed and produced electromagnetic 

torque 

 

Fig. 3.16  shows the load torque, the rotor speed and the produced electromechanical 

torque. In the first 0.5 sec., the motor produces electromechanical torque to overcome 

the effect of the inertia. In the no-load time interval, Tem  is close to zero. As can be 

seen from F.g.3.16 very smooth torque is obtained with field-oriented control. 

 

 

 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.3.17- Synchronous frame dq axis currents 
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In Fig.3.17 synchronous frame currents; torque producing current component, iqs and 

constant flux producing currents are shown. Note from Fig.3.17 that iqs is proportional 

to the torque produced by the machine both during acceleration (see Fig 3.16) and at 

loaded regions. For constant flux operation, d-axis current, ids remains constant 

yielding a smooth flux in order to prevent torque oscillations. Fig.3.18 shows the 

stator phase voltage and the current. Note that the phase current increases 

proportionally to the load requirement. In Fig.3.19 dq stationary axis fluxes are 

shown. The magnitude of each flux component remains the same after the transient 

state. The rotor-flux is obtained as the square root of the sum of the squares of dq axis 

fluxes. Constant rotor-flux is vital for field-oriented control in controlling the torque 

perfectly. As in the case of DC motors, once constant flux is obtained, one can 

control the produced torque easily by controlling the torque producing current 

component, iqs which is independent of the flux. 

 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 3.18- Phase-A stator voltage and current 
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Fig.3.19 - dq axis rotor fluxes and rotor flux (Tload applied at 0.75 sec)  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.3.20- Referred rotor currents (dq-axis) 
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Fig.3.21- Four quadrant speed reversal and phase voltage 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.3.22- Four quadrant speed reversal and phase current 
 

 

Fig.3.20 shows referred rotor currents. At no load case the rotor currents converge to 

zero due to unity slip. In Fig.3.21 and 3.22 four-quadrant speed reversal is given with 

phase voltage and current variations. The frequency and the magnitude of both the 

stator voltage and the stator current are controlled by FOC during the speed reversal 

operation. 
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Fig.3.23- Four-quadrant speed reversal and produced torque due to inertia 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.3.24- Four-quadrant speed reversal and rotor flux wave-form 
 

 

In Fig.3.23 four-quadrant speed reversal waveform is given with produced torque. 

Since the operation is simulated at no-load, the torque produced due to the demand by 

the motor inertia is quite smooth because of the constant flux shown in Fig3.24. In 

Fig.3.24 we observe that the speed change does not affect the constant flux condition 

and this illustrates the satisfactory result of rotor field orientation.   
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CHAPTER 4 
 
 
 

 

PULSEWIDTH MODULATION with SPACE VECTOR THEORY 
 
 
4.1 Inverters 
 

 Three phase inverters, supplying voltages and currents of adjustable 

frequency and magnitude to the stator, are an important element of adjustable speed 

drive systems employing induction motors. Inverters with semiconductor power 

switches are d.c. to a.c. static power converters. Depending on the type of d.c. source 

supplying the inverter, they can be classified as voltage source inverters (VSI) or 

current source inverters (CSI). In practice, the d.c. source is usually a rectifier, 

typically of the three phase bridge configuration, with d.c. link connected between 

the rectifier and the inverter. The d.c. link is a simple inductive, capacitive, or 

inductive-capacitive low-pass filter. Since neither the voltage across a capacitor nor 

the current through an inductor can change instantaneously. A capacitive-output d.c. 

link is used for a VSI and an inductive-output link is employed in CSI.  

VSIs can be either voltage or current controlled. In a voltage-controlled 

inverter, it is the frequency and magnitude of the fundamental of the output voltage 

that is adjusted. Feed-forward voltage control is employed, since the inverter voltage 

is dependent only on the supply voltage and the states of the inverter switches, and , 

therefore, accurately predictable. Current controlled VSIs require sensors of the 

output currents which provide the necessary control feedback. 

The type of semiconductor power switch used in an inverter depends on the 

volt-ampere rating of the inverter, as well as on other operating and economic 

considerations, such as switching frequency or cost of the system. Taking into 

account the transient- and steady-state requirements, we have used 1200V, 40A 

IGBT switches. With appropriate heat sink, we can rise to 20 KHz, however at 10 
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RECTIFIER INVERTER

KHz, switching losses and conduction losses become equal [40], moreover, complex 

mathematical algorithms require much time. Thus 10 KHz is selected as the 

switching frequency in our algorithms. 

 

4.1.2 Voltage Source Inverter (VSI) 
 

 A diagram of the power circuit of a three phase VSI is shown in the 

Fig.4.1. The circuit has bridge topology with three branches (phases), each consisting 

of two power switches and two freewheeling diodes. In the case illustrated and 

implemented in this thesis, the inverter is supplied from an uncontrolled, diode-based 

rectifier, via d.c. link which contains an LC filter in the inverted configuration. While 

this circuit represents a standard arrangement, it allows only positive power flow 

from the supply system to the load via typically three-phase power line. Negative 

power flow, which occurs when the load feeds the recovered power back to the 

supply, is not possible since the resulting negative d.c. component of the current in 

the d.c. link can not pass through the rectifier diodes. Therefore, in drive systems 

where the VSI-fed motor may not operate as a generator, more complex supply 

system must be used. These involve either a braking resistance connected across the 

d.c. link or replacement of the uncontrolled rectifier by a dual converter. As a future 

work, the inverter may be supported with braking resistance connected across the d.c. 

link via free wheeling diode and a transistor. When the power is returned by the 

motor, it is dissipated in the braking resistor which is called dynamic braking. The 

circuit diagram of three-phase VSI used in this project is shown in Fig.4.1. 

   

 
 
 
 
 
 
 
 
 

Fig.4.1- Circuit diagram of three phase VSI 
 
 
 
 

 Because of the constraints that the input lines must never be shorted and the 

output current must always be continuous, a voltage source inverter can assume only 
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eight distinct operational topologies. They are shown in Fig.4.2 and Fig.4.3. Six out 

of these eight topologies produce a non-zero output voltage and are known as non-

zero switching states and the remaining two topologies produce zero output and are 

known as zero switching state.          

 

 

 
 
 
 
 
 
 
 

Fig.4.2- Three phase inverter with switching states 
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V1(pnn)   V2(ppn)   V3(npn) 
 
 

 
 
 
 
 
 
 
 
 
 
            V4(npp)    V5(nnp)   V6(pnp) 
 
  
 
 
 
 
 
 
 
 
 
 

V7(ppp)   V8(nnn) 
 
 

 
 

Fig.4.3- Eight switching state topologies of a voltage source inverter 
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          Vbc  
Vab= Vs 
Vbc=0 
Vca=-Vs              - Vca 
 
            -Vs  
 
            V1(pnn)  
 
                                    Vs 
 
  Vca       Vab 

4.2 Voltage Space Vectors 
 
Space vector modulation for three leg VSI is based on the representation of the three 

phase quantities as vectors in two-dimensional ( � -
�
) plane. Considering the first 

switching state in Fig.4.4, line-to-line voltages are given by  

 
 

    Vs              a                  b                  c 
 
 
 
 

 
 

Fig.4.4- First switching state –V1 (pnn) 
 
Vab = Vs 

Vbc = 0 

Vca = -Vs 

This can be represented in ( � -
�
) plane as shown in Fig.4.5 where Vab, Vbc and Vca 

are the three line voltage vectors displaced by 120o in space. The effective voltage 

vector generated by this topology is represented as V1 (pnn) in Fig.4.5. Here (pnn) 

refers to the three leg /phases a,b,c being either connected to the positive dc rail (p) 

or to the negative dc rail (n). For the first switching state V1, phase a is connected to 

positive dc rail and phases b and c are connected to negative dc rail. 

 

 

 

 

 

 

 

   

 

Fig.4.5- Representation of topology 1 in ( � -
�
) plane 
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   V3       2         V2 
 
               3                                        1 
 

V4         V1 
 
 
             4                                           6 

    
  V5            V6  
                                     5 

          Vbc  
Vab= 0 
Vbc= 0 
Vca= 0   
              
 
           V7,V8            
 
                                     
Vca       Vab 

Similar to the V1, six non-zero voltage vectors can be shown as in Fig.4.6. The tips of 

these vectors form a regular hexagon. We define the area enclosed by two adjacent 

vectors, within the hexagon, as a sector.  

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.4.6- Non-zero voltage vectors in ( � -
�
) plane 

 

The last two topologies of Fig.4.3 are zero state vectors. The output line 

voltages in these topologies are zero. 

 Vab=0 

 Vbc=0 

 Vca=0 

  These are represented as vectors which have zero magnitude and hence are 

referred as zero switching state vectors. They are represented with dot at the origin 

instead of vectors as shown in Fig.4.7. 

 

  

 
 
 
 
 
 
 
 
 
 
 

Fig.4.7- Representation of the zero voltage vectors in ( � -
�
) plane  
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4.3 Space Vector Modulation 
 
In the literature there exist a number of PWM algorithms [41, 42]. The 

performance criteria of these algorithms are basically: 

1-Current harmonics 

2-Harmonic spectrum 

3-Torque harmonics 

4-Switching frequency 

5-Dynamic performance 

6-Polarity consistency rule  

The well-known feed-forward PWM schemes are: 

a-Carrier based PWM 

b-Carrierless PWM 

c-Over-modulation 

d-Optimized feedforward PWM 

 

In this thesis, we have implemented one of the well-known carrier based 

PWM technique, SVM and proved its high performance with respect to other 

techniques (e.g. Sinusoidal Modulation) [43]. Now let us look at the basics of SVM.  

The desired three phase voltages at the output of the inverter could be 

represented by an equivalent vector V rotating in the counter clockwise direction as 

shown in Fig.4.8. The magnitude of this vector is related to the instantaneous 

magnitude of the output voltage (see Fig.4.9.) and the period this vector takes to 

complete one revolution is the same as the fundamental time period of the output 

voltage.  

 
 
 
 
 
 
 
 
 
 
 
 

Fig.4.8- Output voltage vector (V) in ( � -
�
) plane 
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Vbc 
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Vca 

 
                          V2(ppn) 
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         d2  
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                 d1  

 
 
 
 
 
 
 
 
 
 
 

Fig.4.9- Output line voltages in the time domain  
 

Let us consider the situation when the desired line-to-line output voltage 

vector V is in sector 1 as shown in Fig.4.10. This vector could be synthesized by the 

pulse width modulation (PWM) of the adjacent SSV’s V1 (pnn) and V2 (ppn), the 

duty cycle of each being d1 and d2, respectively, and the zero vector (V7 (nnn) / 

V8(ppp)) of duty cycle d0 : 

d1 V1 + d2 V2 = V = m.Vs.e
i�               (4.1) 

   d1 + d2  +d0 = T                (4.2) 

 

where, 0 < m < 0.866, is the modulation index.  

  

 
 
 
 
 
 
 
  

 
Fig.4.10- Synthesis o the required output voltage vector in sector 1 

 
 While determining the duty cycles d1, d2 and d0 in SVM techniques, the only 

difference is the choice of zero vectors and the sequence in which the vectors are 

applied within the switching cycles. One is free about selecting the given alternatives 

below in his SVM algorithm: 
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1-Choice of the zero vector – using V7 (ppp), V8 (nnn) or both, 

2-Sequencing of the vectors 

3-Splitting of the duty cycles of the vectors without introducing additional 

commutations. 

Here four different SVM schemes are given roughly according to their 

repeating duty-cycle distribution: 

a-The right aligned sequence (d0/2, d1, d2, d0/2 ) 

b-Symmetric sequence (d0/4, d1/2, d2/2, d0/2, d2/2, d1/2, d0/4) 

c-Alternating Zero Vector Sequence (d1, d2 ,d0, d2,d1,d0 ) 

d-Highest Current Not-Switched Sequence (d1, d2, d0 )   

Among these SVM techniques the commonly preferred symmetric sequence, which 

has the lowest THD, has been implemented in this study [44,45]. Switching sequence 

is given in Fig.4.11. 

 
 
 

 
 
 
 
 
 
 
 
 
 

 

Fig.4.11- Phase gating signals in Sym. Seq. SVM 

 
 
4.4 SVPWM Application to the Static Power Bridge and Implementation Using 

DSP Platform 
 

In the case of AC drive applications, sinusoidal voltage sources are not used 

as explained before. Instead, they are replaced by 6 power IGBTs that act as on/off 

switches to the rectified DC bus voltage. The aim is to create sinusoidal current in 

the coils to generate rotating field. Owing to the inductive nature of the phases, a 

pseudo-sinusoidal current is created by modulating the duty-cycle of the power 

switches. The switches (IGBT) shown in the Fig.4.12 are activated by signals (a, b, 



 54 

c) and their complement values. Eight different combinations are available with this 

three-phase VSI including two zero states.  

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.4.12- Power Bridge 
 
It is possible to express each phase-to-neutral voltage for every switching 

combination of IGBTs as listed in Table 4.1. 

 

Table 4.1. Power Bridge Output Voltages (VAN, VBN, VCN) 
A B C VAN VBN VCN 
0 0 0 0 0 0 
0 0 1 -Vdc/3 -Vdc/3 2Vdc/3 
0 1 0 -Vdc/3 2Vdc/3 -Vdc/3 
0 1 1 -2Vdc/3 Vdc/3 Vdc/3 
1 0 0 2Vdc/3 -Vdc/3 -Vdc/3 
1 0 1 Vdc/3 2Vdc/3 Vdc/3 
1 1 0 Vdc/3 Vdc/3 2Vdc/3 
1 1 1 0 0 0 

 
In field-oriented control algorithm, the control variables are expressed in rotating 

frame. The current vector Isref that directly controls the torque is transformed into a 

voltage vector by the inverse Park transform. This voltage reference is expressed in 

the ( � -
�
) frame. Using this transformation three-phase voltages (VAN, VBN, VCN) and 

the reference voltage vector are projected in the ( � -
�
) frame. The expression of the 

three phase voltages in the ( � -
�
) frame are given by general Clarke transformation 

equation: 
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                      V2(010)   V6(110)  
              1 
  
         5                                  3 
 

         V3(011)     V4(100)   
     

       4                                  2 
             

          6 
 
 

V1(001)   V5(101) 
 

Since only 8 combinations are possible for the power switches, Vs�  ,Vs
�  can 

also take finite number of values in the ( � - � ) frame (Table 4.2) according to the 

IGBT command signals (a, b, c). 

 

Table 4.2. Stator Voltages in ( � - � ) frame and related Voltage Vector 

A B C V�  V �  Vectors 
0 0 0 0 0 V0 
0 0 1 -Vdc/3 -Vdc/� 3 V1 
0 1 0 -Vdc/3 Vdc/� 3 V2 
0 1 1 -2Vdc/3 0 V3 
1 0 0 2Vdc/3 0 V4 
1 0 1 Vdc/3 -Vdc/� 3 V5 
1 1 0 Vdc/3 Vdc/� 3 V6 
1 1 1 0 0 V7 

 

The eight voltage vectors re-defined by the combination of the switches are 

represented in Fig.4.13.  Now, given a reference voltage  (coming from the inverse 

 

 

 

 

 

 

 

 

 

 

Fig.4.13 -Voltage Vectors 

Park transform), the following step is used to approximate this reference voltage by 

the above defined eight vectors. The method used in approximating the desired stator 

reference voltage with only eight possible states of switches is to combine adjacent 

vectors of the reference voltage and modulate the time of application of each 

adjacent vector. In Fig.4.14, the reference voltage Vsref is in the third sector and the 

application time of each adjacent vector is given by: 
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Fig. 4.14 - Projection of the reference Voltage Vector 

 

The determination of the amount of times T4 and T6 is given by  simple projections: 

 

 

                  (4.5) 

 

 

 

Finally, with the ( � - � ) component values of the vectors given in the Table 4.2, the 

amount of times of application of each adjacent vector is: 

  

                  (4.6) 

 

 

The rest of the period spent in applying the null-vector. For every sector, 

commutation duration is calculated. The amount of times of vector application can 

all be related to the following variables: 

 

 
            

         (4.7) 
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In the previous example for sector 3, T4 = -Z and T6 = X. Extending this logic, one 

can easily calculate the sector number belonging to the related reference voltage 

vector. The following basic algorithm helps to determine the sector systematically.  

 

If X > 0 then A=1 else A=0 

If Y > 0 then B=1 else B=0 

If Z > 0 then C=1  else C=0 

Sector = A+2B+4C 

 

Application durations of the sector boundary vectors are tabulated as;  

Sector 

1: t1= Z t2= Y 

2: t1= Y t2=-X 

3: t1=-Z t2= X 

4: t1=-X t2= Z 

5: t1= X t2=-Y 

6: t1=-Y t2=-Z  

Saturations 

If (t1+ t2) > PWMPRD then 

t1sat = (t1/ t1+t2)*PWMPRD 

 t2sat = (t2/ t1+t2)*PWMPRD 

 

The third step is to compute the three necessary duty cycles as;  

    

 

 

 

The last step is to assign the right duty cycle to the right motor phase (in other 

words, to the right CMPRx) according to the sector(see Fig.4.16). Table 4.3 depicts 

this determination. 

Table 4.3- Assigned duty cycles to the PWM outputs 

  1 2 3 4 5 6 
CMPR1 tbon taon taon tcon tbon tcon 
CMPR2 taon tcon tbon tbon tcon taon 
CMPR3 tcon tbon tcon taon taon tbon 

2boncon

1aonbon

21
aon

ttt

ttt
2

ttPWMPRD
t

+=
+=
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                     CMPR1                tcon  
                     CMPR2                     tbon 

                     CMPR3               taon 

 
 
 
 
 
 
 
 
 
 
 
 

 
Fig.4.15- Sector 3 PWM Patterns and Duty Cycles (case shown in Fig.4.14) 

 
 
4.5 Event Manager Configuration of DSP for SVPWM 
 
 TMS320F/C2XX has specific peripherals in order to handle space vector 

module easily and optimally. Timer registers, compare registers, PWM outputs and 

PWM interrupts and programmable timer-ADC synchronization helps us for easy 

implementation. However, although these tools make design easy they are not user 

friendly for a beginner and rather complicated.  

 Timer is the base time of the PWM interrupts generation and overall control 

algorithm is synchronized with timer1, PWM underflow interrupt. During the 

excessively long time specifications for timer underflow the algorithm is run in an 

infinite loop. For the next period again timer1 underflow interrupt is extracted from 

this infinite loop.  By this way PWM outputs and the overall control algorithm run 

synchronously. As an alternative, one may write an interface program for visualizing 

the software states without changing program instead of an infinite loop. Timer1 is 

configured in up-down counting mode to generate the symmetrical PWM patterns. 

The timer 1 control register T1CON is programmed in order to get a 50ns resolution: 

the pre-scalar clock of the timer is set to 1 giving the highest possible resolution. 

Two consecutive writes to T1CON are required to ensure the synchronization of the 

GP timers when T1CON [6] is used to enable GP timer 2 or 3: 

1) Configure all other bits with T1CON [6] set to 0. 

2) Enable GP timer 1 and, thus, GP timer 2 or GP timers 2 and 3, by setting 

T1CON[6] to 1. Otherwise the PWM outputs cannot be observed.  
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splk #PWMPRD,T1PER  ;Set PWM interrupt period 
splk #0,T1CNT 
splk #0A800h,T1CON  ;Ignore Emulation suspend 

;Up/Down count mode(must) 
;x/1 prescalar(optional) 
;Use own TENABLE 
;Disable Timer(for the first loading) 
;Internal Clock Source(must) 
;Reload Compare Register when T1CNT=0 
(must) 
;Disable Timer Compare operation 

 

splk #0207h,COMCON  ;Disable for the first loading 
;Reload Full Compare when T1CNT=0(must) 
;Disable Space Vector 
;Reload Full Compare Action when T1CNT=0 
;Enable Full Compare Outputs 
(must) 
;Disable Simple Compare Outputs(SC not      
used) 
;Select GP timer1 as time base(must) 
;Full Compare Units in PWM Mode(must) 

splk #8207h,COMCON  ;enable compare operation 
 

Configuration of  T1CON is given below: 

 

 

 
 
 
 
 
 
 
 
 
 
The compare registers must be continuously reloaded with calculated duty cycle 

values (taon, tbon, tcon).  

 
 
 
 
 
 
 
 
 
 
 
 
 

Two consecutive writes to COMCON are required to ensure the proper operation of 

full compare units in the PWM mode: 

1) Enable PWM mode without enabling compare operation. 

2) Enable compare operation by setting COMCON[15] to 1 without changing 

any other bits. 

The output of the Compare operation are not directly sent to the Output Logic but are 

previously transferred through the PWM Deadband on-chip circuit. Depending on 

the power bridge pre-driver used, the control register DBTCON has to be 

programmed. The dead-band unit is designed to assure that no overlap occurs 

between the turn-on periods of the upper and lower devices that are controlled by the 

two compare/PWM outputs associated with each full compare unit (see Fig.4.16).  
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ldp #DP_EV 
splk #0666h,ACTR  ;Bits 15-12 not used, no space vector 

;PWM compare actions 
;PWM5/PWM6 - Active Low/Active High 
;PWM3/PWM4 - Active Low/Active High 
;PWM1/PWM2 - Active Low/Active High 

Simulation  Algorithm   SVPWM -Fig.4.17

 
 
 
 
 
 
 
 
 
 
 

Fig.4.16- Dead time band 

This assures that no overlap will occur under any condition. Although IGBT gate 

driver card provides sufficient dead time, we also added software dead time for 

reliability. However, at very low speed range effect of dead time bands at the output 

voltage becomes remarkable and must be compensated. 

 Bits in the full compare action control register (ACTR) control the action that 

takes place on each of the six compare output pins (PWMx/CMPx, x = 1–6) on a 

compare event. The polarity of the PWM pins is chosen in the Full Compare Action 

Control Register (ACTR) as follow: 

 

 

 
 
 
 
 

4.6 Simulation and Experimental Results of SVPWM 

 The SVPWM algorithm implemented here by DSP is simulated before 

experimental works to verify its results. In the first simulation (Fig.4.17), SVPWM  
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algorithm is simulated step-by-step and all the software variables in the algorithm are  

compared with the experimental DSP program outputs. It is shown that both of the 

results are the same, and correct. 

 In Fig.4.18. duty cycles of two PWM switches are shown ( taon, tbon,tcon).In 

Fig.4.19 sector numbers of the rotating reference voltage vector is given. A careful 

reader will notice that the order of the sectors is the same as in Fig.4.13 of a vector  

 
 
 

 

                   

 

     

 
 
 
 
 
 
 
 
 
 
 

Fig.4.18- Simulated waveforms of duty cycles, ( taon, tbon,tcon ) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.4.19- Sector  numbers of voltage vector 
 
rotating in the direction of counterclockwise. In Fig.4.20 durations of the to boundary 

sector vectors are shown. In Fig.4.21 projection vectors of the reference voltage 

vector on   (a b c) plane are shown in time domain (see Fig.4.8).   
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Fig.4.20- Duration of two sector boundary vectors (t1,t2) 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 

Fig.4.21- The projections of the Va, Vb and Vc of the reference 

 voltage vector in the (a b c) plane -(X, Y, Z) 

 
In the second simulation, a straightforward SVPWM algorithm is 

implemented ignoring optimal conditions for practical applications. In this 

simulation one can observe line-to-line voltages in the form of frequent pulses and 

the sampled signal (reference voltage) for varying modulation constants (see 

Fig.4.22-2.24) 
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Fig.4.22- A typical line to line voltage output of  SVPWM 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.4.23- SVPWM output with the signal sampled (m=0.4) 
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Fig.4.24- SVPWM output with the signal sampled (m=0.6)-Zoomed 
 
 

The experimental outputs confirm the theoretical and simulation outputs. 

Given two reference voltage vectors associated with the reference currents and 

torque requirement SVPWM software parameters are observed and compared with 

the simulated ones. Fig.4.25 shows duty cycle of one of the PWM switches. The duty 

cycles is figured out by DAC outputs of the DSP processor.  

 
 
 
 
 
 
 
 
 

 
 
 
 
 
 

Fig.4.25- Duty cycle of PWM1 
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Fig.4.26- Low-pass filtered form of PWM1 pulses 
 

A SVPWM designer must check the correctness of the six PWM outputs generated 

by this SVPWM module. A simple low–pass filter RC circuit may be used to filter 

out the high frequency components. The R and C values (or the time constant) are 

chosen for a desired cut–off frequency (fc) using the following equation: 

Time constant = RC = 1/2� fc 

For example, R = 1.8 k. and C = 100 nF, gives fc = 884.2 Hz. This cut–off frequency 

has to be lower than the PWM frequency. This low–pass filter is connected to the 

PWM pins of the x24x/x240xEVM, the filtered version of the PWM signals are 

monitored by oscilloscope. The waveform shown on the oscilloscope should be the 

same as the one shown in Fig.4.25. In Fig.4.27 the sector number of the rotating 

reference voltage vector is shown (see Fig.4.19 simulation output).   

 

 

 

 

 
 
 
 
 
 
 
 
 

 
 

Fig.4.27-Sector number of the reference voltage 
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Fig.4.28- Duration of two boundary vectors (t1,t2) 

 

Fig.4.28 is the experimental confirmation of simulation shown in Fig.4.20, duration 

of two boundary vector. Fig.4.29 is the experimental result of projection vectors in 

abc plain (X,Y in time domain- see Fig.4.21) 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.4.29- Projection vectors in abc plain (X,Y in time domain) 
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Fig.4.30- Typical phase current of an induction motor driven by SVPWM under 

heavy load conditions. 
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CHAPTER 5 
 
 
 

KALMAN FILTER  
 
 
 
 
 

5.1 Sensor less Control 
 

 In controlling AC machine drives speed transducers such as tacho-

generators, resolvers, or digital encoders are used to obtain speed information. Using 

these speed sensors has some disadvantages 

• They are usually expensive, 

• The speed sensor and the corresponding wires will take up space, 

• In defective and aggressive environments, the speed sensor might be the 

weakest part of the system 

Especially the last item degrades the system’s reliability and reduces the advantage of 

an induction motor drive system. This has led to a great many speed sensorless vector 

control methods [46]. On the other hand, avoiding sensor means use of additional 

algorithms and added computational complexity that requires high-speed processors 

for real time applications. As digital signal processors have become cheaper, and their 

performance greater, it has become possible to use them for controlling electrical 

drives as a cost effective solution. Some relatively new fully digitized methods, used 

for speed sensorless field-oriented control, utilize this enhanced processing capacity 

[47]-[49]. 

Usually sensorless control is defined as a control scheme where no mechanical 

parameters like, speed and torque, are measured. Traditional vector control systems 

use the method of flux and slip estimations based on measurements of the phase 

currents and DC link voltage of the inverter but, this has a large error in speed 
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estimation particularly in the low-speed range. MRAS (model reference adaptive 

system) techniques are also used to estimate the speed of an induction motor [19]-

[21]. These also have a speed error in low-speed range and settle to an incorrect 

steady-state value. In recent years, non-linear observers are used to estimate induction 

motor parameters and states [27-28], [31-32, 50].  

 
5.2 Observers 
 

 All states are not available for feedback in many cases and one needs 

to estimate unavailable state variables. Estimation of unmeasurable state variables is 

commonly called observation. A device (or a computer program) that estimates or 

observes the states is called a state-observer or simply an observer. If the state-

observer observes all state variables of the system, regardless of whether some state 

variables are available for direct measurement, it is called a full-order state-observer. 

An observer that estimates fewer than the dimension of the state-vector is called 

reduced-order state-observer or simply a reduced-order observer. If the order of the 

reduced-order state-observer is the minimum possible, the observer is called 

minimum-order state-observer.  

Basically, there are two forms of the implementation of an estimator as open-

loop and closed-loop. The difference between these two is a correction term, 

involving the estimation error, used to adjust the response of the estimator. A closed-

loop estimator is referred to as an observer. 

In open-loop estimators, especially at low speeds, parameter deviations have a 

significant influence on the performance of the drive both in steady state and transient 

-state. However, it is possible to improve the robustness against parameter mismatch 

and also signal noise by using closed loop observers 

An observer can be classified according to the type of representation used for 

the plant to be observed. If the plant is deterministic, then the observer is a 

deterministic observer; otherwise it is a stochastic observer. The most commonly used 

observers are Luenberger and Kalman types [2]. The Luenberger observer (LO) is of 

the deterministic type, and the Kalman Filter (KF) is of the stochastic type. The basic 

Kalman filter is only applicable to linear stochastic systems, and for non-linear 

systems the extended Kalman filter (EKF) can be used, which can provide estimates 

of the states of a system or of both the states and parameters. The EKF is a recursive 

filter (based on the knowledge of statistics of both the state and noise created by 
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measurement and system modelling), which can be applied to non-linear time varying 

stochastic systems. The basic Luenberger observer is applicable to a linear, time-

invariant deterministic system. The extended Luenberger observer (ELO) is 

applicable to non-linear time varying deterministic system. In summary it can be seen 

that both EKF and ELO are non-linear estimators and the EKF is applicable to 

stochastic systems and ELO is applicable to deterministic systems. The simple 

algorithm and the ease of tuning of the ELO may give some advantages over the 

conventional EKF. However, EKF being insensitive to parameter changes and used 

for stochastic systems (measurement and modeling noises taken into consideration) it 

is, therefore, commonly preferred in field-oriented control applications. 

Various types of speed observers are discussed in literature, which can be used 

in high performance induction motor drives such as full-order adaptive state observer. 

In the full-order adaptive state observer the rotor speed is considered as a parameter, 

but in ELO and EKF the rotor speed is considered as state. When the appropriate 

observers are used in high-performance speed sensorless torque-controlled induction 

motor drives, stable operation can be obtained over a wide-speed range, including 

very low speeds [26-31], [51-54]. 

 
5.2.1 General Theory on Observers 
  

An observer can be used to estimate states which cannot be measured, or 

where the measurements are corrupted by noise. If a system can be described in 

discrete time as: 

 

                    (5.1) 

and the system is observable, i.e. the observability matrix, Mo, has full rank 1, the 

states can be estimated by ( 5.2)  where 
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Fig.5.1 –Block diagram of an observer 
 
Fig.5.1 shows the block diagram of the observer which is described by (5.2). The 

output vector, y, is used to calculate the current estimate of the state vector, x. The 

error of the observer is defined by: 

  
 

(5.3) 
 
where L is the observer gain 
 
5.3 Kalman Filter  
 
 When applied to a physical system, the observer described in section 5.2, will 

be under the influence of two noise sources: 

1. Process noise - i.e. thermic noise in a resistor, which is a part of the system. 

2. Measurement noise - i.e. quantization noise. 

Considering these two noise sources (5.1) can be rewritten as: 

x(k + 1) = Ax(k) + Bu(k) + Gvv(k) 

                        y(k)       = Cx(k) + w(k)                (5.4) 

 

where v(k) is the process noise and w(k) is the measurement noise. 
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In the following, v(k) and w(k) will be regarded as zero mean, uncorrelated 

white noise sequences with covariances, V1(k) and V2(k). The objective of the 

Kalman algorithm is to determine a gain matrix, L , which minimizes the mean square 

of the error, e. This can be achieved with the algorithm described in Table 5.1, where: 

 

 

                                                                (5.5) 

 

State estimate time update: 

                 

                (5.6) 

 

Covariance Time update: 

 

        (5.7) 

 

Kalman Gain Matrix: 

 

                                  (5.8) 

 

State estimate measurement update: 

  

               (5.9) 

 

 

Table 5.1-Discrete Kalman Filter 

 

If anything but x kept constant, the covariance matrix will converge towards the 

solution to the discrete Riccati equation: 

 

(5.10) 

where 
 

 (5.11) 
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Since the variables in Riccati equation (5.10) are matrices, it is rather 

complicated to solve symbolically. There exist two special functions to solve 

algebraic Riccati equations. The function care( ) in Matlab can solve continuous-time 

algebraic Riccati equations and the function dare( ) can solve discrete-time algebraic 

Riccati equations whose general equation [55]: 

 

ETXE = ATXA - (ATXB + S)(BTXB + R)  (ATXB + S)-1 + Q 

      

G = (BTXB + R)-1  (BTXA + ST) 

This general form is applied to the Kalman filter representation by redefining the 

elements in Riccati equation as: 

    A=AT 

B=CT 

    Q=GvV1GvT 

R=V2 

     E=I  

                  S=0 
 
The stationary covariance matrix, Q, and the stationary gain matrix, L’  can be found 

by substituting: 

      Q=X 

         L ’=BT 

This is used in the system in order to get a starting guess of the parameter. 
 
 

 

Note: 

The reason for using L’  rather than L  is that the equation corresponds to the closed 

discrete Kalman filter, displayed on Fig.5.2. However they will converge towards the 

same result. 
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Fig.5.2 –Block Diagram of Kalman Filter 
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5.4 Extended Kalman Filter  
 

An Extended Kalman Filter is a recursive optimum state-observer that can be 

used for the state and parameter estimation of a non-linear dynamic system in real 

time by using noisy monitored signals that are distributed by random noise. This 

assumes that the measurement noise and system noise are uncorrelated. The noise 

sources take account of measurement and modeling inaccuracies. In the first stage of 

the calculations, the states are predicted by using a mathematical model (which 

contain previous estimates) and in the second stage; the predicted states are 

continuously corrected by using a feedback correction scheme. This scheme makes 

use of actual measured states, by adding a term to the predicted states (which is 

obtained in the first stage). The additional term contains the weighted difference of 

measured and estimated output signals. Based on the deviation from the estimated 

value, the EKF provides an optimum output value at the next input instant. In an 

induction motor drive the EKF can be used for the real-time estimation of the rotor 

speed, but it can also be used for state and parameter estimation. For this purpose the 

stator voltages and currents are measured (or the stator voltages are reconstructed 

from DC link voltage and the inverter switching signals) and, for example, the speed 

of the machine can be obtained by the EKF quickly and precisely [56]. 

 

 5.4.1 Application of the Extended Kalman Filter  

In the present section the Extended Kalman Filter  (EKF) is used for the 

estimation of the rotor speed of an induction motor. The EKF is suitable for use in 

high-performance induction motor drives, and it can provide accurate speed-estimates 

in a wide speed range including very low speeds as well [27-31], [51-54]. 

The main design steps for a speed sensorless induction motor drive 

implementation using the discretized   EKF algorithm are as follows: 

• Selection of the time-domain induction machine model, 

• Discretization of the induction machine model, 

• Determination of the noise and state covariance matrices, 

• Implementation of the discretized EKF algorithm; tuning. 

For the purpose of using an EKF for the estimation of the rotor speed of an induction 

machine , it is possible to use various machine models. For example, it is possible to 

use the equations expressed in the rotor flux-oriented reference frame, or in stator 
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flux-oriented reference frame. In order to avoid extra calculations and some non-

linear transformations, stationary reference frame is preferred [48]. The main 

advantages of using the model in stationary reference frame are: 

• Reduced computation time, 

• Smaller sampling time,  

• Higher accuracy, 

• More stable behavior.  

Thus, we have chosen stationary reference frame in our simulation and experimental 

implementation.  

 

5.4.2 Motor Model for  EKF 

 The model for induction motor developed in stationary reference frame and 

used in the previous studies [2], [28] is given below: 
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 Lr , Ls , Lm    are   rotor, stator and main inductances 

Tr , Ts            are rotor and stator time constants 
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This model has a disadvantage; its order is higher. This will be a drawback 

when the EKF algorithm has to be implemented in real-time. One great advantage of 

this model, however, is that it does not need speed measurement, so neither the flux 

speed nor the rotor speed has to be known. The other is that, the flux model 

mentioned in Chapter 1 can be omitted, since this model also estimates the flux, and 

so the angle of the flux and any other parameter can be directly calculated. 

It should be noted that in (5.12) it has been assumed that the rotor-speed 

derivative is negligible, dwr/dt=0. Although the last row of the A [5x5]  matrix in 

(5.12) corresponds to infinite inertia in reality it is not and the required correction is 

accomplished by the Kalman filter (by the system noise compensation, which also 

takes account of the computational inaccuracies ) [48]. If the load-torque is not 

known, the change of wr cannot be found from the remaining states and control 

signals. This problem can be overcome by introducing the mechanical speed as a 

parameter rather than a state [21]. wr is assumed to be constant during the state 

estimate time update computation but it is included in covariance time update 

computation. The speed will, therefore, be estimated in the state estimate 

measurement update step. Furthermore, it should be noted that the effects of the 

saturation in magnetic paths of the machine have been neglected in the model. This 

assumption is justifiable. It can be shown that the EKF is not sensitive to changes in 

inductances, since changes in the stator parameters are being compensated by EKF. 

The application of  (5.12) to the EKF will give not only the rotor speed, but also the 

rotor flux-linkage components (and consequently the angle and modulus of the rotor 

flux-linkage space-vector will also be known). This is useful for high performance 

field-oriented drive implementations. It is important to emphasize that the rotor speed 

has been considered as a state variable and the system matrix A is non-linear and it 

contains the speed, A=A (x). The compact form of  (5.12) and  (5.13) are: 

 

 

                 (5.14) 

 

                            (5.15) 

 

where: 
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      (5.16) 

 

 

 

 

 

 

 

      is the state vector, u is the input vector, 

Ts
qs

s
ds ]VV[u = , A is the system matrix, and C is the output matrix. 

 

5.4.3 Discretized augmented machine model  

 The motor equations (5.14) and (5.15) are to be discretized for the digital 

implementation of EKF as: 

 

                   (5.17) 

                   

                   (5.18) 

 

Ad and Bd matrices in the (5.17) are discretized system and input matrices, 

respectively. They are: 

         

                  (5.19) 

 

                  (5.20) 

 

where T is the sampling time. Note that the discrete output matrix  Cd=C  is defined in 

(5.16). When the last terms in (5.19) and (5.20) are ignored, then very short sampling-

times, they require, are attainable to have a stable and accurate discretized model. 
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However, a better approximation is obtained with the given second-order series 

expansion at (5.19) and  (5.20). In general to achieve an adequate accuracy, the 

sampling-time should be appreciably smaller than the characteristic time-constants of 

the machine. The final choice for this should be based on obtaining adequate 

execution time of the full EKF algorithm and also satisfactory accuracy and stability. 

The second-order technique obviously increases the computational time. If the 

second-order terms are neglected in (5.19) and (5.20) then the discrete form of (5.14) 

and (5.15) become:  

 

       (5.21) 

            

                  (5.22) 

where 

           

                  (5.23) 
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                 (5.28) 

 

                 (5.29) 

 

By considering the system noise ( )kv ( v  is the  noise vector of states), being 

zero-mean white-Gaussian and independent of ( )kx  with a covariance matrix Q, the 

system model becomes: 

 

                  (5.30) 

 

 By considering a zero-mean white-Gaussian measurement noise, ( )kw  (noise 

in the measured stator currents) which is independent of ( )ky  and ( )kv  with a 

covariance matrix R, the output equation becomes : 

           

                                        (5.31) 

     

5.4.4 Implementation of the Discretized EKF Algorithm 

 

 5.4.4.1 Determination of the noise and state covariance matrices 

To be more specific, the goal of the Kalman filter is to obtain unmeasurable 

states (i.e. covariance matrices Q, R, P of the system noise vector, measurement noise 

vector, and system state vector (x) respectively). In general, by means of noise inputs, 

it is possible to take computational inaccuracies, modeling errors, and errors in 

measurements into account in modeling the system. The filter estimation ( x̂ ) is 

obtained from the predicted values of the states ( x ) and this is corrected recursively 

by using a correction term, which is product of the Kalman gain (L) and the deviation 

of the estimated measurement output vector and the actual output vector ( yy ˆ− ). The 

Kalman gain is chosen to result in the best possible estimated states. 

 Thus filtering algorithm contains basically two main stages, a prediction stage  

and a filtering stage. During the prediction stage, the next predicted values of the 

states ( )1kx +  are obtained by using a mathematical model (state variable equations) 

and also the previous values of the estimated states. Furthermore, the predicted-state 

covariance matrix (P) is also obtained before the new measurements are made and for 
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this purpose the mathematical model and also the covariance matrix of the system (Q) 

are used. In the second stage which is the filtering stage, the next estimated 

states, ( )1ˆ +kx , are obtained from the predicted estimates ( )1+kx  by adding a 

correction term L( yy ˆ− ) to the predicted value. This correction term is a weighted 

difference between the actual output vector ( y ) and the predicted output vector ( ŷ ), 

where L is the Kalman gain. Thus the predicted state-estimate (and also covariance 

matrix) is corrected through a feedback correction scheme that makes use of actual 

measured quantities. The Kalman gain is chosen to minimize the estimation error 

variance of the states to be estimated. The computations are realized by using 

recursive relations. 

 The algorithm   is computationally intensive, and the accuracy also depends on 

the model parameters used. A critical part of the design is to use correct initial values 

for the various covariance matrices. These can be obtained by considering the 

stochastic properties of the corresponding noises. Since these are usually not known, 

in most cases they are used as weight matrices, but it should be noted that sometimes 

simple qualitative rules can be set up for obtaining the covariance in the noise vectors. 

With advances in DSP technology, it is possible to implement an EKF conveniently in 

real time [48,49]. 

 

 The system noise covariance matrix (Q) is  [5x5], and the measurement noise 

covariance matrix (R) is [2x2] matrix, so in general this would require the knowledge 

of 29 elements. However, by assuming that the noise signals are not correlated, both 

Q and R are diagonal, and only 5 elements must be known in Q and 2 elements in R. 

However, the parameters in α− and β− axes are the same, which means that the first 

two elements of the diagonal are equal (q11=q22), the third and fourth elements in the 

diagonal of Q are equal (q33=q44), so Q=diag (q11,q11,q33,q33,q55) contains only 3 

elements which have to be known. Similarly, the two diagonal elements in R are 

equal (r11=r22), thus R=diag (r11, r11). It follows that in total only 4 noise 

covariance elements needs to be known. 
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       (5.32) 

 

 

 

Starting values of the state vector x0 and the starting values of the noise covariance 

matrices Q0 and R0  are set together with the starting value of the state covariance 

matrix P0, where P is the covariance matrix of the state vector. The starting state 

covariance matrix can be considered as diagonal matrix, where all elements are equal. 

The initial values of the matrices reflect the degree of knowledge of the initial states: 

the higher their value, the less accurate is any available information on the initial 

states. Thus the new measurement data will be more heavily weighted and the 

covariance speed of the estimation process will increase. However, divergence 

problem or large oscillations of the state estimates around the true value may occur 

when too high initial covariance values are chosen. A suitable selection allows us to 

obtain satisfactory speed convergence, and avoid divergence problems or unwanted 

oscillations. 

The accuracy of the state estimation is affected by the amount of information 

that the stochastic filter can extract from its mathematical model and the measurement 

data processing. Some of the estimated variables, especially unmeasured ones, may 

indirectly and weakly be linked to the measurement data, so only poor information is 

available to the EKF. After deciding how to initialize the covariance matrices, the 

next step is prediction of the state vector. 

1-Prediction of the state vector 

Prediction of the state vector at sampling time (k+1) from the input u (k), state 

vector at previous sampling time, kkx , by using Ad and Bd  is obtained from 

   

                     (5.33) 
 

                 (5.34) 
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The notation k1kx + means that it is a predicted value at the (k+1)-th instant, and it is 

based on measurements up to k-th instant. In the following step of the recursive EKF 

computation, covariance matrix of prediction is computed. 

 

 2-Prediction covariance computation 

The prediction covariance is updated by: 
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In (5.38) there are 17 elements which are constant and 8 elements which are variable. 

Thus, in real time applications products involving the speed and the flux-linkages 

have to be computed. Next step is the computation of the Kalman filter gain matrix . 

   

 3-Kalman Gain Computation  

The Kalman filter gain (correction matrix) is computed as; 
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4-State Vector Estimation 

The predicted state-vector is added to the innovation term multiplied by Kalman gain 

to compute state-estimation vector. The state-vector estimation (filtering) at time (k) 

is determined as: 

 

        (5.41) 

where 

                 (5.42) 

  

 5-Estimation Covariance Computation 

The last step is estimation covariance computation as; 

 

        (5.43) 

 

after all steps executed, set k=k+1 and start from the step-1 to continue the 

computation recursively. 

 
The EKF described here can be used for either steady-state or transient 

conditions of the induction machine for the estimation of the rotor speed. The speed 

estimation scheme requires the monitored stator voltages and stator currents. Instead 

of using monitored stator voltages, the stator voltage can also be reconstructed by 

using DC link voltage and inverter switching states, but especially at low speeds it is 
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necessary to have appropriate dead-time compensation and also the voltage drops 

across the inverter switches must be considered.  

 

The tuning of the EKF involves an iterative modification of the machine 

parameters and covariances in order to yield the best estimate of the states. Changing 

the covariance matrices Q and R affect both the transient- and the steady-state 

operation of the filter. Also in the implementation of the EKF different Q and R 

matrices may be tried to detect the optimum cases which increase performance of the 

EKF. For constant Q and R values either steady-state or transient conditions have 

poor performance. If high accuracy is required for both conditions then an algorithm 

that switches to different covariance values at different operating points may be added 

to the main EKF algorithm (Noise Level Adjustment). This is also studied for both 

transient- and steady-state conditions and perfect results are obtained by this way. It 

should be noted about the following qualitative tuning rules: 

1-) If R is large then L is small and transient performance is faster. 

 2-) If  Q is large then L is large and transient performance is slower [2]. 

However, if Q is too large, or if R is too small instability may occur 

 

5.5 State Estimation Simulations with EKF 

 

In this part, the state estimation performance of EKF is simulated. The 

simulation is implemented with Matlab/Simulink. In this simulation input voltages 

and measured currents in stationary reference frame are produced by FOC simulation 

which was implemented in Chapter 2. It is quite difficult to implement all matrix 

operations and overall computation using only Simulink. Thus, EKF algorithm is 

developed as a S-function and than inserted to Simulink in the form of S-function 

block. S-functions (system-functions) provide a powerful mechanism for extending 

the capabilities of Simulink. S-functions use a special calling syntax that enables you 

to interact with Simulink’s equation solvers. This interaction is very similar to the 

interaction that takes place between the solvers and built-in Simulink blocks. The 

form of an S-function is very general and can accommodate continuous, discrete, and 

hybrid systems. As a result, nearly all Simulink models can be described as S-

functions. 
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The most common use of S-functions is in creating custom Simulink blocks. You can 

use S-functions for a variety of applications, including: 

•Adding new general-purpose blocks to Simulink, 

•Incorporating existing C code into a simulation, 

•Describing a system as a mathematical set of equations, 

•Using graphical animations.  

An advantage of using S-functions is that one can build a general purpose block that 

can be used many times in a model, varying parameters with each instance of the 

block [22]. The simulink model and S-function code is given in Appendix B.  

 In the simulation parameters of a 1-hp motor are used. Base excitation 

frequency is 60 Hz. The observable states in this model as mentioned in (5.28) are: 

{ })k(w)k()k()k(i)k(i r
s
qr

s
dr

s
qs

s
ds ψψ . In Fig.5.3 speed reversal of the motor 

  

 

 

 

  

 

 

 

 

 

 

     

 

Time(sec) 

Fig.5.3 – High Speed, No-Load, Four Quadrant Speed Estimation with EKF 

(in (P/2)* [rad/sec])  

 

at no-load is given with reference speed  The estimated speed (jittery) and the 

reference speed (linear) are plotted together. Measurement and state covariances are 

chosen so that both the transient and steady state speed errors are optimized. One may 
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errorspeed

choose different covariances and obtain almost zero steady-state speed error with a 

poor transient speed estimation as shown in Fig.5.5 or vice versa. 

 

 

 

 

 

 

 

 

 

 

Time(sec) 

Fig.5.4 – (Fig.5.3-Zoomed at steady state) High Speed, No-Load, Four Quadrant 

Speed Estimation with EKF at Steady State (in (P/2)* [rad/sec])   

             wr 

 

 

 

 

 

 

 

 

 

 

Time(sec) 

Fig.5.5- High Speed, No-Load, Speed Estimation with EKF – Steady State 

Performance Optimized (in (P/2)* [rad/sec])   

In the case of Fig.5.5 simulation, state covariance is decreased; the algorithm begins 

to behave such that the state space model gives more accurate estimates compared to 

measured values so it assigns less importance to the measurements. This causes a 

decrease in Kalman gain which reduces the correction speed of the currents. In the 
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extra time used for current correction the algorithm finds opportunity to decrease the 

steady-state error.     

 

 

 

 

 

 

 

 

 

 

 

 

Time(sec) 

Fig.5.6 – Low Speed, No-Load, Four Quadrant Speed Estimation with EKF 

(in (P/2)* [rad/sec]) 

 

 

 

 

 

 

 

 

 

 

 

Time(sec) 

Fig.5.7 – (Fig.5.6-Zoomed) Low Speed, No-Load, Speed Estimation with EKF at 

Steady State to Transient State (in (P/2)* [rad/sec])   

Low speed estimation performance of the EKF is also quite satisfactory and close to 

reference speed as shown in Fig (5.6)-(5.7).   
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Time (sec) 

Fig.5.8- High Speed, Full-Load, Speed Estimation with EKF  

(in (P/2)* [rad/sec])   

In Fig.5.8 rated mechanical load is applied to the motor between 0.75-1.5 sec. to 

verify the performance of EKF under loaded conditions. As shown above EKF works 

properly even under fully loaded case. One may decrease steady-state error to very 

low levels with appropriate state covariances optimized for steady state. 

   

 

 

 

 

 

 

 

 

 

 

Time(sec) 

Fig.5.9- High Speed, No-Load, Speed Estimation using EKF with Adjustable 

Noise  Level  (in (P/2)* [rad/sec])   
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In Fig.5.9 different from Fig.5.3 both the steady state and transient state errors are 

minimized individually with adjustable noise level technique (ANLT). In ANLT, 

different covariances are assigned for certain ranges of time both at steady state and 

transient-state by a basic switching logic speed-error is minimized separately in each 

range. 

 

 

 

 

 

 

 

 

 

 

 

 

 

    Time(sec) 

                 Fig.5.10- Estimated States in (5.28) Respectively at No Load 

 

In Fig 5.10 all the states estimated by EKF are given together. The amplitude of the 

stator currents increases at transient states due to inertia of the motor and decrease to 

very low value at steady state as shown in Fig. 5.10 and 5.11. Note that, when the 

speed of the motor is close to zero, the frequency of the currents and fluxes decrease 

and become dc. This range is very problematic in induction motor FOC control due to 

extremely low frequency. The estimated speed waveform of EKF slightly deviates 

because of this reason. At low speeds performance of EKF is being affected 

negatively due to added negative effects of some other factors such as inaccurate 

parameter values, presence of voltage drops on the switches which are not accounted 

in the model, etc., as well. In Fig.5.12 dq-axis rotor fluxes and rotor flux magnitude 

are shown in enlarged form. The constant amplitude flux and smooth flux magnitude 

is vital for FOC as mentioned in Chapter 2. This demand is provided by EKF 

estimates as long as proper FOC technique is applied to the system.  
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Fig.5.11- State I and II (dq-axis Stator Currents  ) 
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Fig.5.12- State III and IV (dq-axis Rotor Fluxes with their magnitude) 
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Fig.5.13- Injected noise to the stator currents in pu 
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Fig.5.14- Estimated rotor speed with measured noisy current                         

(in (P/2)* [rad/sec]) 

 

In Fig. 5.13 the injected noise to the stator currents is shown. The noise is zero mean, 

white and Gaussian. The aim of the current injection is to observe the low pass filter 

characteristics of EKF. As shown in Fig. 5.14, the estimated speed is not affected too 

much from the injected noise. The speed estimation accuracy may be increased by 

increasing the measurement noise covariance under noisy conditions thus the system 

model will have more importance.         
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5.6 Unscented Kalman Filter 

Unscented Kalman filter (UKF) is a novel estimation tool introduced by Julier and 

Uhlmann [34-35] to replace EKF in nonlinear filtering problems. As well-known, 

EKF is a simple solution derived by direct linearization of the state equation for 

extending the famous (linear) Kalman filter into nonlinear filtering area. Although it 

is straightforward and simple, EKF has well-known drawbacks[36]. These drawbacks 

include: 

1. Instability due to linearization and erroneous parameters. 

2. Costly calculation of Jacobian matrices. 

3. Biasedness of its estimates.   

4. Lack of analytical methods for suitable selection of model covariances. 

 

UKF is proposed in order to overcome the first three of these disadvantages. The main 

advantage of UKF is that it does not need linearization in the computation of the state 

predictions and covariances. Due to this, its covariance and Kalman gain estimates are 

more accurate. This accurate gain, at the end, leads to better state estimates.  In this 

study, UKF is introduced into the problem of speed and flux estimation of an 

induction motor. General simulation results are given and a brief comparison is made 

between speed estimation performances of UKF and EKF. 

 The filtering problem involved in this thesis is to find the best (in the sense of 

minimum mean square error (MMSE)) linear estimate of the state vector kx of the 

induction machine which evolves according to the discrete-time nonlinear state 

transition equation 

 kkk1k w)u,x(fx +=+             (5.44) 

where (.,.)f is the induction machine dynamics, kx is the state of the induction 

machine at sampling instant k, ku  is the known input to the induction machine at 

time k and kw is the additive white process noise term representing modeling errors. 

Also, it is assumed that we have a set of noisy measurements kz which are related to 

the state vector of the induction machine by the linear relationship; 

 kkk vCxy +=             (5.45) 

where C is the properly sized observation matrix and kv  is the white measurement 

noise related with the measuring device used. The additive white-noise vectors 
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kw and kv are Gaussian and uncorrelated from each other with zero mean and 

covariances Qand R , respectively.  

 The state of the system is assumed to be unknown, and therefore, the aim of 

the estimation process is to find a MMSE estimate of the state k|kx̂  which is given by  

 { }k
kk|k Y|xEx̂

∆
=             (5.46) 

where { }k21
k y,...,y,yY

∆
= and { }y|xE denotes the expected value of the quantity x , 

given the information y . Also, traditionally, one calculates the error estimates given 

by the covariance matrix k|kP  defined as 

                      { }kT
k|kkk|kkk|k Y|]x̂x][x̂x[ EP −−=

∆
            (5.47) 

These direct definitions being too difficult to calculate, recursive forms are adopted 

for both the state and covariance estimates. The recursive update equations for them 

are given as; 

 1k1kk|1k1k|1k Lx̂x̂ +++++ υ+=             (5.48) 

         T
1kk|1k1kk|1k1k|1k LPLPP +

υ
+++++ −=             (5.49) 

where the vectors k|1kx̂ +  (State Prediction), 1k+υ  (Innovation) and the matrices 1kL +  

(Kalman Gain), k|1kP +  (State Prediction Covariance), and υ
+ k|1kP  (Innovation 

Covariance) are dependent on the quantities k|kx̂ and k|kP with the following 

equations. 

 { }k
kkk|1k Y|)u,x(fEx̂

∆

+ =              (5.50) 

                       { }kT
k|1k1kk|1k1kk|1k Y|]x̂x][x̂x[ EP ++++

∆

+ −−=                                  (5.51) 

                       k|1kk|1k x̂Cẑ ++ =                                                                                  (5.52) 

                       k|1k1k1k ŷy ++

∆

+ −=υ                                                                             (5.53)   

                       RCCPP T
k|1kk|1k += +

υ
+                                                                       (5.54) 

                       1
k|1k

xy
k|1k1k )P(PK −υ

+++ =                                                                        (5.55)  

                       T
k|1k

xy
k|1k CPP ++ =                                                                                 (5.56) 

The quantities k|1kx̂ +  and k|1kP + , which are called state prediction and prediction 



 

96 

covariance of the state, respectively. They are vital for the overall filter performance. 

(5.50) and (5.51) do not specify how these quantities are calculated. EKF assumes 

that errors in the state estimates are small enough to approximate (5.50) and (5.51) to 

their first order Taylor series. As a result, k|1kx̂ +  and k|1kP +  are calculated in EKF as 

follows; 

 )u,x̂(fx̂ kk|k
EKF

k|1k =+                                                                       (5.57)  

 QfPfP T
xk|kx

EKF
k|1k +∇∇=+                                                                  (5.58) 

where xf∇  denotes the Jacobian matrix of the function f  with respect to the state x .  

This linearization in EKF frequently yields wrong results in the estimates of the 

covariance and thus the state.  UKF solves the prediction problem by sampling the 

distribution of the state in a deterministic manner and then transforming each of the 

samples using the nonlinear state transition equation.  

 The n -dimensional random variable kx  with mean k|kx̂ and covariance k|kP  is 

approximated by 12 +n  weighted samples or sigma points selected by the algorithm. 

  )n(Wx̂)k|k( 0k|k0 κ+κ==χ
∆∆

                                                            (5.59) 

 

              

))n(2/(1W

))QP)(n((x̂)k|k(

i

ik|kk|ki

κ+=

+κ++=χ
∆

∆

                                                (5.60) 

                  

))n(2/(1W

))QP)(n((x̂)k|k(

ni

ik|kk|kni

κ+=

+κ+−=χ
∆

+

∆

+
                                 (5.61)    

for ni ,,1�=  where ℜ∈κ  is a free real number such that 0n ≠κ+ , ikk QPn ))((( | ++κ  

is the thi  column of the matrix, square root of )QP)(n( k|k +κ+ , and iW  is the weight 

associated with the thi  point. Given these set of samples, the prediction process is as;  

1. Each sigma point is transformed through the process dynamics f ; 

 )u),k|k((f)k|1k( kii χ=+χ                                                              (5.62) 

2. The state prediction is computed as; 

 �
=

+ +χ=
n2

0i
iik|1k )k|1k(Wx̂                                                                  (5.63) 

3. The prediction covariance is calculated as; 



 

97 

T
k|1ki

n2

0i
k|1kiik|1k ]x̂)k|1k(.[]x̂)k|1k([WP +

=
++ −+χ−+χ=�                                  (5.64)                                                                                

The equations (5.63) and (5.64) replace (5.50) and (5.51). The other UKF operations 

are the same as (5.52) to (5.56). Note that, operations in the new set of equations 

composed by (5.63), (5.64), (5.52) - (5.56) together with measurement updates given 

in (5.48) and (5.49) use only standard vector and matrix operations and need no 

approximations for both derivative and Jacobian. Also, the order of calculation is the 

same as that of EKF. In the next section, a detailed induction machine model used in 

the implementation of UKF is given. 

 

5.6.1 Simulation Results  

A number of simulations were carried out to verify the performance of the state 

estimation, particularly of the speed estimation with UKF. In Fig.5.15 – Fig.5.21, the 

state estimation performance of UKF is simulated and in Fig.s 5.22,  5.23, accuracies 

obtained from EKF and UKF are compared for the speed estimation. Fig.5.15 shows 

the actual state variables of the motor; stator currents, rotor fluxes and rotor speed at 

no-load in a high speed reversal scheme. Fig.5.16 shows corresponding estimated 

state variables with UKF under the same conditions. There are almost no differences 

between the actual and the estimated variables.  
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Fig.5.15- Induction motor actual states at no load four quadrant high speed reversal 

(a-b) d-q axis stator currents, (c-d) d-q axis rotor fluxes, (e) rotor speed. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5.16.  Induction motor estimated states with UKF at no load four quadrant high 

speed reversal (a-b) estimated d-q axis stator currents,    (c-d) estimated d-q axis rotor 

fluxes, (e) estimated rotor speed. 
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Fig.5.17 and Fig.5.18 illustrates magnified estimated speed waveforms at no-load in 

four quadrant high speed and low speed reversal schemes respectively. Both the high 

speed and low speed estimated waveforms confirm that UKF’s performance is quite 

good in speed estimation for all quadrants without causing instability. 

 

 

 

 
 
 
 
 
 
 
 
 
 
 

Fig. 5.17.  Induction motor estimated speed at no-load four quadrant high speed 
reversal (in rpm). 

 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 

Fig. 5.18.  Induction motor estimated speed at no-load four quadrant low speed 
 

reversal (in rpm) 
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Fig. 5.19-  Induction motor estimated states at %100 rated torque and speed (a-b) 

estimated d-q axis stator currents, (c-d) estimated d-q axis rotor fluxes, (e) estimated  

rotor speed (load torque applied between 0.75s-1.5s) 

 

In Fig.5.19, estimated state variables of the induction motor are shown under %100 

rated load torque and %100 rated speed conditions. Note that mechanical load is 

applied to the motor between only 0.75s and 1.5s. In addition to high performance at 

no-load, UKF gives quite satisfactory results under full-load condition. In Fig.5.20, 

and Fig.5.21, actual and estimated speed characteristics are given on top of each other 

for %100 and %10 rated torque and speed case. In the transient part of the waveforms, 

there appears a difference between the estimated and actual values which is the result 

of the fact that, in induction motor model, the speed is considered as a constant 

parameter and corrected only in the measurement updates of the UKF. In simulation 

tests, we also noticed that there usually exists a small steady-state error between the 

estimated and actual speed values but that seems to be at negligible levels. 
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Fig. 5.20- Induction motor estimated speed at %100 rated torque and speed (load 

torque applied between 0.75s-1.5s) 

 

 
 
 
 
 
 
 
 
 
 
 

Fig. 5.21- Induction motor estimated speed at %10 rated torque and speed (load 

torque applied between 0.75s-1.5s). 

 

In Fig.5.22 and 5.23, the speed estimation performances of UKF and EKF with 

identical parameters are compared at %100 rated torque and speed. Simulations of 

Fig.5.22 and 5.23 were carried out for different covariance values. Covariance values 

were selected so that the steady state performance in Fig.5.22 and the transient 

performance in Fig.5.23 is optimized. It is observed from the figures that, although 

the performances of the EKF and UKF are close to each other, UKF reduces the 

transient- and steady-state speed estimation errors by up to 10 rpm under rated 

conditions. 
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Fig. 5.22-  (b) Induction motor estimated speed optimized for steady state 

performance at %100 rated torque and speed using EKF and UKF. (a) graphics in (b) 

zoomed at the mechanical loading initiation. (load torque applied between 0.75s-1.5s) 
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Fig. 5.23-  (b) Induction motor estimated speed optimized for transient performance at 

%100 rated torque and speed using EKF and UKF. (a) graphics in (b) zoomed at the 

mechanical loading initiation. (load torque applied between 0.75s-1.5s) 

 

 It has been shown that UKF is as good as EKF at least in state observation, 

and it yields even slightly better speed estimation performance than EKF. This result 

encourages further study in the area to obtain better state estimation performances for 

nonlinear systems to overcome the well-known defects of EKF and other traditional 

nonlinear filtering techniques.  
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5.6.2 Experimental Results 

In addition to computer simulations of the discussed estimators, EKF and UKF, the 

expected results are also confirmed with the experimental results. While obtaining the 

experimental results, the real time stator voltages and currents are processed in Matlab 

with the associated EKF and UKF programs.  

 Fig.5.24 shows estimations of states I&II (dq axis stator currents) made by 

EKF and the actual states I&II measured from the experimental setup. It may easily 

be noticed that the estimated states are quite close to the measured ones. 

 

 
 
 
 
 
 
 
 
 
 
 
 
 

Time (sec) 

Fig. 5.24- The estimated states I and II (upper one_ dq axis stator currents) by EKF  

and the measured states I&II (lower one)  

  

 
 
 
 
 
 
 
 
 
 
 

 

Time (sec) 

Fig. 5.25- The estimated states II and III by EKF (lower ones_dq axis rotor fluxes) 

 and the magnitude of the rotor flux (upper one)  

 



 

104 

Fig.5.25 shows the estimated dq axis rotor fluxes in stationary reference frame. The 

magnitude of the rotor flux justifies that the estimated dq components of the rotor flux 

do not involve dc offset and orthogonal to each other.  

 In order to examine the rotor speed (state V) estimation performance of EKF 

experimentally under varying speed conditions, a trapezoidal speed reference 

command is embedded into the DSP code. As shown in Fig5.26, EKF rotor speed 

estimation successfully tracks the trapezoidal path. 

 
 
 
 
 
 
 
 
 
 
 

 

 

Time (sec) 

Fig.5.26- Rotor speed tracking performance of EKF obtained experimentally 

 

The same states of the induction motor model estimated by EKF are also estimated by 

UKF. Fig.5.27 shows estimations of states I&II (dq axis stator currents) made by 

UKF and the actual states I& II measured from the experimental setup. One may 

easily notice that the estimated states are quite close to the measured ones. Fig.5.28 

shows the estimated dq axis rotor fluxes in stationary reference frame by UKF. The 

magnitude of the rotor flux justifies that the estimated dq components of the rotor flux 

are estimated accurately. 
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Fig. 5.27- The estimated states I and II (upper one_ dq axis stator currents) by EKF  

and the measured states I and II (lower one)  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 5.28- The estimated states II and III by UKF (lower one_dq axis rotor fluxes) 

 and the magnitude of the rotor flux (upper one) 
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In order to compare both types of the observers, EKF and UKF, the covariance 

matrices regarding to both types have been initialized with the same entries under the 

same operating conditions. The estimated rotor speed waveforms, when plotted 

together as shown in Fig.5.29, confirm that the estimation accuracy of UKF is 

superior over EKF as claimed before when discussing the simulation results related to 

both observer design techniques. The simulation results were shown in Fig.5.22 and 

Fig 5.23.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.5.29. Rotor speed waveforms obtained experimentally by UKF (darker) 

and EKF (lighter) under the same experimental conditions (measured speed 314 

rad/sec) 

 

As expected from simulations in the Fig.5.22 and 5.23, the speed estimation accuracy 

of UKF is better than EKF under the same experimental conditions. The measured 

speed from the motor shaft is 314 rad/sec. The mean of the state estimation error in 

UKF is 2.65 rad/sec at steady state, and that in EKF is 5.8 rad/sec. This result shows 

that the estimates of EKF have serious bias problems compared to UKF. As discussed 

earlier, the derivative free algorithm of UKF without a linearity approximation 

contributes its estimates positively. Furthermore, the noise sampling feature of UKF is 

more realistic approach instead of assuming the noise directly as Gaussian. This 

property also makes its estimation accuracy better than EKF.    
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CHAPTER 6 
 
 
 
 

MODEL REFERENCE ADAPTIVE SYSTEMS 
 

 
 
6.1 Adaptive Control 
 
 Adaptive control may be defined in many ways. A possible definition of 

adaptive control is “a system that adapts itself to changes in the process”. Another 

definition, that is often used but probably too vague to be useful, is “a system which is 

designed from an adaptive point of view” . A more useful one is “a system that 

consists of a primary feedback that takes care of process signal variations and a 

secondary feedback that deals with process state changes. In this definition, the 

primary feedback is used as in non-adaptive control, and the secondary feedback 

makes the system adaptive. From this definition it is clear that process state variations 

give rise to adaptation of the system. The aim of reacting to state changes is to attempt 

to maintain a high system performance, even if the process states are unknown or 

varying [57]. In the literature there exist several adaptive control techniques. In this 

thesis Model Reference Adaptive System is applied to induction motor drive as a state 

observer.     

 
6.2 Model Reference Adaptive Systems 
 

Model Reference Adaptive System (MRAS) is one of the most popular 

adaptive control method used in motor control applications for tracking and observing 

system parameters and states [19-21],[15,18,22-25,58-64]. There exist a number of 

different model reference adaptive control techniques such as parallel model, series 

model, direct model and indirect model etc. MRAS used in this thesis is parallel 
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model MRAS that compares both the outputs of a reference model and adaptive 

model, and processes the error between these two according to the appropriate 

adaptive laws that do not deteriorate the stability requirements of the applied system. 

A generalized parallel MRAS scheme is shown in Fig.6.1 where the primary 

controller is used to obtain suitable closed-loop behavior, as in non-adaptive control 

schemes. However, because the process parameters are unknown or may vary with 

time, a fixed parameter setting for the primary controller, such that the closed-loop 

behavior is acceptable under all circumstances, cannot be found. In the MRAS 

technique, the desired process response to a command signal is specified by means of 

a parametrically defined reference model. An adaptation mechanism keeps track of 

the process output yp and the model output ym and calculates a suitable parameter 

setting such that difference between these outputs tends to zero. In addition to process 

output yp, the process xp, if available, and the process input u or the reference signal 

may be used by adaptation mechanism.  

 

 

 

 

 

 

 

 

 

 

Fig.6.1- General parallel MRAS scheme 

 

 An important issue in MRAS is the design of adaptive laws. The first 

examples of adaptive law designs made use of sensitivity models, and later the 

stability theory of Lyapunov, and Popov’s hyperstability theory, served as standard 

design methods, yielding a guaranteed stable adaptive system. (see Appendix A) 
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6.3 Introduction to MRAS practice in motor  control applications 

In a MRAS system, some state variables, xd ,xq  (e.g. back e.m.f  components 

(emd , emq ) reactive power components (qmd ,qmq) , rotor flux components (
�

rd , 
�

rq) 

etc.) of the induction machine, which can be obtained as sensed variables such as 

stator voltage and currents, are estimated in reference model. They are then compared 

with state-variables qd x̂andx̂ estimated by using adaptive model. The difference 

between these state-variables is then used in adaptation mechanism, which outputs the 

estimated value of the rotor speed (wr) and adjusts the adaptive model until 

satisfactory performance is achieved. Such a scheme is shown in Fig.6.2 where 

compact space-vector notation is used. However, Fig.6.3 corresponds to an actual 

implementation, and here components of the space vector are shown in detail.  

  

 

 

 

 

 

 

 

 

Fig.6.2- Generalized Model Reference Adaptive System 

 

 

 

 

 

 

 

 

 

 

Fig.6.3- MRAS based speed estimator scheme using space vector 
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The appropriate adaptation mechanism can be derived by using Popov’s 

criterion of hyperstability. This result in a stable and quick response system, where 

the differences between the state variables of the reference model and adaptive model 

are manipulated into speed tuning signal (ε ), which is then input to a PI-type of 

controller that outputs the estimated rotor speed. Two of the schemes will be 

discussed in the following sections: reactive power and back e.m.f errors are used as 

speed tuning signals. In these expressions ss uandi  denote the stator voltage and 

stator current space vectors respectively in the stationary frame me  denotes the back 

emf space vector also in stationary reference frame as mmm êee −=∆ . The symbol ^ 

denotes the quantities estimated by the adaptive model. In addition to these classical 

MRAS schemes, artificial intelligence techniques assisted MRAS speed estimators are 

also discussed in the literature. They contain neither any mathematical adaptive 

model, nor any adaptation mechanism incorporated into the tuning of appropriate 

artificial intelligence based network (which can be a neural network, a fuzzy-neural 

network, etc.) [23-24, 60].  

 To improve the performance of the observers described in this section, various 

practical techniques are also discussed which avoid use of pure integrators. Pure 

integrators lead drift and initial condition problems in digital applications, so recent 

speed sensorless algorithms tend to avoid pure integrators. Most of the traditional 

vector control algorithms use low-pass filters instead of pure integrators, although 

they also cause serious problems at low speed range. Recent MRAS algorithms 

mentioned in this thesis avoid both pure integrators and low-pass filters. Reactive 

power scheme described below is robust to both stator and rotor resistance variations, 

and can even be applied at very low speeds (but not zero speed). Both of the observers 

(reactive power and back emf schemes) described below use monitored stator currents 

and stator voltages. In a voltage-source inverted-fed drive, however, it is not 

necessary to monitor the dc link voltage and the stator voltages since the latter can be 

reconstructed by using the inverter switching states.  
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6.4.Application of Popov’s hyperstability theorem and integral inequality 

This part contains a short description of the selection of the appropriate 

adaptation mechanism, proves why there is a PI controller in the scheme described in 

MRAS schemes used in this thesis, and also shows the form of speed tuning signal to 

be used. 

 In general, a model referenced adaptive speed estimator system can be 

represented by an equivalent non-linear feedback system which comprises a feed-

forward time-invariant linear subsystem as well as a feedback non-linear time-varying 

subsystem. This is shown in Fig.6. 4.  

 

 

 

 

 

 

 

                        Fig.6.4- Equivalent non-linear feedback system 
 

          In Fig.6.4 the input to the linear time-invariant system is u (which contains the 

stator voltage and currents), its output is v, which is the speed-tuning signal v 

=[ qd ,εε ]T. The output of the non-linear time invariant system is w, and u = -w. The 

rotor speed estimation algorithm (adaptation mechanism) is chosen according to 

Popov’s hyperstability theory, whereby the transfer function matrix of the linear time 

invariant system must be strictly positive real and the non-linear time-varying 

feedback system satisfies Popov’s integral inequality, according to which 

0dtwvT ≥�  in the time interval [0, t1] (see appendix B). Thus to obtain the 

adaptation mechanism, first the transfer function F(s) of the linear time-invariant 

feed-forward subsystem has to be obtained. It can be shown by lengthy calculations 

that in both of the schemes described in the following part this is strictly positive real. 

A possible proof uses the state-variable form of the error equation, dv/dt = Av-w, 

which is obtained by subtracting the state variable equations of the adjustable model 

from the state-variable equations of the reference model (where A is the state matrix). 
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             The feed-forward path transfer matrix of the linear time-invariant subsystem 

shown in Fig.6.4 is F(s) = [sI-A] –1,where I is an identity matrix. It follows from the 

derivation of the error state equation that T
dqrr ]xx̂[]wŵ[w −−=  (where qd x̂andx̂  

are estimated by adaptive model), thus w is substituted into Popov’s integral 

inequality, � ≥ 0dtwvT , it can be shown that this inequality can be satisfied by 

letting ε+= )p/KK(ŵ ipr . In this equation 1/p represents an integrator and ε  is the 

appropriate speed-tuning signal. In general, the state variables in the reference and 

adaptive models are qdqd x̂,x̂andx,x , respectively. Speed tuning signal is Im( ∗xx ˆ ), 

where the asterisk denotes the complex conjugate. Speed-tuning signals are obtained 

from Im( ∗
mm êe ) and Im( ∗

mm q̂q ) where em and qm represent back emf and reactive 

power, respectively. It can be seen that when a specific state-variable is used (on the 

outputs of the reference and adaptive models), then a corresponding speed tuning 

signal of a specific form is obtained by Popov’s integral inequality. From the previous 

discussions it is noted that when the estimated rotor-speed with the adaptive model 

changes in such a way that the difference between the output of the reference model 

and the adaptive model is zero, then the estimated rotor speed is equal to the actual 

rotor speed. The error signal actuates the rotor-speed identification algorithm, which 

makes this error converge asymptotically to zero. The physical reason for the 

integrator (in PI controller) is that this ensures that the error converges asymptotically 

to zero. 

 In recent years several MRAS schemes are studied for vector control of ac 

drives without speed measuring sensors. Most of these schemes have low speed 

problems due to the low-pass filters or pure integrators. These schemes obtain speed 

tuning signal form state variables, xd ,xq  (e.g. active power components (pd ,pq) , rotor 

flux components (� rd , � rq), torque components (ted,teq ), voltage components (vd,vq) 

etc.). In addition to these schemes, recently proposed schemes using back emf and 

reactive power enhanced the performance of the MRAS solutions excluding pure 

integrators in their algorithms [26]. Also reactive power MRAS model is truly robust 

to stator resistance changes. The details of these schemes will be given in the next 

section.    
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6.5 Back emf  MRAS Scheme    

   

 In this MRAS scheme the back emf (em) is used as speed tuning signal. When 

the back emf is used then the problems associated with the pure integrators in the 

reference model disappear, since in this case the reference model does not contain any 

integrator. Equations for an induction motor in the stationary frame can be expressed 

as:  

  

     (6.1) 

          

 (6.2) 

 

where wr is a vector whose magnitude wr is rotor electrical angular velocity, and 

whose direction is determined according to right hand system of coordinates as shown 

in Fig.6.5 “ ⊗ ” denotes the cross product of vectors respectively.  

 

  
 
 

        

      

  

 

  

 

      

Fig.6.5- Coordinates in stationary reference frame 
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From (6.1) and (6.2), me  and structure of MRAS can be derived as follows: 

 

    (6.3) 

            

(6.4) 

 

         (6.5) 

 

 

If we rewrite the equations above for the direct and quadrature-axis back emf in the 

following form: 

 

                  

 

                         

               (6.6)

    

    

   (6.7) 

 

 

If we use the counterelectromotive force (emf) vector me instead of rotor flux vector 

which was used in the previous MRAS schemes [8] for speed identification, then a 

new MRAS system is obtained. Fig.5.6 illustrates the new structure of the new MRAS 

for speed estimation. Two independent observers are configured to estimate the 

components of the counter-EMF vector, one based on (6.6) and the other based on 

(6.5) and (6.7). The observer based on (6.6) can be regarded as a reference model of 

the induction motor since (6.6) does not involve the quantity wr , and the one based on 

(6.5) and (6.7) can be regarded as adjustable model because (6.5) and (6.7) do involve 

wr. The error between the outputs of the two observers is then used to drive a suitable 

adaptation mechanism which generates the estimate rŵ  for the adjustable model. 

 

 

��
�

�
��
�

�
+−⊗′=

′=

�
�

�
�
�

� σ+−=

s
r

m
r

mrm

m
mm

s
ssssm

i
T

1
i

T

1
iwL

dt

di
Le

dt

di
LiRVe

��
�

�
��
�

�
σ+−=

ψ
==

�
�

�
�
�

� σ+−=

ψ
==

dt

di
LiRV

dt

d

L

L

dt

di
Le

dt

di
LiRV

dt

d

L

L

dt

di
Le

sq
ssqssq

rq

r

mmq
mmq

sd
sdsssd

rd

r

mmd
mmd



 

115 

Equation (5.6) 

Adaptation 
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Equation (5.5) 

Equation (5.7) 

ε

−mê

rŵ

Reference Model 

Adjustable Model 

 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig.6.6- Structure of the MRAS system for speed estimation 

 
When the scheme shown in Fig. 6.5 is employed in a speed-sensorless vector 

controlled drive, since the reference model does not contain pure integration a 

satisfactory performance can be obtained even at low speeds if an accurate value of 

the stator resistance is used. However, the stator resistance varies with temperature, 

and this affects the stability performance of the speed observer, especially at low 

speeds. A MRAS scheme which is intensive to stator resistance variation can be 

obtained by using such a speed-tuning signal, which is obtained from a quantity which 

does not contain the stator resistance. This is discussed later. On the other hand, some 

of the applications use parameter estimation or parameter tracking algorithms to 

compensate the error caused by parameter deviation. Thus, in literature there exist 

several on-line parameter estimation algorithms at real time. Parameter deviation 

effects on MRAS algorithms will also be discussed in this thesis. 

 

6.5.1 Adaptation Mechanisms and Stability of MRAS 

It is important to ensure that the system will be stable and the estimated 

quantity will converge to the actual value for the adaptation mechanism of MRAS 

algorithms. In general wr is a variable; thus the models are linear time-varying 

systems. For the purpose of deriving an adaptation mechanism, however, it is valid to 

initially treat wr as a constant parameter of the models. By differentiating both sides of 

(6.7), we get  
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   (6.8) 

 

Here, letting  , and subtracting (6.8) for the adjustable model from (6.8) 

for the reference model, we obtain the following state error equation: 

 

 (6.9) 

 

 

where  

 

 

 

 

 

 

 

 

 

 

Since rŵ  is produced by adaptation mechanism, (6.9) describes a nonlinear feedback 

system as shown in Fig.6.7. Hyperstability requires that the linear time-invariant 

forward–path transfer matrix be strictly positive and real, and that the nonlinear 

feedback including the adaptation mechanism satisfies Popov’s criterion for 

hyperstability. 
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ê

ê
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rŵ−

ε
+

+

2
0

m
i

pr

t

0

m dt)ê)(
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Fig.6.7- Equivalent nonlinear feedback system of MRAS 

 

Popov’s criterion requires that  

0tallfordtW 1

t
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2
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1

≥γ−≥•ε�  (6.10) 

where  2
0γ  is a real positive constant and • is dot product. Here, letting 

 

     (6.11) 

 

and substituting for W in inequality (6.10), (6.10) becomes  
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Using the following well known inequality: 

 

(6.13) 

 

it can be shown that inequality (6.12) is satisfied. 

 

6.6. Reactive Power MRAS Scheme 

 In the previous part, back emf is used as tuning signal and the performance of 

the MRAS is proved to be perfect in the simulation. Since the reference model does 

not require pure integration, this system can achieve good performance even at low 

speeds, as long as the value of stator resistor is known precisely. The stator resistance, 

however, varies with the temperature of the stator. The stator resistance thermal 

variations affect the performance and stability of MRAS speed estimator, especially at 

low speeds as shown later in this thesis. Therefore, a speed identification system with 

low sensitivity to the stator resistance variations is necessary for applications of low-

speed drives. Here, another approach to speed identification which is completely 

robust to stator resistance variations is proposed. This scheme can be represented in 

two different ways whose basics are the same. 

 First let us define a new quantity qm as the cross product of the counter EMF 

vector em and the stator current vector is. That is, 

  

    (6.14) 

qm is a vector, whose direction is shown in Fig.4, and whose magnitude qm represents 

the instantaneous reactive power maintaining the magnetizing current. Substituting 

the (6.6) and (6.7) for em in (6.14) noting that 0ii ss =⊗ ,we have 

 

 

         (6.15) 

   

    (6.16) 

 

Using (6.15) and (6.16) as the reference model and the adjustable model, respectively. 

An MRAS system can be drawn as in Fig.6.7, where proportional and integral (PI) 
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Equation (5.15) 

Adaptation 
Mechanism 

su

si

+mq

Equation (5.5) 

Equation (5.16) 

ε

−mq̂

rŵ

Reference Model 

Adjustable Model 

operations are utilized as the adaptation mechanism. From (6.15) and (6.16), it is 

evident that the speed estimation system of Fig.6.8 is completely robust to the stator 

resistance, besides requiring no integral calculation. 

 

 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.6.8- System structure of rotor speed observer using the tuning signal Im )ie( sm∆  

 
The information required for this module is stator voltage and stator current 

components in the d-q stationary reference frame. Two sets of equations are 

developed to compute reactive power of the induction motor in the reference and 

adaptive models. The reference model does not involve the rotor speed while the 

adaptive model needs the estimated rotor speed to adjust the computed reactive power 

to that computed from the reference model. Notice that the representation of complex 

number is defined for the stator voltages and currents in the stationary reference frame 

i.e., .sqsdssqsds jiiiandjvvv +=+=  
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6.6.1 Reference Model Continuous Time Representation 

  

The back emf of the induction motor can be expressed in the stationary frame as 

follows: 

  

    (6.17) 

  

(6.18) 

 

(6.19) 

 

The reactive power of the induction motor can be computed from cross product of 

stator currents and back emf vectors as follows: 

 

(6.20) 

 

where .     As a result   

 

the reactive power shown in (6.20) can further be derived as 

 

  
(6.21) 

 
 

6.6.2 Adaptive Model Continuous Time Representation 

 

 The estimated back emf computed in the adaptive model can be expressed as 

follows: 
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where 
r

r
r R

L
T = is the rotor time constant, imd,imq are computed from the following 

equations: 
 

 
(6.25) 

 
 

   
 (6.26) 

 
 
Once the estimated back emf computed by (6.22)-(6.26), the estimated reactive power 

can be computed as follows: 

 
 (6.27) 

 
Then, the PI controller tunes the estimated rotor speed such that the reactive power 

generated by adaptive model matches that generated by reference model. The speed 

tuning signal is the error of reactive power that can be expressed as follows: 

 (6.28) 

 

          When this observer is used in a vector-controlled drive, it is possible to obtain 

satisfactory performance even at very low speeds. The observer can track the actual 

rotor speed with a bandwidth that is only limited by noise, so the PI controller gains 

should be as large as possible. The scheme is insensitive to stator resistance 

variations. The parameter Tr has a negligible influence on the operation of both of the 

overall MRAS vector control systems. If the MRAS successfully maintains nearly 

zero error, and if the same value of Tr is used in the MRAS adjustable models and in 

the function block for calculating wslip , then we have the following relations: 

sliprslipree ŵT̂wTandŵw ==  where variables without “^”  are actual values, and 

ones with “^”  represent the corresponding values used in the MRAS vector control 

systems. Thus, if rr T̂T ≠ , then slipslip ŵw ≠ , but oo ŵw = , which is used for 

orienting the stator current vector. Therefore, complete field-orientation can be 

achieved even if the value of Tr is quite wrong. The error in the value of Tr, however, 

produces an error in the speed feedback, thus affecting the accuracy of the speed 

control as follows: 
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 (6.29)  

 

This also holds for the previous MRAS scheme. However, the accuracy of the speed 

estimation system discussed depends on the transient stator inductance and also 

referred magnetizing inductance. The latter quantity is not too problematic, since it 

does not change with temperature. Furthermore, deviations of Tr from its correct value 

produces a steady-state error in the estimated speed and this error become significant 

at low speeds. 

6.6.3 Discrete time representation for microcontroller implementation    

 

          For implementation on DSP based system, the differential equations need to be 

transformed to difference equations. Due to high sampling frequency compared to 

bandwidth of the system, the simple approximation of numerical integration, such as 

forward, backward, or trapezoidal rules, can be adopted [65]. Consequently, the 

reactive power equations in both references an adaptive model are discretized as 

descibed in the next section. 

         6.6.3.1 Reference Model 

According to (5.21) reference model reactive power is given as : 

 

  

  

Using backward approximation: 

 

         (6.30) 

 
 
 
 
 
And this equation can be further simplified as: 
 
 

      (6.31) 
 

 
 
where T is the sampling time. 
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        6.6.3.2 Adaptive Model  
 
According to (6.27), reactive power in adaptive model is derived as : 
 
 
 
whose discrete-time representation is: 
 

         (6.32) 
 

In order to compute )k(êand)k(ê mqmd consider their continuous time representations 

 
 

         (6.33) 
 
 
 
 
 

 
which have the discrete-time representations as; 
 
 

 (6.34) 
 
 
 
 
 

and )k(i),k(i mqmd can be solved by using trapezoidal integration method which yields 

continuous time representation 
 

       (6.35) 
 
 
 
 
 
 
and discrete-time representation as; 
 
   

(6.36) 
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iŵ

dt

di

i
T

1
i

T

1
iŵ
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( ) ( )pu)1k(iK)k(v)k(i)1k(iK)k(v)k(i)k(q sd1sdsqsq1sqsdm −+−−−=

 
 
 
 
 
 
 
 
 
 
 

(6.37) 
 
 

6.6.4 Per unit, discrete time representation 
 
 For the sake of generality, the per unit concept is used in all equations. 

However, for the simplicity the same variables are also used in the per unit 

representations. 

         6.6.4.1 Reference Model   

 
Dividing (6.30) by base power of VbIb,  then its per unit representation is as follows: 

 

 (6.38) 
 
 
 

Rearranging (6.38) to have the one in (6.39); 

 

  (6.39) 
 

 

where 
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1 TV
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K

σ
= , Vb is base voltage, and Ib is base current. 

 
          6.6.4.2 Adaptive Model 
 
Dividing (6.34) by base voltage Vb, then yields 
 
  

(6.40) 
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where bb
r

br
br3

brr

b
2
m

2 f2wand
R

wL
wTK,

VTL

IL
K π==== is base electrical angular 

velocity. Similarly, dividing (6.36) and (6.37) by base current Ib , then yields 
 
    
 

 
 
 
 
 
 
 
 

(6.41) 
 
 

 
where   

 
 

 
 
 
 

 
 

6.7 Simulation of the MRAS Schemes 
 

In this thesis both the back emf and the reactive power schemes are studied in 

detail. In addition to the studies related with the theoretical base of the models, the 

simulations of the models are implemented to confirm the theoretical results using 

Matlab – Simulink. In these simulations the voltage and current outputs of induction 

machine model are used as the inputs of MRAS schemes. Two independent observers 

are configured to estimate the components of back emf and reactive power. The 

observer that does not involve rotor speed is called reference model, and the other 

observer including rotor speed is called adaptive or adjustable model. The error 

between the outputs of the two observers is then used to derive a suitable adaptation 

mechanism which generates the estimated speed for the adaptive model as shown in 

Fig.6.9 and Fig. 6.10. In Fig.6.9 the adaptive model is configured based on (6.3)-(6.5) 

and similarly the reference model is configured according to equations (6.6)-(6.7). In 

Fig.6.10 the adaptive model is configured according to (6.15) and the reference model 

is configured according to (6.16). 
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Fig .6.9- The Simulink model of back emf MRAS scheme 

 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.6.10- The Simulink model of reactive power MRAS scheme 
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(b) 
 

Fig. 6.11- Four-quadrant speed reversal of 5 hp induction motor using reactive 

power MRAS scheme at no_load up to rated speed (a) estimated speed, produced 

torque due to inertia (J), q-axis stator current (b) estimated speed, speed error 

(difference between the actual and estimated speed) 
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(a) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

(b)  
 

Fig. 6.12- Four-quadrant speed reversal of 20 hp induction motor using 

reactive power MRAS scheme at no_load up to rated speed (a) estimated speed, 

produced torque due to inertia (J), q-axis stator current (b) estimated speed, speed 

error (difference between the actual and estimated speed) 
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                                (a1)                                                                                             (a2) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                               (b1)                                                                                              (b2) 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                               (c1)                                                                                                 (c2) 
 
Fig.6.13- 5hp induction motor speed est. (a1) %100 rated torque - %100 rated speed 

(b1) %10 rated torque-%100 rated speed (c1) %10 rated torque - %10 rated speed    

20 hp induction motor speed est. (a2) %100 rated torque - %100 rated speed          

(b2) %10 rated torque-%100 rated speed (c2) %10 rated torque - %10 rated speed 

note: load torque applied between 0.75s to 1.5s  in all figures 
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(a) 
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(c) 
Fig.6.14- 5hp induction motor estimated speed speed using reactive power MRAS 

scheme, applied torque and stator q-axis current (a)%100 rated torque, %100 rated 

speed (b)%10 rated torque, %100 rated speed  (c)%10 rated torque , %10 rated speed 

note: load torque applied between 0.75s –1.5s 
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(a) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

(b) 
 
  
 
 
 
 
 
 
 
 
 
 
 
 

 
 

(c) 
 

Fig.6.15- 20 hp induction motor estimated speed using reactive power MRAS scheme, 

applied torque and stator q-axis current (a)%100 rated torque, %100 rated speed 

(b)%10 rated torque, %100 rated speed(c)%10 rated torque , %10 rated speed 

note: load torque applied between 0.75s –1.5s 
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(a) 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 

(b) 
 

Fig.6.16- A typical estimated speed using back emf MRAS scheme (a) 20hp ind. 

motor %100 rated torque %100 rated speed (b) 5hp ind. motor %100 rated torque 

%100 rated speed 

note: load torque applied between 0.75s-1.5s 

  

Fig.6.11 and Fig.6.12 show simulation results for four-quadrant speed tracking 

performance of the reactive power MRAS scheme with 20 hp and 5 hp induction 

motors. The simulations here are implemented under no-load conditions. Fig.6.11 (a) 

and Fig.6.12 (a) includes estimated speed in rad/sec, generated electromagnetic torque 

during acceleration and deceleration due to inertia term (J) in nm., and stator q axis 

current in amp. 
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In Fig.6.11 (b) and Fig.6.12 (b), more accurate speed estimation and speed 

error (difference between the actual speed and estimated speed) are shown. No-load 

performance of the speed observer is very high as seen in these figures even at very 

low speed range. Since there does not exist any immediate transient speed change due 

to mechanical loading, speed outputs obtained in the simulation are very smooth with 

negligible speed errors.  

In Fig.6.13, speed estimations of 5 hp and 20 hp induction motors are 

simulated under varying-load conditions. In Fig.6.13 (a1) and (a2) %100 rated torque 

is applied at %100 rated speed, in Fig. 6.13 (b1) and (b2) %10 rated torque is applied 

at %100 rated speed and in Fig.6.13 (c1) and (c2) %10 rated torque is applied at %10 

rated speed. Heavy loading causes higher transient speed errors due to high 

instantaneous speed changes where light-loading speed errors are much smaller for 

both %100 rated speed and %10 rated speed conditions in percentage. In all of the 

situations transient speed tracking at starting and at steady-state, the speed estimation 

performances are quite high.  

In Fig.6.14 and 6.15 the generated electromagnetic torque and q axis stator 

current are shown with estimated speed for both 5 hp and 20 hp induction motors at 

the same loading conditions given above. Fig.6.16 shows typical speed estimations for 

both of the motors under full-load condition. They are observed using back emf 

MRAS scheme. The speed observation performances of two MRAS schemes are 

almost the same except low-speed range, the near zero speed. The back emf scheme 

becomes highly dependent on the PID parameters particularly at low speed range, 

therefore, there may exist even instability problems which is never seen in reactive 

power scheme. So, reactive power scheme is superior to back emf scheme not only in 

immunity against the parameter deviation (stator resistance), but also in very low 

speed performance as well. Furthermore, transient speed changes in back emf scheme 

have higher overshoot when compared to reactive power scheme. Therefore, reactive 

power scheme is much better than all other MRAS schemes including pure integral 

and back emf scheme, thus, recommended for speed observation in ac drives.              
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6.8 Experimental Results 

 A state estimator made by using MRAS has been tested experimentally as 

well. The experimental data; the real time stator voltages and currents are obtained 

from the setup is processed by Matlab in the host computer where the associated 

MRAS program is running. The outputs of the processing are displayed in Figs.6.17, 

6.18. Gains of PI can be changed to improve the settling time, overshoot, rise-time, 

etc of the speed waveform while the system is going through the transient-state. The 

steady-state accuracy of MRAS meet the expectations and quite successful. Also, Fig. 

6.18 shows the speed tracking performance of the back emf MRAS scheme. It is seen 

that this tracking performance of the speed estimator seems to be quite satisfactory. 

 
 

 
 
 
 
 
 
 
 
 
 
 

Fig.6.17 –Rotor speed estimated by MRAS experimentally at no-load by back emf 

scheme (measured ss. speed: 314 rad/sec)    

 
 
 
 
 
 

 
 
 
 
 
 

 
Fig. 6.18- Speed tracking  of the back emf  MRAS scheme. 
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The simulations and experimental works show the great promise of the studied 

MRAS schemes. However, due to equipment limitations these methods are not tested 

over a wide speed and torque ranges. Further, the experimental work is required to 

implement these techniques in the entire torque speed range of the induction motor. 
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CHAPTER 7 
 
 
 

FLUX AND SPEED OBSERVERS FOR SENSORLESS 
 DIRECT FIELD ORIENTATION  

 
  
 
 

 In this chapter, observers configured for direct field-orientation (DFO) are 

investigated. The field orientation is implemented in two ways as discussed in 

Chapter 2; Direct Field-Orientation and Indirect Field-Orientation. The basic 

difference of these methods underlies in the manner of detecting the synchronous 

speed. In IFO, the slip-angle is computed and added to the rotor speed to find the 

synchronous speed. Therefore, one must calculate the slip-angle and estimate the rotor 

angle. In the current model employed in the IFO, d q-axes stator currents and precise 

rotor time-constant are needed to find slip angle (or slip speed). Afterwards, adding 

these two angles will give the synchronous angle (see chapter 2 for detail). In the 

literature, a number of the algorithms are proposed to calculate the rotor angle (or 

rotor speed). Thus, previously proposed observers (designed by using MRAS and/or 

EKF techniques) are employed in IFO due to their rotor-speed estimation property. 

On the other hand, in DFO, the synchronous speed is computed from the ratio of dq-

axes fluxes. Therefore, one must estimate the fluxes if sensorless control without hall-

effect sensor is required. Flux estimator used in this chapter can compute both the 

synchronous speed and the rotor speed. Since the induction motor model applied to 

EKF in Chapter 5 estimates the rotor fluxes, it can also be applied to DFO. 

Furthermore, MRAS algorithm explained in Chapter 6 may be added to flux-observer 

used in a DFO for speed control. The different combinations of these observers can be 

implemented in both field-orientation methods. 
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7.1. Flux Observer   

 The flux observer module defined in this chapter is used for computing dq-

stationary-axis fluxes and rotor-flux angle. The inputs of the observer are dq-

stationary-axis currents and voltages. The logic underlying this flux observer is 

basically an advanced voltage model approach [66] in which integration of the back-

emf is calculated with a different method. The well-known disadvantages of this 

model are parameter dependency (i.e. Rs) at low-speed and drifting off of the integral 

of the sensed variables. These problems are compensated with a closed-loop in this 

flux observer. Basically, the fluxes obtained by current model are compared with 

those obtained by the voltage model then the error is fed to a PID block to obtain 

compensating voltages those are added to sensed stator voltages. There exist several 

algorithms in the literature which correct the voltage model with reference to the 

current model, or the current model with reference to the voltage model according the 

range in which one of these models is superior to other. In this flux observer, the 

voltage model is corrected by the current model through a basic PI block. In the end, 

the stator fluxes are used to obtain rotor fluxes and rotor flux angle. The overall 

observer structure is given below:  

 

 Continuous Time: 

The rotor flux dynamics developed by current model in synchronously rotating 

reference frame (w=we) can be shown as: 

 

               (7.1) 

 

 

                                                     (7.2) 

 

where, superscript (i) represents current model dynamics and (e) represents 

synchronous frame. we is synchronous speed and wr is the electrical rotor speed in 

rad/sec. 

In rotor field-orientation, the main goal is to align the rotor-flux vector to the d-axis 

stator current, thus q- axis rotor-flux is regarded to be zero. That is: 
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Thus, (7.1) and (7.2) can be simplified to: 

 

                       (7.3) 

 

 

                    (7.4) 

 

Then the rotor flux-linkages are transformed into the stationary reference frame by the 

inverse park transformation: 

 

                         (7.5) 

 

                                          (7.6) 

 

where rψθ is the rotor-flux angle superscript (s) represents the stationary reference 

frame. The stator fluxes are obtained from (7.5) and (7.6) as: 

 

                            (7.7) 

 

 

                               (7.8) 

 

where Ls, Lr the stator and rotor self-inductance, respectively, and Lm refers to the 

magnetizing inductance. The same quantities will be obtained with voltage model as;  
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current model in (7.7) and (7.8). Then the error is fed to a PI block to obtain 

compensated voltages.  

 

            (7.11) 

   

 
                             (7.12) 

 
Once the stator fluxes obtained, rotor-flux vector is reconstructed in stationary frame 
by using (7.13) and (7.14) : 
 
   

        (7.13) 
 
 
 
        (7.14) 

 
 

Then the rotor-flux angle based on the voltage model is calculated as: 
  
 

                      
                        (7.15) 

  
7.2. Open-Loop Speed Estimator 

 
The open-loop speed estimator employed in this FOC structure is a well-

known method based on stationary reference frame. The disadvantage of this method 

is the parameter sensitivity as in the case of all open-loop estimators [67]. However, 

the structure of this algorithm is quite easy when compared to the advanced 

estimation techniques. The mathematical base of the estimator is given below that can 

easily be extracted from induction machine equations. 
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The rotor currents can be expressed as: 
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The rotor voltages can be expressed as: 
 
  
             (7.20) 
 
 
          
             (7.21) 
 
 
where Rr is the rotor resistance. Substituting (7.18) and (7.19) into (7.20) and (7.21), 

rotor currents are extracted from the rotor flux dynamics as: 

 

                   (7.22) 

 
 
 
               (7.23) 
 
 
 
Since we know the rotor fluxes from the previous flux estimation module, one can 

calculate the rotor flux magnitude and angle: 

 

               (7.24) 

  

        (7.25) 
 
 
Then the synchronous speed, we, can be calculated by the derivative of (7.25) as: 

 

 

 

          (7.26) 

 
 
 

Then, (7.22) and (7.23) are substituted into (7.26)  
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Finally, rotor speed is calculated as: 
 

             (7.28) 
 
 
 
  
 7.3. Experimental Results 
 

The performance of the flux estimator and open-loop speed estimator are 

tested in our experimental setup. It is shown that both estimators work properly. The 

experimental results follow the same sequence with the equations to have ease in 

tracing the outputs state step by step. 

The stator currents and voltages are quite close to a pure sinusoidal waveform 

due to highly precise approximation of SVPWM. Thus, the outputs of the flux 

estimator are expected to be sufficiently close to sinusoidal and the magnitude of the 

flux is smooth enough for torque control operations. In Fig.7.1, typical input stator 

current and stator voltage waveforms are given those are obtained during the 

experiments.  
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 (a) 
 
 
 
 
 
 
 
 
 
 
 
 
 (b) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 (c) 
 
 
 
 
 
 
 
 
Fig.7.1- (a) stator phase currents under heavy load conditions (b) stator phase currents 

under no-load condition (c) stator phase voltages  
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The dq-axes rotor fluxes in stationary frame obtained from current model ((7.5), (7.6)) 

are shown in Fig.7.2. 

  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.7.2- dq-axes rotor fluxes in stationary frame obtained  

from current model 

 
The dq-axes stator fluxes in stationary frame obtained from the current model rotor 

flux estimates (( 7.7),(7.8)) are shown in Fig.7.3 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.7.3- dq-axis stator fluxes in stationary frame obtained 

 from the current model 
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The dq-axes stator fluxes in stationary frame obtained from the voltage model 

((7.9),(7.10)) considering the compensating voltage are shown in Fig.7.4. The back 

emfs with added compensating voltages ((7.9),(7.10)) are shown in Fig.7.5. 

 

  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig7.4-The dq-axes stator fluxes in stationary frame obtained 

 from the voltage model 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.7.5- Back emfs with added compensating voltages 
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Finally, the outputs of the flux observer module, dq-axes stationary frame rotor fluxes 

reconstructed by the voltage model ((7.13),(7.14)), are shown in Fig.7.6 and the 

magnitude of the this rotor flux is shown in Fig.7.7. 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.7.6 - dq-axes stationary frame rotor fluxes reconstructed 
 by the voltage model 

 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.7.7. q-axis stationary frame rotor flux reconstructed by voltage 
 model with rotor-flux magnitude  
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The smooth flux magnitude in Fig.7.7 guarantees a fast and constant torque response 

as in the case of dc motors. Another output of the flux estimator module, rotor-flux 

angle (7.15), is shown in Fig.7.8. 

  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.7.8- Rotor-flux angle based on the voltage model 
 

The rest of the figures illustrate the estimated speed that is the output of open-loop 

speed estimator and the associated reference speed. 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.7.9- Reference speed (upper one) and estimated speed (lower one) 

(trapezoid limits are 0.27 pu to 0.4 pu) 
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Fig.7.10- Reference speed (upper one) and estimated speed (lower one) 

(trapezoid limits are 0.4 pu to 0.5 pu) 
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CHAPTER 8 
 
 
 

 THE HARDWARE & SOFTWARE 
 
 
 
 

 
 In this chapter, the hardware configuration of experimental setup and the 

software organization will be summarized. The hardware configuration of the project 

is basically the combination of an asynchronous motor, a motor drive and a 

microprocessor. The software of the project involves assembly code of the FOC and 

state observers in modular strategy. 

 

8.1 Hardware Overview 

 8.1.1 The Motor 

 The experimental setup of this thesis is as shown in Fig.8.1. While testing the 

setup, different motor sizes are used, but in the actual experimental stage 3kW 

squirrel cage induction motor (Siemens make) is used. In order to obtain motor 

parameters, classical no-load and locked-rotor tests are carried out on the motor.  To 

get a rough starting guess of the parameters used in the FOC algorithm, steady-state 

model of the induction motor is employed as shown in Fig.8.2. In the real time 

applications, motor drives are expected to obtain motor parameters at the beginning 

with injected signals and on-line estimation of the parameters are embedded to FOC 

algorithm. These methods are skipped in this work and considered as future work. In 

this thesis, different from on-line parameter estimation, closed-loop observers (e.g. 

EKF) are expected to compensate the parameter deviation effects regarding the 

parameter errors as system noise.       
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Fig.8.1 – Overall hardware configuration of the experimental setup   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.8.2 - Approximate per Phase Equivalent Circuit for 
an Induction Machine 

 
 

Rs in the equivalent circuit of Fig.8.2 is obtained by dc-test, Rc and Xm are determined 

by no-load and the rest of the parameters are determined by locked-rotor test. The 

stator resistance of each stator winding can be measured independently by applying a 

dc-current to one phase as shown in Fig. 8.3.  

 



  149 

 

 

 
 
 
 
 

 
 

 
Fig.8.3 – Diagram of dc measurement 

 
The stator resistance is measured on the motor terminals by applying a current 

through a resistor and measuring the corresponding voltage, or without a resistor 

applying low-level dc voltage. To obtain a more accurate measurement result, one 

must get several numbers of measured data and take the average of these data for each 

phase.  

 The leakage-reactances xls, xlr and the rotor resistance are determined when 

the motor speed is set to zero, i.e. s=1.  Since the magnetizing branch elements are 

large enough compared to the rest of the equivalent components, these are neglected 

in this test. It is further assumed that leakage reactances are equal to each other 

according to IEEE test standards. Since stator resistance is measured and leakage 

reactances are assumed to be equal, rotor resistance can easily be calculated from the 

measured data. The measurements are done around the rated current of the motor and 

than the average of the measurements are computed to obtain more approximate 

parameters.  

 

 When the motor is running without load, the slip will be close to zero. Thus, 

the variable slip resistance will be very large. Therefore, in the no-load test one may 

consider the magnetizing branch as the approximate circuit of the motor model. The 

no-load data are measured around the rated voltage, and magnetizing branch elements 

are calculated around the rated voltage of the motor. The calculated motor parameters 

and ratings of the motor are given in Table-8.1 
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Table 8.1- Motor Parameters 

 

  

  

 

 

 

 

 

8.1.2. The Motor Drive 

 The drive circuit used here has been developed in another work [40] but 

modified to suit to the requirements of this work. The drive mainly includes a 

rectifier, dc-link circuit and an inverter. The rectifier used in this drive is Semikron-

SKD28 that consists of six uncontrolled diodes. The rated current of the rectifier is 28 

A and the rated operating voltage is 1300 V. During the tests, the three-phase voltage 

is supplied over an autotransformer to the rectifier.  

 In the dc-link circuit, the rectified voltage is a smooth dc filtered by dc-link 

capacitors. The filter is made of two 1000µF capacitors connected in series. In 

addition to them a resistor of 1W, 0.41 Mohm is connected across each capacitor to 

balance the voltage on them. The dc link voltage is supplied to the capacitors through 

a relay system as shown in the Fig. 8.4. 

 

 

 

 

 

 
Fig.8.4 – Dc_link Circuit  

 

 

Rs                     (stator resistance) 2,0 ohm 
Rr     ( refererred rotor resistance) 1,78 ohm 
Rc 522 ohm 
Xm         (magnetizing reactance) 65,25 ohm 
Xls,Xlr         (leakage reactances) 2,68 ohm 
Ls,Lr         (stator & rotor induc.) 0,215 H 
Lls,Llr                 (leakage induc.) 0,0085 H 
Lm              (magnetizing induc.) 0,207 H 

Tr                    (rotor time const.) 0,12 
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At the beginning, the capacitors are charged to a certain level through a 15 W resistor 

to prevent the inrush current at starting. When the capacitors are charged to 

predefined level, the relay disconnects the resistor. One can change the relay on-off 

voltage level by adjusting the controlling potentiometer on the interface card. 

Furthermore, by adding a manual switch, on-off state of the relay can be controlled 

manually by this switch. As a future work at this point, a dynamic braking circuit 

(freewheeling path controlled by a switch) may be added to avoid from over-charging 

the capacitors while the motor is slowing down rapidly.  

 The inverter on the drive is Semikron_Semitrans IGBT module (SKM 40 GD 

123 D). The rated value of Vce in this IGBT package is 1200V and Ic is 40/30 A 

depending on the case temperature. The switching rise time of the IGBT switches is 

55 ns and the switching fall time of the switches is 40 ns. This package may be used 

for applications at switching frequencies above 15 kHz. IGBTs in this module are 

triggered by a gate drive card, Semikron six IGBT driver (SKHI 60 H4). The gate 

drive card provides short-circuit protection for all six IGBTs in the full bridge. Short 

circuit protection scheme is based on the collector-emitter voltage of the devices. It 

switches off all IGBTs  at once and gives an alarm in case a fault is detected. In our 

setup, these error outputs of the gate-drive card are used for fast hardware interrupt. 

The interlock circuit blocks simultaneous turning on of IGBTs of the same arm. One 

IGBT cannot be turned on before the gate charge of the other IGBT is completely 

removed. 

 The output of the inverter is connected to the motor through current sensors to 

acquire information about currents in real-time. Overall diagram of the inverter is 

shown in Fig.8.5. 
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Fig.8.5   Inverter Circuit 

 

8.1.3 The DSP 

In order to run the real-time control algorithm and create PWM signals, Texas 

Instruments’  (TI) TMS320 processor is used in this work. Texas Instruments’  

TMS320 family consists of fixed-point, floating-point, multiprocessor digital signal 

processors (DSPs). TMS320 DSPs have an architecture designed specifically for real-

time signal processing. The F/C240 is a member of the ’C2000 DSP platform, and is 

optimized for control applications. The ’C24x series of DSP controllers combine this 

real-time processing capability with controller peripherals to create a suitable solution 

for vast majority of control system applications. The following characteristics make 

the TMS320 family a suitable choice for a wide range of processing applications: 

• Flexible instruction set, 

• Inherent operational flexibility, 

• High-speed performance, 

• Innovative parallel architecture, 

• Cost effectiveness. 
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TMS320F240 version of this family is the one used in this application. It uses a 16-bit 

word length along with 32-bit registers for storing intermediate results, and has two 

hardware shifters available to scale numbers independent of the CPU. 

 

The ’C24x DSP controllers take advantage of an existing set of peripheral 

functions which includes: 

• Timers, 

• Serial communications ports (SCI, SPI), 

• Analog-to-digital converters (ADC), 

• Event manager, 

• System protection, such as low-voltage detection and watchdog timers. 

 

To function as a system manager, a DSP must have robust on-chip I/O and 

other peripherals. The event manager of the ’240 is application-optimized peripheral 

unit, coupled with the high-performance DSP core, enables the use of advanced 

control techniques for high-precision and high-efficiency full variable-speed control 

of motors. Included in the event manager are special pulse-width modulation (PWM) 

generation functions, such as a programmable dead-band function and a space vector 

PWM state machine for 3-phase motors that provides quite a high efficiency in the 

switching of power transistors. Three independent up/down timers, each with it’s own 

compare register, support the generation of asymmetric (non-centered) as well as 

symmetric (centered) PWM waveforms.  

 

 

8.1.4 Interface Card 

In order to convey information back and forth between the power stage and 

DSP an interface card has been designed. Moreover, suitable signal amplification, 

signal filtering and hardware protection properties are added to this interface card (see 

Appendix C). 

The dc-link voltage is sensed with a voltage sensor (LV25_P) on the interface 

card. The insulation property of the voltage sensor is quite sufficient to protect the 

digital circuit and low voltage analog circuit from high voltage part. The dc-link 

voltage value is sensed to re-build the phase voltages in the control software with the 
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information of duty cycles of the IGBTs. This sensor is not necessary for the closed-

loop FOC algorithms unless the precise voltage information is required. Since the 

reference voltage values obtained from feedback information and used as input of 

SVPWM can be considered as actual dq-voltages. Especially, at low speed range, the 

voltage drops on the switches become significant and the reference voltages do not 

reflect the actual voltage values due to this voltage drop. In this case one must embed 

a voltage drop compensation module to the control algorithm or use a voltage sensor.  

Another aim of the voltage sensor is to sense the overcharge on the dc-link capacitors. 

If the voltage level exceeds the predefined limit that is determined by the user, a 

comparator gives an error signal. This error signal is used for immediate hardware 

interrupt and all the IGBTs are set to off-state. Finally, to discard the power 

resistance, the aim of which is to prevent the in-rush current at starting, the voltage 

level information is needed to operate the relay across this resistance. The voltage 

sensor also provides this voltage information whether it exceeds the adjusted voltage 

level or not. If this mechanism is employed then the relay will operate automatically 

after the start command in a very short time. 

 The other sensed variables are stator currents using current-sensor on the 

interface card. For this purpose LTS 25-NP current transducers are used. These 

sensors are capable of sensing AC, DC and mixed current waveforms. The sensor has 

multi-range current sensing options depending on the pin connections. The sensors 

use hall-effect phenomena to sense the current. They have excellent accuracy and 

very good linearity in the operating range. The output of these sensors is between     

0-5V and unipolar. Since the ADCs on the DSP board cannot sense the negative 

voltage and requires signal between 0-5V, our current sensors eliminate extra 

hardware, and software modules due to its mentioned properties. Normally, one must 

add offset to the AC current signals to compensate the negative parts and then 

subtract this amount in the software. Furthermore, the current signals must be 

normalized between the 0-5V range using amplifiers before the ADCs. All of these 

procedures cause extra uncertainty that affects the accuracy of the sensed information. 

 

 In case of noisy phase currents, optional low-pass filters are placed on the 

interface card with 1kHz cut-off frequency. However, at high frequency range above 

50Hz these filters may cause serious phase lagging problem. The outputs of the 

current transducers are also used to provide over-current protection. After determining 
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the over-current limit, the potentiometers in the protection circuit are set to this 

critical limit. In case of over-current problems a comparator gives error signal to set 

the IGBTs into off-state.  

 In addition, the PWM signals generated by DSP are amplified to make them 

compatible with the gate drive card inputs. For this purpose, six PWM signals are 

adjusted to 15V individually without any other change. Finally, all the errors, gate 

drive card errors, over-voltage error, over-current error, and an external error are OR 

gated. The single error output is assigned to control PWM-OFF circuit to set the all 

IGBTs to off-state in case of any fault. 

 

The pictures of the interface card, DSP and inverter are given below. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 Fig.8.6- Experimental setup (Interface card, DSP and inverter) 
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Fig. 8.7- Interface card  

 

8.2 Software Overview 

In this part general software flowchart will be explained. Furthermore, 

software modules and specific fixed-point numerical methods will be analyzed. The 

experimental outputs of the each module will be monitored to show that the modules 

run properly.  

 

8.2.1 Software Organization     

Overall algorithm of this project may be divided into two: initialization and 

the run time module as shown in Fig.8.8. The initialization module defines and 

initializes the software variables, constants and specific registers. Moreover, some of 

the look-up tables employed in the algorithm may also be addressed in this part. 

Initialized registers in the initialization module are watchdog timer registers, event 

manager registers, auxiliary register addressing, serial communication registers, clock 

registers. Some of these registers may be redefined in the specific modules if the 

modular algorithm is used. Among the registers above initialization of the serial 

communication registers is optional. The software constants and uninitialized 

software variables may be defined in this part or in the initialization of the each 

module.  
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Fig.8.8- Software Flowchart 

 

The code of the DSP TMS320 consists of many sections. The smallest unit of 

an object file is called a section. A section is a block of code or data that will 

ultimately occupy contiguous space in the memory map. Each section of an object-file 

is separate and distinct. Object files always contain three default sections: 

.text section  usually contains executable code. 

.data section  usually contains initialized data. 

.bss section  usually reserves space for uninitialized variables. 

In addition, the assembler and linker allow you to create, name, and link named 

sections that are used like the data, .text, and .bss sections. 

There are two basic types of sections: 

Initialized sections contain data or code. The .text and .data sections are 

initialized; named sections created with the .sect assembler directive are also 

initialized. 
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Uninitialized sections reserve space in the memory map for uninitialized data. 

The .bss section is uninitialized; named sections created with the .usect assembler 

directive are also uninitialized. In the initialization of the main code both of these 

sections may be used. Uninitialized sections reserve space in TMS320 memory; they 

are usually allocated into RAM. These sections have no actual contents in the object 

file; they simply reserve memory. A program can use this space at runtime for 

creating and storing variables. 

  Uninitialized data areas are built by using the .bss and .usect assembler 

directives. The .bss directive reserves space in the .bss section. The .usect directive 

reserves space in a specific uninitialized named section. Each time you invoke the .bss 

directive, the assembler reserves more space in the .bss section. Each time you invoke 

the .usect directive, the assembler reserves more space in the specified named section. 

While developing the code in modular strategy, one may name the variables 

according to the modules they are used. This helps to the code developer to classify 

his variables in certain clusters. Initialized sections contain executable code or 

initialized data. The contents of these sections are stored in the object file and placed 

in TMS320 memory when the program is loaded. 

 The initialization of the algorithm may involve both of the sections. The run-

time module does not involve uninitialized section unless it is necessary. One may 

need to put .text section to the initialization of the algorithm to set the variables to 

zero or predefined constants. The initialization of the code will be called once at the 

beginning of the program. Thus the starting address of the initialization must be 

defined clearly and the code processing must start from this point. For this purpose 

DSP code has a specific addressing indicator. The symbol _c_int0 is defined as the 

program entry point and the execution starts from this point. One must add necessary 

options to linker command if this automatic entry point is used.     

Run time code is mainly composed in the .text section. Run time code may be 

generated either in the form of modules or one block of extended code. The 

modularity technique is preferred to debug the code in an easy way. Furthermore, the 

modules may be tested individually before building up the main code. In motor 

control applications in which the PWM technique is employed, the run time modules 

including overall control algorithms, real-time variable sensing, and final switching 

commands are synchronized with the sampling period as shown in Fig.8.9. In 

addition, synchronization of the PWM period is important for current sensing 
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T1CNT   Sampling Period T = 2* PWMPRD          PWM Underflow 
         Interrupt 
 
 
 
 
 
 
 
 
 
 
    
              Algorithm Time      Waiting Time                Algorithm Time 

accuracy. To get the current samples at the end of the PWM pulses will eliminate the 

switching frequency harmonic noise. This fact is out of the scope so the details will be 

skipped.       

 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.8.9- Overall FOC Algorithm Timing 
  

The run-time code will be executed before 2*PWMPRD and then the program enters 

in an infinite loop. The program will leave the loop with PWM underflow interrupt 

that is active when the timer1 counter is zero. By following the timer1 counter which 

is programmed to continuous up down counting with a period of 2*PWMPRD, the 

main code is synchronized with the PWM pulses. One may develop a user interface 

code instead of infinite loop and communicate with the program adjust some of the 

coefficients such as PID and assign the DAC outputs to different software variables.      

 

8.2.2 Base Values and PU model 

Since the TMS320F240 is a fixed point DSP, PU (per unit) model of the motor 

is used to increase the accuracy and simplify the overall system. In a fixed point 

system, 16 bit words are assigned to variables and some of the bits are used for 

integer part of the number and some for floating part. To increase the accuracy, one 

must reserve as many bits as possible to floating part. This is also possible with PU 

system. If the PU parameters and variables are properly chosen, the integer part will 

expected to be at most 1±  and the number of the bits reserved for the floating part 

will be maximized.  
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While choosing the PU values, one may select ratings of the motor or multiple 

of the nominal values as base depending on the operating conditions. One must be 

careful about the transient regions, since the amount of the states may exceed the 

unity in transient state. Thus, the multiple of the nominal values may be adjusted 

according to the transient state peak values to limit the base values. However, this will 

give harm to the accuracy of the steady state computations. Due to this reason, while 

testing the performance of the observers, we run the system under light load 

conditions. The base quantities are calculated as shown below: 

 

  

 
 
                  (8.1) 
 
 
 

where Ib, Vb, are the maximum values of the phase nominal current and 

voltage; wb is the electrical nominal rotor flux speed; �
b is the base flux and subscript 

n is expresses the nominal quantities of the same variable. The real time quantities are 

implemented in to the control thanks to the PU quantities, which are defined as 

follows: 
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8.2.3 Fixed-Point Arithmetic 

In binary format, a number can be represented in signed magnitude, where the left-

most bit represents the sign and the remaining bits represent the magnitude. Two’s 

complement is an alternative form of representation used in most processors, 

including the TMS320. The representation of a positive number is the same in two’s 

complement and in signed magnitude. Thus the first bit gives idea whether the 

number represented in signed magnitude is positive or negative. 
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 In fixed-point operations Qk format is used to represent the floating numbers. 

For example, in Q12 format, first bit is assigned for sign and three bits are assigned to 

represent the integer part and the rest of the 16 bits is assigned for floating part of the 

number. In Q15, one bit is assigned for sign and the rest is assigned for floating part. 

Thus one can represent the number in the range of  -1 to 1 excluding these to integers. 

So if the variables are normalized in a proper way those never exceed unity, Q15 

format provides the best accuracy. If one uses numbers greater than unity then, the Qk 

format must be rearranged to represent those numbers. For example, using Q12 format 

the numbers between the –7.999 to +7.999 with a less accuracy in the floating part 

since the floating part may be represented with fewer numbers when compared to the 

Q15 format. The resolution of the Q15 format is 0.0000305 (1/215) where Q12 format is 

0.000244 (1/212). If the selected base values are in nominal values, than drive control 

quantities will not be greater than four times the nominal values (for the most part). In 

this case one may use Q12 format. On the other hand, if the value of the variables are 

guaranteed to be less than unity by choosing proper base quantities, Q15  format is 

preferred . The generalized representation of Qk is given below: 
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k15
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−

−
−

−
−

−
−

− ++++++−=       (8.3)  

where k represent the number of bits representing floating part and b is the binary 

(0,1) quantities. Here are some examples to clarify the concept: 

pi=3.14159265= 0011.0010 0100 0011    in Q12 format (3243H) 

  = 011.0 0100 1000 0111   in Q13 format (6486H) 

0.0045  = 0000. 0000 0001 0010   in Q12  format 

  = 0.000 0000 1001 0110   in Q15  format  

The summation of the numbers in Qk format is the same as binary system 

summation. However, the multiplication has some tricks. In the multiplication of the 

Qk format, the result is in the form of: Qn*Qm = Qn+m. Since the multiplication 

operation is done in the 32 bit accumulator, Qn+m may exceed to Q30 without any 

problem.  
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For example, Q12*Q12 = Q24  

 

         4   12        4    12   

                                                                 *  
 

msb         lsb  msb          lsb 
 
                     4                        12                                      12 

 accumulator_I 
 
      4                        12  

accumulator_II 
 
After the multiplication Q24 is stored to the accumulator as shown in accumulator_I. 

The right bits of the shaded part is neglected in accumulator_I. Before storing to a 16-

bit microprocessor word, the number in the accumulator must be left shifted as in the 

case of  accumulator_II and than the high word in the accumulator must be stored the 

associated word. In the multiplication of Qk format n and m above may be any 

number between 0-15. However, 16-bit result must be aligned to either high or low 

word of the accumulator in the form of any Q15 format. The SXM must be set if any 

of the numbers in Qk format is negative.   

 

8.2.4 FOC Software Modules 

In the literature several vector control structures are proposed in which 

recently developed algorithms and modules can be adjusted. One of the classical 

sensorless closed-loop field-orientation structure block diagrams are shown in 

Fig.8.10.  Although the major components of these structures remain the same, the 

difference underlies in some specific modules only. In this thesis we concentrated on 

the observer block to estimate either rotor-speed or rotor-flux. In this section, basic 

modules are defined and associated theoretical background is explained.  
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PID 
Module 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.8.10 Speed Sensorless FOC of Induction Motor – System Block  

Diagram Showing Software Modules 

 

Software Modules: 

 
1-PID_REG 

                           pid_ref- Q15 
   pid_out 
                           pid_fdb-Q15 
 
Description: It tunes the error signal with integral and proportional coefficients. The 

discretization of differential equation is implemented by backward approximation. 

There exist three PID regulators in the FOC structure. 

 
Inputs:  

1-reference_speed, sensed speed (Q15) 

2-reference_id, sensed id (Q15) 

3-reference_iq, sensed iq (Q15) 

Outputs: 

1-id_ref (Q15) 

2-Ipark_D (Q15) 

3-Ipark_Q (Q15) 
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ADC Module 

 
Clarke Module 

Background:  pid_out(k)= pid_out(k-1) + (Kp+Ki T) e(k) – (Kp) e(k-1)  

where            

         e: error between the inputs 

 Kp, Ki: proportional and integral coefficients respectively  

          T: sampling time 

2- ADC  
 

 a,b phase cur.  a,b,c phase currents  
 
        dc_link vol.                                                                      dc_link_vol. 
 
 
Description: ADC is a driver module that converts analog inputs into digital 

representations with programmable gains and offsets. In the study we also sensed the 

dc_link voltage. Conversions are triggered by timer 1 underflow. 

 

 

Inputs:    ia, ib analog phase currents, analog dc_link_voltage (Q15) 

Outputs: ia, ib digital phase currents, digital dc_link_voltage  (Q15) 

Background: ADC pins accept 0-5V only. Since the outputs of sensors on the 

interface card are between 0-5V, the voltage and current values are sensed directly. 

Phase currents are embedded to the software according to the formula below: 

 

I_phaseA= I_phaseA_ADC * I_A_gain + I_A_offset 

 

Since the sensed current values are unipolar, negative part is represented between 0-

FFFF H and positive part is represented between 0-7FFF H in hex. 0-5V dc_link 

voltage is represented between 0-7FFF H in hex. Due to Q15 conversion, XOR 

operation causes offset about 200H. Thus one must take into account this offset. 

 

3-CLARK TRANSFORMATION 

 

                         I_phaseA   I_clark_D 

                         I_phaseB             I_clark_Q  
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Park Module 

 
Current Module 

Description: It converts balanced three phase quantities into balanced two phase 

quadrature quantities. 

Inputs: ia, ib digital phase currents (Q15) 

Outputs: clark_D, clark_Q (Q15) 

Background: clark_D = I_phaseA 

            clark_Q = (I_phaseA+2*I_phaseB)/ sqrt(3) 

 

4-PARK TRANSFORMATION 
 
  I_clark_DQ park_D 

 
  Theta                                                                            park_Q 
 
 
Description: It converts vectors in balanced 2-phase orthogonal stationary system into 

orthogonal rotating reference frame. 

Inputs: clark_D, clark_Q (Q15) 

Outputs: park_D, park_Q (Q15) 

Background: park_D = clark_D*cos�  + clark_Q*sin�  

  park_Q= -clark_D*sin�  + clark_Q*cos�  

 
5-CURRENT MODEL 

 
 Park_DQ 
 Theta 
      Rotor spd. 
 
Description: It estimates the rotor flux position based on three inputs. These are the 

quadrature (isq) and direct (isd) axis components of the stator current in the 

orthogonal reference frame (output of PARK transform) and the rotor mechanical 

speed. 

Inputs: park_D, park_Q, speed (Q15) 

Outputs: theta (Q15) 

Background: Theoretical background is given in chapter 2.   
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SVGEN 
Module 

 
PWM_DRV 

Module 

7-SVGEN 

 

 Va Ta,Tb,Tc 

      Vb 

 

Description: It calculates the appropriate duty ratios needed to generate a given stator 

reference voltage using space vector PWM technique. 

Inputs:  Vq,Vd (Q15) 

Outputs: Ta,Tb,Tc (Q15) 

Background: Theoretical background is given in Chapter 4.   

 

8-PWM DRIVE 

 

     Ta,Tb,Tc 1-6 PWM compare    

                                                                                                             values 

 

 

Description: It uses the duty ratio information and calculates the compare values for 

generating PWM outputs. The compare values are used in the full compare unit in 

24x/24xx event manager (EV). This also allows PWM period modulation. 

Inputs:  Ta,Tb,Tc (Q15) 

Outputs: PWM1-6 compare values (Q15) 

Background: Theoretical background is given in Chapter 4.   

 

9-STATE OBSERVER 
 
Description: It gives speed, flux information from sensed current and voltage values  

Inputs:  id,iq,Vd,Vq (Q15) 

Outputs: rotor speed, flux (Q15) 

Background: Theoretical background is given in Chapters 5, 6, 7.   
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10-DAC  

 

Description: This module sends any assigned software variable to DAC outputs. Since 

DAC register format is 12-bit, in this module Q15 format is converted to equivalent 

12-bit representation. This module allows monitoring four different software variables 

at the same time. 

Inputs:  any four-software variable (Q15) 

Outputs: 0-5V equivalent analog representation of the variables. 

 

11-Voltage Calculation 

 

Description: This software module calculates three phase voltages applied to the 3-ph 

motor (i.e., induction or synchronous motor) using the conventional voltage-source 

inverter. Three phase voltages can be reconstructed from the DC-bus voltage and 

three switching functions of the upper power switching devices of the inverter. In 

addition, this software module also includes the clarke transformation that converts 

three phase voltages into two stationary dq-axis voltages. 

 

Inputs:  three switching functions, dc_link_voltage (Q15) 

Outputs: 3-phase voltages and 2-phase voltages (Q15)  

 Background: Theoretical base of this module is partially given in Chapter 4. 

A complete state-observer performance test assembler code is given in Appendix D. 
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CHAPTER 9 
 
 
 

CONCLUSIONS and FUTURE WORKS 
 
 
 
9.1 Conclusions 
 

The focus of thesis has been the state estimation techniques for FOC of 

induction machine. Different state estimators utilized to observe dq-axis stator and 

rotor flux estimation, rotor speed, synchronous speed, rotor flux angle.  

  

First, generalized dynamic mathematical model of the induction motor is 

studied in different reference frames. Induction motor mathematical model developed 

in stationary frame is investigated. Furthermore, analysis on this model is made 

including stability analysis of the model, transfer function determination and step 

response of the model. Next, using this motor model an indirect field orientation 

control is simulated and studied to gain familiarity with FOC. In addition, SVPWM 

algorithm used in the experiment is simulated and the results are confirmed 

experimentally. 

  

As an estimator, Kalman filtering technique investigated to observe dq-axis 

rotor fluxes and rotor speed. For this purpose, appropriate mathematical model of 

induction machine is studied and discretized for real-time applications. Several 

simulations are illustrated to examine the performance of EKF. In addition, a novel 

Kalman filtering technique is introduced to observe the same states with the same 

motor model. These two techniques are proved to be appropriate for induction motor 
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state estimation with simulations and experimental results. A comparative approach is 

made to determine the superior technique.  

An adaptive state observer, MRAS is tested on two different schemes to 

observe rotor speed. The stability analysis and continuous and discrete models of each 

scheme are investigated. The high performance of these schemes is shown in 

simulations and experimental results. 

In addition, a flux observer with voltage model-current model combination is 

implemented. The outputs of this observer were fed to a open-loop speed estimator. 

Using these observers, dq-axis rotor-stator fluxes, rotor flux angle and rotor speed are 

estimated satisfactorily in the experiments.    

There exist a number of criteria to determine the observer used in the FOC of 

induction motor in practice. If an observer, based on Kalman filter, is to be 

implemented then the microprocessor used in the system must be fast enough and it 

must have sufficiently large program memory. However, this is not a strict requirement 

for MRAS, since the computational burden of MRAS is relatively low compared to the 

Kalman filter.   

Furthermore, one must know the noise content of the experimental setup to 

select the appropriate observer. If the sensed currents include high amount of 

measurement noise, then using MRAS will not be adequate choice since the low pass 

filter characteristics of the MRAS is worse than that of EKF. In addition, uncertainities 

related to the parameter deviation can be modeled by the user in EKF. Whereas MRAS 

is expected to compensate these uncertainities by the aid of it’s closed-loop structure. 

Therefore, for the practical cases where the uncertainties are significant, EKF will 

provide better state estimations. 

Either the number of the states or the number of the parameters to be estimated 

by the observer is another criterion to select the true observer. One can estimate the 

whole state vector by using an observer based on EKF. MRAS, however, provides the 

estimation of only one state or one parameter instantaneously. Therefore this criterion 

depends on the requirements of FOC algorithms. One may use MRAS not as a state 

observer but an online parameter tuning tool that tunes different state observers.    
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In addition to criteria mentioned above, mathematical complexity and difficulty 

of both the EKF and UKF are significant disadvantages when compared to the MRAS. 

Because, the mathematics used in MRAS is not as complicated as in Kalman filtering 

techniques. Thus, it is easier to analyze and deal with MRAS. 

 Finally, in this work it is shown that, instead of EKF using UKF will avoid 

costly Jacobian matrix calculations and will give better results under the same 

operating conditions.  

 

9.2 Future Work 

The simulations and experimental works show the great promise of the studied 

methods in this thesis. However, due to equipment limitations these methods are not 

tested over a wide speed and toque ranges. Further, the experimental work is required 

to implement these techniques in the entire torque speed range of the induction motor. 

Using the three different speed frames (arbitrary, stationary, synchronous) 

discussed in Chapter 3, equivalent circuit models for air-gap flux, stator flux and rotor 

flux may also be derived. 

In addition to the implemented SVPWM algorithm in Chapter 4, over-

modulation techniques may also be implemented in order to utilize entire dc link 

voltage. 

A reduced-order motor model may be applied to the both EKF and UKF to 

decrease the computational burden. Furthermore, these observers may be used for on-

line parameter estimation.   

To solve the stability problems of MRAS, different methods may be used such 

as gain scheduling. MRAS may also be reconfigured to estimate the parameters of the 

motor in real time.   
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Appendix A 
 
  
 

 
S-function M-file: 
 
f unct i on [ sys, x0] =kal m( t , x, u, f l ag)  
%Thi s s¡ f unct i on i s  used t o s i mul at e a kal man f i l t er  i n 
%f i el d r ef er ence f r ame 
 
gl obal  Q a11 a13 a14 a31 a34 a33 b11 a15 a25 a35 a45 b53;  
gl obal  d_Fa Gm Cm L W V V1 Ts B Gv w n ;  
gl obal  L11 L12 L21 L22 L31 L32 L41 L42 L51 L52 L;  
i f  f l ag == 0  % I ni t i al i zat i on 
 %Mot or  par amet er s 
Rs=Rs_;  
LI s=LI s_;  
Rr =Rr _;  
LI r =LI s_;  
xm = xm_ 
L0= xm_;  
 %I ni t i al  condi t i ons 
Wr =0;  
We=0;  
phi qr =0;  
phi dr =0;  
%The st at e noi se 
V_i x=( V_i x_) ^2;  
V_i y=( V_i x_) ^2;  
V_phi x=( V_phi x_) ^2;  
V_phi y=( V_phi x_) ^2;  
V_wr =( V_wr _) ;  
%The out put  noi se 
W_i x=( W_i x) ^2;  
W_i y=( W_i x) ^2;  
 %Sampl i ng t i me 
Ts=200e- 6;  
 %St at e space model  f or  t he mot or  
Lr =L0+LI r ;  
Ls=L0+LI s;  
Taur =Lr / Rr ;  
s i gma=1- L0^2/ ( Ls* Lr ) ;  
 
a11=- ( Rs/ ( s i gma* Ls) +( 1- s i gma) / ( s i gma* Taur ) ) ;  
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a13=L0/ ( s i gma* Ls* Lr * Taur ) ;  
a14=L0/ ( s i gma* Ls* Lr ) ;  
a31=L0/ Taur ;  
a33=- 1/ Taur ;  
b11=1/ ( s i gma* Ls) ;  
a15=L0/ ( s i gma* Ls* Lr ) ;  
a25=- L0/ ( s i gma* Ls* Lr ) ;  
 
 
A=[ a11 We a13 a14* Wr    
- We a11 - a14* Wr  a13  
a31 0 a33 ( We- Wr )   
0 a31 ( Wr - We)  a33] ;  
 
B=[ b11 0 ;  0 b11 ;  0 0;  0 0] ;  
C =[ 1 0 0 0;  0 1 0 0] ;  
 %Di scr et e syst em mat r i ces 
F=eye( 4, 4) +Ts* A;  
 
G=B* Ts;  
 %Ext ended model  
 %Jacobi an mat r i x  
d_F12=[ a15* phi qr  
a25* phi dr  
- phi qr  
phi dr  ] ;  
 %Tot al  Jacobi an mat r i x  
d_F=[ F d_F12 
0 0 0 0 1] ;  
 
Gm=[ G 
0 0] ;  
 
Cm=[ C [ 0; 0] ]  
 
V=[  
V_i x 0 0 0 0 
0 V_i y 0 0 0 
0 0 V_phi x 0 0 
0 0 0 V_phi y 0 
0 0 0 0 V_wr  
] ;  
 
W=[  
W_i x 0 
0 W_i y 
] ;  
 
 
 %The di scr et e Ri ccat i  equat i on 
 
 
 
 %[ Q, L, G, RR] =dar e( d_F' , Cm' , V, W) ;  
[ Q, L, G, RR] =car e( A' , C' , di ag( [ V_i x V_i y V_phi x V_phi y] ) , W) ;  
Q=[ Q, zer os( 4, 1) ; zer os( 1, 5) ] ;  
Q( 5, 5) =V_wr ;  
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%Q=V 
 
L=G'  
n=0;   %Count er  
x0 =[ 0 0 0 0 0] ;  
sys =[ 0, 5, 5, 5, 0, 0] ;  
el sei f  f l ag==2%Updat e 
n=n+1;  
U=[ u( 1) ; u( 2) ] ;  
Y=[ u( 3) ; u( 4) ] ;  
We=u( 5) ;  
 %Ext ended A mat r i x  
 
A=[ a11 We a13 a14* x( 5)  a15* x( 4)  
- We a11 - a14* x( 5)  a13 a25* x( 3)  
a31 0 a33 ( We- x( 5) )  - x( 4)  
0 a31 ( x( 5) - We)  a33 x( 3)  
0 0 0 0 0] ;  
d_F=eye( 5) +Ts* A;  
 

%St at e vect or  t i me updat e 
 
 
x_1=[ d_F( 1: 4, 1: 4) * x( 1: 4)  ; x( 5) ] +Gm* U;  
%x_1=d_F* x+Gm* U;  
 

%Covar i ance t i me updat e 
Q_1=d_F* Q* d_F' +V;  
 %Kal man gai n updat e 
L=Q_1* Cm' * i nv( Cm* Q_1* Cm' +W) ;  
 
 %St at e vect or  measur ement  updat e 
x=x_1+L* ( Y- Cm* x_1) ;  
 %Covar i ance measur ement  updat e 
Q=Q_1- L* Cm* Q_1;  
 

%Uncomment  t o l og i nnovat i on of  Kal man 
gai ns 
%( makes execut i on s l ower )  

%L11( n) =L( 1, 1) ;  
%L12( n) =L( 1, 2) ;  
%L21( n) =L( 2, 1) ;  
%L22( n) =L( 2, 2) ;  
%L31( n) =L( 3, 1) ;  
%L32( n) =L( 3, 2) ;  
%L41( n) =L( 4, 1) ;  
%L42( n) =L( 4, 2) ;  
%L51( n) =L( 5, 1) ;  
%L52( n) =L( 5, 2) ;  
 
sys=x;  
el sei f  f l ag==3 
sys=x;  
el sei f  f l ag==9 
save f i nal  
sys =[ ] ;  
end 
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Appendix B       

 

As with Lyapunov’s method, an adaptive law designed using hyperstability theory is 

guaranteed to be stable. In the hyperstability approach the designer has to propose an 

adaptive law, and with the aid of hyperstability theory one can check whether this law 

gives a stable result. In general, a model reference adaptive speed estimator system 

can be represented by an equivalent non-linear feedback system which comprises a 

feed-forward time invariant linear subsystem and a feedback non-linear time varying 

subsystem. The first part normally contains the reference model, and its output is the 

error signal to be used in the adaptation. The second part contains the adaptive laws 

and has an output W. This division is illustrated in Fig.A . 

 

 

 

 

 

 

 

Fig A. Division of error equation into time invariant linear part and a time varying 

nonlinear part 

 Usually, the input -W of the linear block equals the multiplication of the parameter 

error θ  and the signal vector ξ  used in the adaptation: -W= ξθT . Hyperstability 

theory guarantees an asymptotically stable system if both the linear and nonlinear 

parts satisfy a positivity condition. A controllable, linear system with input u and 

output y : 
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is said to be positive real (PR) if  Re[H(s)] equal or greater than zero. Hence the real 

part of the transfer function can never become negative as long as the real part of s is 

larger than or equal to zero. According to hyperstability theory the linear part H must 

be strictly positive real (SPR) which means that the real part of H(jw) is larger than 

zero for all W>0 thus Nyquist diagram of H(jw) must lie in the right half of the 

complex plane, including the imaginary axis. This implies that the number of poles 

and zeros in H(s) differs at most by 1, and the phase shift is never larger than 90o.  

The nonlinear part must satisfy Popov’s integral inequality, which states that a 

positive constant 2
0γ  exists such that : 

  

 

 

This requirement is also denoted the passivity requirement. Observing nonlinear part 

as an electrical network, the inequality can be shown to state that the amount of 

energy output by the nonlinear system is never larger than the sum of the incoming 

energy and the energy stored in the system. The energy in the system depends on the 

external input of power and on the power generation in the system 

             
dt

d
 [stored energy]=[ext. power input] + [int. power generation] 

Considering ε , the input, as voltage and W as output, current, the external power 

input equals ε W. If the internal power generation is negative, the system is said to be 

dissipative or strictly passive. If the internal power generation is less than or equal to 

zero, the system is passive. Strict passivity is equivalent to SPR and asymptotic 

stability. The main result using positivity and passivity concepts is that any parallel 

combination of passive blocks is also passive. A feedback combination of two passive 

blocks in which at least one is strictly passive. This is of great interest in 

hyperstability theory, in which an SPR (and hence strictly passive) linear block is 

connected to a passive nonlinear block in a feed back configuration. This combination 

is strictly passive (and hence asymptotically stable).   
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APPENDIX C 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

Fig. C.1- Amplification unit of PWM pulses with hardware interrupt cct.  

on the interface card  

 



 181 

 

 

 

Fig. C.2- Current sensing unit and low-pass filters on the interface card 
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Fig. C.3- Over-current error generating unit on the interface card 
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Appendix D 
 
 
 
 
;====================================================================== 
; 
; Description: Code of Observer Test  
;    
;====================================================================== 
; History: 
;---------------------------------------------------------------------- 
; 15.06.2003 
;====================================================================== 
 
;********************************************************************** 
;       SYSTEM OPTIONS 
;********************************************************************** 
 
PWM_PERIOD .set 100  ; PWM period in uS (10KHz)  
T1PER_     .set PWM_PERIOD*10 ; *1000nS/(2*50nS) 
;**********************************************************************  
 
 
          
;----------------------------------------------------------------------  
; External references 
;---------------------------------------------------------------------- 
  .include "x24x_app.h" 
 
   
  .ref SYS_INIT    
   
 .ref RAMP_GEN, RAMP_GEN_INIT    
  .ref rmp_gain, rmp_offset, rmp_freq  
      .ref step_angle_max     
  .ref rmp_out         
   
 .ref I_PARK, I_PARK_INIT     
  .ref ipark_D, ipark_Q, theta_ip   
  .ref ipark_d, ipark_q       
   
 .ref DAC_VIEW_DRV,DAC_VIEW_DRV_INIT   
  .ref DAC_IPTR0,DAC_IPTR1,DAC_IPTR2,DAC_IPTR3  
   
 .ref SVGEN_DQ,SVGEN_DQ_INIT    
  .ref Ualfa,Ubeta          
  .ref Ta,Tb,Tc          
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 .ref  FC_PWM_DRV,FC_PWM_DRV_INIT       
  .ref    Mfunc_c1,Mfunc_c2,Mfunc_c3,Mfunc_p  
  .ref    n_period                  
   
  
     .ref CLARKE, CLARKE_INIT     
  .ref clark_a, clark_b     
  .ref clark_d, clark_q     
   
 .ref PARK, PARK_INIT      
  .ref park_d, park_q, theta_p    
  .ref park_D, park_Q       
  
 .ref ILEG2_DCBUS_DRV, ILEG2_DCBUS_DRV_INIT   
   
  .ref Ch_sel, Imeas_a_gain, Imeas_b_gain, Vdc_meas_gain   
  
  .ref Imeas_a_offset, Imeas_b_offset, Vdc_meas_offset        
  .ref Imeas_a, Imeas_b, Imeas_c, Vdc_meas   
   
       
 .ref PHASE_VOLTAGE_CALC    
  .ref PHASE_VOLTAGE_CALC_INIT    
  .ref Mfunc_V1, Mfunc_V2    
  .ref Mfunc_V3, DC_bus     
  .ref Vphase_A,Vphase_B,Vphase_C   
  .ref Vdirect,Vquadra     
 
 .ref OBSERVER, OBSERVER_INIT     
  .ref obs_1, obs_2     
  .ref obs_3, obs_4         
   
 .ref TRAPEZOIDAL_GEN, TRAPEZOIDAL_GEN_INIT  
  .ref trap_min, trap_max, trap_dly_max  
  .ref trap_out 
 
 .ref PID_REG3_ID,PID_REG3_ID_INIT  
  .ref id_fdb,id_ref      
  .ref ud_out,e_d       
 
 .ref PID_REG3_IQ,PID_REG3_IQ_INIT  
  .ref iq_fdb,iq_ref      
  .ref uq_out,e_q         
 
 
 
 
 
 
 
 
 
 
 
 
 



 186 

;====================================================================== 
; V E C T O R    T A B L E     
;====================================================================== 
 
  .sect "vectors"   
  .def  _c_int0  
 
RESET     B   _c_int0     ; 00 
INT1     B   PHANTOM    ; 02 
INT2     B   T1_PERIOD_ISR     ; 04 
INT3     B   PHANTOM    ; 06 
INT4     B   PHANTOM   ; 08 
INT5     B   PHANTOM    ; 0A 
INT6     B   PHANTOM    ; 0C 
 
 
 
 
;====================================================================== 
; M A I N   C O D E  - starts here 
;====================================================================== 
  .text 
_c_int0: 
  CALL SYS_INIT  
  CALL FC_PWM_DRV_INIT   
      CALL    DAC_VIEW_DRV_INIT  
  CALL    RAMP_GEN_INIT   
  CALL    I_PARK_INIT 
  CALL   SVGEN_DQ_INIT 
         CALL    ILEG2_DCBUS_DRV_INIT 
  CALL    CLARKE_INIT 
  CALL    PARK_INIT 
  CALL   PHASE_VOLTAGE_CALC_INIT  
  CALL   ACI_FE_INIT         
  CALL   ACI_SE_INIT         
  CALL   TRAPEZOIDAL_GEN_INIT 
  CALL   PID_REG3_IQ_INIT 
  CALL   PID_REG3_ID_INIT 
   
  
;----------------------------------- 
;    Variables initialization 
;----------------------------------  
       LDP   #n_period 
  SPLK  #T1PER_,n_period; initialize the PWM period to 10kHz 
           
;---------------------------------------------------------- 
; System Interrupt Init. 
;---------------------------------------------------------- 
 ;Event Manager 
  POINT_EV 
  SPLK #0000001000000000b,IMRA ;Enable T1 Underflow Int  
 

SPLK #0FFFFh,IFRA ; Clear all Group A interrupt flags 
  SPLK #0FFFFh,IFRB ; Clear all Group B interrupt flags 
  SPLK #0FFFFh,IFRC ; Clear all Group C interrupt flags 
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  POINT_PG0 
 
  SPLK #0000000001000010b,IMR ;En Int lvl 3,7 (T2 ISR) 
        ;5432109876543210 
  
 
  SPLK #0FFFFh, IFR  ;Clear any pending Ints 
  EINT         ;Enable global Ints 
  POINT_B0 
 
 
 
 
;====================================================== 
MAIN:  ;Main system background loop 
;====================================================== 
 
M_1  

NOP 
      NOP 
      NOP 
      CLRC XF  
      B MAIN 
;====================================================== 
 
;====================================================================== 
; Routine Name: T1_PERIOD_ISR   Routine Type: ISR 
;====================================================================== 
 
T1_PERIOD_ISR: 
;Context save regs 
 MAR *,AR1 ;AR1 is stack pointer 
 MAR *+      ;skip one position 
 SST #1, *+  ;save ST1 
 SST   #0, *+    ;save ST0 
 SACH *+      ;save acc high 
 SACL * ;save acc low 
 
 POINT_EV 
 SPLK #0FFFFh,IFRA           SETC    XF   
      SETC SXM   ; set sign extension mode 
 CLRC OVM   ; clear overflow mode 
         
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 188 

;========================================================= 
;Start main section of ISR 
;========================================================= 
      
  ; Current leg measurement, Ileg2drv module 
          LDP #Imeas_a_gain 
    SPLK #4000H,Imeas_a_gain     ;Q13-->2 
    SPLK #4000H,Imeas_b_gain ;Q13-->2 
    SPLK #2000H,Vdc_meas_gain 
 
    CALL ILEG2_DCBUS_DRV  
    
    LDP #Imeas_a 
  LACC Imeas_a,2  ;4.22amp rms 6amp peak 
    SACL Imeas_a 
         LACC Imeas_b,2  
    SACL Imeas_b 
      ; Clarke module  
         LDP      #clark_a 
         BLDD     #Imeas_a,clark_a 
         BLDD     #Imeas_b,clark_b 
 
         CALL     CLARKE     
 
            ; PARK module 
         LDP      #park_d 
         BLDD     #clark_d,park_d 
       BLDD     #clark_q,park_q 
         BLDD     #rmp_out,theta_ip  
 
         CALL     PARK   
      ; Ramp generation module 
     
     
  LDP  #id_fdb 
  BLDD  #park_D,id_fdb 
  SPLK  #trap_out,id_ref 
 
  CALL  PID_REG3_ID 
 
  LDP  #iq_fdb 
  BLDD  #park_Q,iq_fdb 
  SPLK  #3500h,iq_ref 
   
   
  CALL PID_REG3_IQ 
 
  ldp #trap_min 
  splk #02500h,trap_min 
  splk #04000h,trap_max 
  splk #8,trap_dly_max 
   
  CALL TRAPEZOIDAL_GEN  
      ; Inverse-Park module 
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LDP #theta_ip   
    BLDD #rmp_out,theta_ip   
         BLDD #ud_out,ipark_D 
  splk #uq_out,ipark_Q 
   
  CALL     I_PARK  
   
      ; Space-Vector DQ module 
  LDP #Ualfa 
  BLDD #ipark_d,Ualfa 
  BLDD #ipark_q,Ubeta           
   
  CALL SVGEN_DQ  
      ; PWM driver 
  LDP #Mfunc_c1 
  BLDD #Ta,Mfunc_c1  
  BLDD #Tb,Mfunc_c2 
  BLDD #Tc,Mfunc_c3 
  SPLK #07FFFh,Mfunc_p   
 
  CALL   FC_PWM_DRV 
       
   

LDP #DC_bus 
  BLDD #Ta,Mfunc_V1 
  BLDD #Tb,Mfunc_V2 
  BLDD #Tc,Mfunc_V3 
  BLDD #Vdc_meas,DC_bus 
 
  CALL PHASE_VOLTAGE_CALC 
   
  LDP #Vdirect 
  LACC Vdirect,1 
  SACL Vdirect 
  LACC Vquadra,1 
  SACL Vquadra 
   
 
  LDP #obs_1 
  BLDD #Vdirect,obs_1 
  BLDD #Vquadra,obs_2      
      BLDD #clark_d,obs_3 
       BLDD #clark_q,obs_4    
 
     
  CALL OBSERVER     
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****************************************** 
*       DAC_LIST       *  
******************************************         
    
      
 LDP      #DAC_IPTR0 
        SPLK     #clark_d,DAC_IPTR0   
        LDP      #DAC_IPTR1 
        SPLK     #clark_q,DAC_IPTR1 
        LDP      #DAC_IPTR0 
        SPLK     #Vphase_A,DAC_IPTR2 
        LDP      #DAC_IPTR1 
        SPLK     #Vphase_B,DAC_IPTR3 
 
        CALL     DAC_VIEW_DRV  
        
   
 
 
;========================================================= 
;End main section of ISR 
;========================================================= 
;Context restore regs 
END_ISR: 
  POINT_PG0 
 
  MAR *, AR1     ;make stack pointer active 
  LACL *-  ;Restore Acc low 
  ADDH *-  ;Restore Acc high 
  LST #0, *-      ;load ST0 
  LST     #1, *-      ;load ST1 
  EINT 
  RET     
 
;====================================================================== 
; I S R  -  PHANTOM 
;====================================================================== 
PHANTOM  B PHANTOM 
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 Fig.C.4- Dc link voltage sensing unit and over-voltage error generating unit  

 on the interface card 
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Appendix D 
 
 
 
 
;====================================================================== 
; 
; Description: Code of Observer Test  
;    
;====================================================================== 
; History: 
;---------------------------------------------------------------------- 
; 15.06.2003 
;====================================================================== 
 
;********************************************************************** 
;       SYSTEM OPTIONS 
;********************************************************************** 
 
PWM_PERIOD .set 100  ; PWM period in uS (10KHz)  
T1PER_     .set PWM_PERIOD*10 ; *1000nS/(2*50nS) 
;**********************************************************************  
 
 
          
;----------------------------------------------------------------------  
; External references 
;---------------------------------------------------------------------- 
  .include "x24x_app.h" 
 
   
  .ref SYS_INIT    
   
 .ref RAMP_GEN, RAMP_GEN_INIT    
  .ref rmp_gain, rmp_offset, rmp_freq  
      .ref step_angle_max     
  .ref rmp_out         
   
 .ref I_PARK, I_PARK_INIT     
  .ref ipark_D, ipark_Q, theta_ip   
  .ref ipark_d, ipark_q       
   
 .ref DAC_VIEW_DRV,DAC_VIEW_DRV_INIT   
  .ref DAC_IPTR0,DAC_IPTR1,DAC_IPTR2,DAC_IPTR3  
   
 .ref SVGEN_DQ,SVGEN_DQ_INIT    
  .ref Ualfa,Ubeta          
  .ref Ta,Tb,Tc          
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 .ref  FC_PWM_DRV,FC_PWM_DRV_INIT       
  .ref    Mfunc_c1,Mfunc_c2,Mfunc_c3,Mfunc_p  
  .ref    n_period                  
   
  
     .ref CLARKE, CLARKE_INIT     
  .ref clark_a, clark_b     
  .ref clark_d, clark_q     
   
 .ref PARK, PARK_INIT      
  .ref park_d, park_q, theta_p    
  .ref park_D, park_Q       
  
 .ref ILEG2_DCBUS_DRV, ILEG2_DCBUS_DRV_INIT   
   
  .ref Ch_sel, Imeas_a_gain, Imeas_b_gain, Vdc_meas_gain   
  
  .ref Imeas_a_offset, Imeas_b_offset, Vdc_meas_offset        
  .ref Imeas_a, Imeas_b, Imeas_c, Vdc_meas   
   
       
 .ref PHASE_VOLTAGE_CALC    
  .ref PHASE_VOLTAGE_CALC_INIT    
  .ref Mfunc_V1, Mfunc_V2    
  .ref Mfunc_V3, DC_bus     
  .ref Vphase_A,Vphase_B,Vphase_C   
  .ref Vdirect,Vquadra     
 
 .ref OBSERVER, OBSERVER_INIT     
  .ref obs_1, obs_2     
  .ref obs_3, obs_4         
   
 .ref TRAPEZOIDAL_GEN, TRAPEZOIDAL_GEN_INIT  
  .ref trap_min, trap_max, trap_dly_max  
  .ref trap_out 
 
 .ref PID_REG3_ID,PID_REG3_ID_INIT  
  .ref id_fdb,id_ref      
  .ref ud_out,e_d       
 
 .ref PID_REG3_IQ,PID_REG3_IQ_INIT  
  .ref iq_fdb,iq_ref      
  .ref uq_out,e_q         
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;====================================================================== 
; V E C T O R    T A B L E     
;====================================================================== 
 
  .sect "vectors"   
  .def  _c_int0  
 
RESET     B   _c_int0     ; 00 
INT1     B   PHANTOM    ; 02 
INT2     B   T1_PERIOD_ISR     ; 04 
INT3     B   PHANTOM    ; 06 
INT4     B   PHANTOM   ; 08 
INT5     B   PHANTOM    ; 0A 
INT6     B   PHANTOM    ; 0C 
 
 
 
 
;====================================================================== 
; M A I N   C O D E  - starts here 
;====================================================================== 
  .text 
_c_int0: 
  CALL SYS_INIT  
  CALL FC_PWM_DRV_INIT   
      CALL    DAC_VIEW_DRV_INIT  
  CALL    RAMP_GEN_INIT   
  CALL    I_PARK_INIT 
  CALL   SVGEN_DQ_INIT 
         CALL    ILEG2_DCBUS_DRV_INIT 
  CALL    CLARKE_INIT 
  CALL    PARK_INIT 
  CALL   PHASE_VOLTAGE_CALC_INIT  
  CALL   ACI_FE_INIT         
  CALL   ACI_SE_INIT         
  CALL   TRAPEZOIDAL_GEN_INIT 
  CALL   PID_REG3_IQ_INIT 
  CALL   PID_REG3_ID_INIT 
   
  
;----------------------------------- 
;    Variables initialization 
;----------------------------------  
       LDP   #n_period 
  SPLK  #T1PER_,n_period; initialize the PWM period to 10kHz 
           
;---------------------------------------------------------- 
; System Interrupt Init. 
;---------------------------------------------------------- 
 ;Event Manager 
  POINT_EV 
  SPLK #0000001000000000b,IMRA ;Enable T1 Underflow Int  
 

SPLK #0FFFFh,IFRA ; Clear all Group A interrupt flags 
  SPLK #0FFFFh,IFRB ; Clear all Group B interrupt flags 
  SPLK #0FFFFh,IFRC ; Clear all Group C interrupt flags 
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  POINT_PG0 
 
  SPLK #0000000001000010b,IMR ;En Int lvl 3,7 (T2 ISR) 
        ;5432109876543210 
  
 
  SPLK #0FFFFh, IFR  ;Clear any pending Ints 
  EINT         ;Enable global Ints 
  POINT_B0 
 
 
 
 
;====================================================== 
MAIN:  ;Main system background loop 
;====================================================== 
 
M_1  

NOP 
      NOP 
      NOP 
      CLRC XF  
      B MAIN 
;====================================================== 
 
;====================================================================== 
; Routine Name: T1_PERIOD_ISR   Routine Type: ISR 
;====================================================================== 
 
T1_PERIOD_ISR: 
;Context save regs 
 MAR *,AR1 ;AR1 is stack pointer 
 MAR *+      ;skip one position 
 SST #1, *+  ;save ST1 
 SST   #0, *+    ;save ST0 
 SACH *+      ;save acc high 
 SACL * ;save acc low 
 
 POINT_EV 
 SPLK #0FFFFh,IFRA           SETC    XF   
      SETC SXM   ; set sign extension mode 
 CLRC OVM   ; clear overflow mode 
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;========================================================= 
;Start main section of ISR 
;========================================================= 
      
  ; Current leg measurement, Ileg2drv module 
          LDP #Imeas_a_gain 
    SPLK #4000H,Imeas_a_gain     ;Q13-->2 
    SPLK #4000H,Imeas_b_gain ;Q13-->2 
    SPLK #2000H,Vdc_meas_gain 
 
    CALL ILEG2_DCBUS_DRV  
    
    LDP #Imeas_a 
  LACC Imeas_a,2  ;4.22amp rms 6amp peak 
    SACL Imeas_a 
         LACC Imeas_b,2  
    SACL Imeas_b 
      ; Clarke module  
         LDP      #clark_a 
         BLDD     #Imeas_a,clark_a 
         BLDD     #Imeas_b,clark_b 
 
         CALL     CLARKE     
 
            ; PARK module 
         LDP      #park_d 
         BLDD     #clark_d,park_d 
       BLDD     #clark_q,park_q 
         BLDD     #rmp_out,theta_ip  
 
         CALL     PARK   
      ; Ramp generation module 
     
     
  LDP  #id_fdb 
  BLDD  #park_D,id_fdb 
  SPLK  #trap_out,id_ref 
 
  CALL  PID_REG3_ID 
 
  LDP  #iq_fdb 
  BLDD  #park_Q,iq_fdb 
  SPLK  #3500h,iq_ref 
   
   
  CALL PID_REG3_IQ 
 
  ldp #trap_min 
  splk #02500h,trap_min 
  splk #04000h,trap_max 
  splk #8,trap_dly_max 
   
  CALL TRAPEZOIDAL_GEN  
      ; Inverse-Park module 
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LDP #theta_ip   
    BLDD #rmp_out,theta_ip   
         BLDD #ud_out,ipark_D 
  splk #uq_out,ipark_Q 
   
  CALL     I_PARK  
   
      ; Space-Vector DQ module 
  LDP #Ualfa 
  BLDD #ipark_d,Ualfa 
  BLDD #ipark_q,Ubeta           
   
  CALL SVGEN_DQ  
      ; PWM driver 
  LDP #Mfunc_c1 
  BLDD #Ta,Mfunc_c1  
  BLDD #Tb,Mfunc_c2 
  BLDD #Tc,Mfunc_c3 
  SPLK #07FFFh,Mfunc_p   
 
  CALL   FC_PWM_DRV 
       
   

LDP #DC_bus 
  BLDD #Ta,Mfunc_V1 
  BLDD #Tb,Mfunc_V2 
  BLDD #Tc,Mfunc_V3 
  BLDD #Vdc_meas,DC_bus 
 
  CALL PHASE_VOLTAGE_CALC 
   
  LDP #Vdirect 
  LACC Vdirect,1 
  SACL Vdirect 
  LACC Vquadra,1 
  SACL Vquadra 
   
 
  LDP #obs_1 
  BLDD #Vdirect,obs_1 
  BLDD #Vquadra,obs_2      
      BLDD #clark_d,obs_3 
       BLDD #clark_q,obs_4    
 
     
  CALL OBSERVER     
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****************************************** 
*       DAC_LIST       *  
******************************************         
    
      
 LDP      #DAC_IPTR0 
        SPLK     #clark_d,DAC_IPTR0   
        LDP      #DAC_IPTR1 
        SPLK     #clark_q,DAC_IPTR1 
        LDP      #DAC_IPTR0 
        SPLK     #Vphase_A,DAC_IPTR2 
        LDP      #DAC_IPTR1 
        SPLK     #Vphase_B,DAC_IPTR3 
 
        CALL     DAC_VIEW_DRV  
        
   
 
 
;========================================================= 
;End main section of ISR 
;========================================================= 
;Context restore regs 
END_ISR: 
  POINT_PG0 
 
  MAR *, AR1     ;make stack pointer active 
  LACL *-  ;Restore Acc low 
  ADDH *-  ;Restore Acc high 
  LST #0, *-      ;load ST0 
  LST     #1, *-      ;load ST1 
  EINT 
  RET     
 
;====================================================================== 
; I S R  -  PHANTOM 
;====================================================================== 
PHANTOM  B PHANTOM 
 
 
 




